# OO# ,2#1& .#, A
28# 5-0*"al *# "', % .3

H#, #1111 --)1
3'*2 7 11'#,2'121A $-C

5200 129,000 155M

154  TOP 1% 12.2%




&KDSWHU

$SSOLFDWLRQ RI %LRPHGLFDO 7H[W OLQL

/JHMXQ *RQJ
$GGLWLRQDO LQIRUPDWLRQ LV DYDLODEOH DW WKH HQG RI WKH FKDSWF

KWWS G[ GRL RUJ LQWHFKRSHQ

Abstract

With the enormous volume of biological literature, increasing growth phenomenon due to
the high rate of new publications is one of the most common motivations for the biomedi -
cal text mining. Aiming at this massive literature to process, it could extract more biological
information for mining biomedical knowledge. Using the information will help under -
stand the mechanism of disease generation, promote the development of disease diagnosis
¢ ZE —"e"eC3LS—e 1™ "eZ1e' 71072V Ze" ™7 —e1"e1—7 lesie@l —]
Based on the background, this chapter introduces the rise of biomedical text mining. Then,
it describes the biomedical text-mining technology, namely natural language processing,
including the several components. This chapter emphasizes the two aspects in biomedical
text mining involving static biomedical information recognization and dynamic biomedi -
cal information extraction using instance analysis from our previous works. The aim is to
provide a way to quickly understand biomedical text mining for some researchers.

Keywords: bioinformatics, text mining, natural language processing, information
extraction

1. Introduction

With the rapid growth of the high-throughput biological technology, the study of biomedi -
cal science is entering omics era. It brings several omics data including genomics and tran
scriptomics; the vast amounts of biological data continue to emerge out of the life science
research. The new phenomenon, new discovery, and new experimental data in biomedical
research are mostly published in science journals by electronic text form. A large number
Tel<’TeTe ESel ' —eH>-Se’ " —1'e1eES4Z5Z1 —1Seel"—e@l”e
eratures could extract more biological information and discover new biomedical knowledge.

Manual processing is like looking for a needle in a haystack. Biomedical literature can be seer

i 7KH $XWKRU V  /LFHQVHH ,QWHFK2SHQ 7KLV FKDSWHU LV GLVWULEXWHG
|ntech0pen &RPPRQV $WWULEXWLRQ /LFHQVH KWWS FUHDWLYHFRPPRQV RUJ OLFHQVHV E
GLVWULEXWLRQ DQG UHSURGXFWLRQ LQ DQ\ PHGLXP {[(cOEIElKH RULILQD
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as a large unstructured data repository, which makes text mining come into play. Text mining
has emerged as a potential solution to achieve knowledge for bridging between the free text
S—el@e>2@Ee2>291>2™s70Z—Se' " —17e1c'"—Ze'ESel —e¢ " >-Se
ogy including natural language processing (NLP), machine learning (ML), and data mining to
process large text collections. Therefore, text-mining technology is a powerful tool for mining
VSe7SceZ1 —e >—Se’ " —1e> -1 "7’ ESele’eZ>Se75771 ‘Z>721S>
text mining. Namely any work that extracts information from text could be considered as
text mining, which would include a range of static information recognition, from dynamic
information extraction to application of biomedical text mining. In the following sections, we
describe the details according to the abovementioned aspects.

2. Natural language processing

Se7>Se1eS—07SeZ1™>"EZ®e'—+1'001S1 Zeel"e1Sse’ E'Sel’ —-
tion between computers and natural languages. With the mushroom growth of machine learn -
ing, much natural language processing research has a great relationship with machine learning.
Many machine-learning algorithms have been applied to natural language-processing tasks.
Extracting structured data from the complexity of heterogeneous-narrated medical reports is
’e—' ES—eeC1E*SeeZ—oIeabiabed tHeeredults witlL il scores greater than 95
7o' —e1-SE''—Z712S>—"—d1">127 ;S - ™« Dpdroposed thé midchiheledrd-
'—ele"1ESer’' C1IE —"ESel—"eZ0ele"1e'Z1-Z ESeloeZce "~
convolutional recurrent neural network with word embeddings yielded the best performance
~—1 1S—e1 1eSeSm@Zecel '+l WleE >Z01 +1VirZ[1S—-19]
™, ™M e 7e1S1'Cc>’e1S™M™,"SE 170’ —1S1e ",000SeZ1™ ™M7e' __
(—'—e1S1e'Ee " —S>¢1S™MM™M,"SE'§JLIS—1+'Z¢C1SE'ZYZ+1S—1"
¢ 21—S—Zel1Z—+'eC1>ZE " o—"¢""—1eS@”il ">1'Ze™’' —ele”17¢eS —
"o’ 7@1S47-™eZe1e 157 ™7 07—l Z1E " —™eZi'e¢1 01071
The ontologies describe a wide variety of biological concepts spanning from biology to medi -
E'—Z2i1 H>Z°VZ>81'2¢1—"01"—e¢1SA47Z-—™ele"1ES™e7571'21—
biomedical community but also are key element for knowledge management, and data integra -
T 7MYl —e"e e’ Z 1S —elE " —e>"eeZel Y ESc7eS>'Z1E 7ol —
of biomedical data curation, which has a great increasing interest in developing ontologies.

“51ZiS-™eZ81e7—71"-5i$ a cotrimunity-based bioinformatics resource related to
gene function used to represent biological knowledge involving three aspects: molecular func -
tion, cellular component, and biological process. Molecular function describes the molecular
activities of gene products, such as binding or catalysis. Cellular component indicates the place
where gene products are active, namely a component of a cell such as an anatomical structure
While biological process represents pathways, larger processes are made up of the activities ¢
—Zee’™e71e7 71 ™57 Eeceil \corpds devadped to prpvide reference materi-
Seele™1See”™ 1 —Se7>SeleS—e7SeZ ™"EZe®' —1ZE ' —'8§727ce
corpus is a semantically annotated corpus of biological literature, which is being compiled and
S——"eSeZel'—1¢'Z1E " ™Z1"1 1™ “Z@Eed1S '~ —e1Se1 ™,
¢ 1¢ T —e7> - S e’ E i1 [[rdpeget] protethedritglogy (PRO) for enhancing and scaling
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up the representation of protein entities represented in OWL and SPARQL format. Ontologies
™S Y eZ1-SE ' —7,>2SS<eZ1eZ@E>'™e' " —@le 51 =2 ES1E
7¢S>C71 —e"e7e¢ ,«S@Zel-"—"—eleCeeZ-©1S4Z-™e1e"1-S™]1S
T el 1D NS M Mp Zel et —eSECEL™MS e’ —e1"—1@Z—>7
exploit similarities of sentential syntactic dependencies for mapping to concepts.

The natural language processing (NLP) components include general tasks including tokeni-
zation, morphological analysis, POS tagging, and syntactic parsing.

Tokenization describes the processing that the text is broken into sentences and words. Whel
the text is put into text-mining system, for example, a paper could be viewed as a continu -
"Zel T>e1®@e>ZS-01+'Z2¢1S521 >l Z—17™1 —e"1E'S™eZ>
paragraphs continue to be pieced as sentences, words, and phonemes for a more sophisi
cated processing. For the tokenization task, the tokenizer could extract token features which
are types of capitalization, digits, punctuation, special characters, and so on.

POS tagging is aiming at the words to annotate tags based on the context in the text. POS tac
divide words into categories based on the role in the sentence. POS tags provide information
about the word’s semantic content. Nouns usually denote the entities, whereas prepositions
express relationships between entities.

Syntactical parsing performs a full syntactical analysis of sentences according to a certair
grammar theory including constituency and dependency grammars. Constituency grammars

describe the syntactical structure of sentences in terms of phrases, namely element sequence
Most constituency grammars generally contain noun phrases, verb phrases, prepositional
phrases, adjective phrases, and so on. Each phrase may consist of smaller phrases or wor:
SEE ™ >e'—ele 1e'Z1>72¢Z@1701e'Z1e>S—=S>il ‘Z1>"eZ17ele’ 7>
tactical structure of sentences. For example, a noun phrase may be marked as the subject
sentence, object. Dependency grammars focus on the direct relations between words, not cor
®'eZ> —ele'Z1E —e *Z2Z—es®il Z™MZ—+7—EC1S—Sete’'el’
the relations between words using nodes and dependencies for edges. For example, a subje:
depends on the predicate verb, while an adjective depends on the noun and so on.

3. Biomedical text mining

With the enormous volume of biological literature, increasing growth phenomenon due to the
high rate of new publications is one of the most common motivations for the biomedical text
mining. It is reported that the growth in PubMed/Medline literature is exponential at this rate
el ™7’ ESe T —il ‘70ed1l’'e1’@1YZ>¢1le’ EZeele>1>7ZZS>E 2
tions in their own discipline, let alone related other disciplines.

Such a large scale and the rapid growth of biomedical literature data, carrying a lot of biologi -
cal information, some new phenomena, biomedical discoveries, and new experimental data
are often published in recent biomedical literature. Aiming at this massive literature to process,
it could extract more biological information for mining hidden biomedical knowledge. These
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YS®elS—"7Z—eel el "—Ze'(ES*1e'¢Z2>S*2>Z01ZYZ—1"—1'Z1 Z«
way from fully grasp the status quo and development trend of the research to obtain the infor -
mation of interest for extracting biomedical knowledge. It is the urgent needs of application

“eleZjel—"— —elS—el’'—e>_Se'" _17i>SE T —1e5 -1 "=7Z'@
¢S50 ¢ "¢ 1S —el < "—Ze ESel”—" oZee717i>SE-+’"}islthe franweK
>Z0RZS>E'Ll ZeelE " —eS ' —'— el ' Z1E"eeZ(Es'"—1E " =<' —Z1E

—ZeESel’'—¢">-Se'"—1E'Z—EZ81>Z®ZS>E'1l Zeeed1S—e1l«
—'—'—e1’'@1+Z e el |Snhidnbelbngs$o adtanit bf bioinformatics. Bioinformatics
'eleZ —Ze1S®e1IS™MMeESe " —1"'—e>-Se'" 1 E'Z—EZ1S—
manage biomolecular data. It aims to provide some tools and resources for biological research
ers, facilitate them to get biological data, and analyze data, so as to discover new knowledge
fIp1l ele‘Z1c¢ e e’ ESel “reeil '"—7Ze' ESeleZjel-—"—" —el’®1S1
to the use of text-mining technology to process biomedical literature object, acquire biological
information, organize and manage the acquired bioinformation, and provide it to researchers.
‘7>2°57281¢ -2 ESeleZjel—"—" —e1ES—17j+>S E 1) Sichasqeh
and protein information, gene expression regulation information, gene polymorphism and
epigenetic information, gene, and disease relationship. The biological information can help
people to understand life phenomena and understand the rules of life activities. Using the
information will help understand the mechanism of disease generation, promote the develop -
—Z—e17e1e'®@ZS0eZ1’Se—"®© @l ZE ' —"¢"+¢dLS—e1™> "7 1"
of biomedical research. A large number of text-mining methods have been established to assis
in the extraction of biological information. These methods could be proposed for extracting
information that vary in their degree of reliance on dictionaries, statistical and knowledge-
based approaches, automatic rule generation applying part-of-speech (POS) tagger, and som
—SE " —Z,07S>—"—e1See" e —2d1le>17ZijS-—™eZd1l 'eeZ—1 S>"
770011 > — 13ATERS ety Zel™SEe 7 el ™ 5801 _JeeSeZ@lc
machine-learning approach using a bag of words and natural language-processing (NLP)
S™MM™M,"SEZeil ‘Z1<Zael ™MZ5¢">—_S—EZ1"e1ESee’ Z>1"51
35S —e"—1e"57Z@e@le 1l '@ ES, E"—¢SEeL —¢">-Se’"—1 e'1

In addition, there are some social institutes to focus on the development of biomedical text-
mining technology. Based on the rapid development of omics era, the BioCreative called

'’ ESel ceeZee—Z—e1"e1l —e"5-Se'"—1 j>SE"—1etoeZ-
for the evaluation of text mining and information extraction systems applied to the biomed -
"E' —Z1"-S" —170 —e1—Se7>Se1 S 15sTh8 sebeafthé b ometical tex
—'——e1S5721™>720Z—2+1S1®ZYZ>S1E " —2>2—EZel —C

" 81S—e1 >SEESel MM ESe’" —@l1Tel "-™7eSe’"__Se]

4. Static biomedical information recognition

In the era of system biology, from the system perspective-related information on molecular biol -
ogy research includes both biomedical entities, some genes, proteins, gene products, drugs, dis
ZSeZeleZE'1S®l«Se’'Edle+Se' ElZ—<"'+'Z®le"1>Z ZE-1'+e1
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There are some biological terminologies that describe domain objects in the medical literature,
which is called entity. Such as gene that is the essence of life information, protein information
©'Sel’'@1e'Z1Z2iZE2e 517 eleZ—71e7—Ee'"—1'—1¢ -2 E —781"
ences plays an important role in revealing the phenomenon of life, which is the only way which
must be passed to further explore these important biological entities, but also an important task
in biomedical text mining. Biological entity representation in biomedical literature is extremely
complex. The complexity of performance in both single entity in the form of a word entity, vari -
able word length, and uppercase and lowercase mixed together, for example, urokinase, Cactus
IkapaBalpha, and so on. There are multi-words to form phrases, such as bradykinin B (1) recep
¢TH>IL™5TeZ' — 1™ "™ SeSeZ1X 81 TE1>"2+'e1S1e>72Se1e7Se1"
("7—eS5>'Z®@01®e " -Z21"+1'Z1®S~-Z1 TreelH>1™5SeZels'S1ES
biomedical entities, such as c-myc, IL-2 protein can be expressed, can be said to detect ger
¢ 3770 1 Z1E"—eZi*8l0e " —Z1< " =72 ESelZ—e'e'Z01'SYZ1e' Z>7
phosphatase 2A, protein phosphatase, and 2A protein phosphatase 2A and refers to as the samr
biological entity in biomedical text. The complexity and diversity of the entity recognition of
biomedical named entities has become a challenging study. Traditional recognition approaches
have three methods containing dictionary-based, rules-based, and statistical machine learning.

Dictionary-based approach needs a detailed term dictionary for entity recognition from the

¢ CEZ-7—i1 Z2—275>Seetd1e'Z1™>7 ¢’ YZ—1eZ5-1"E+'"—S>¢1 0
ular database. Accordingly, the approach is limited by the term dictionary coverage but it has
the relatively higher accuracy. Thus, the approach is widely applied in the actual develop -
—Z—el'—1e'Z1leteeZ-il ">12ijS-—™eZ781 ‘S{'£'«1yW\p1S—-1

Rule-based approach requires studying the entities’ named features and laws for formulating
s29Z @1 1'eZ—e'eoCle'Z17Z—"e¢d1 "E'1-S"Z1+'Z1®eS 1717
"_" eZee7il ">172iS-—™eZ81<'"—Z¢ ' ESe1Z—e'e'701S>7Z1%ee7—1
‘7-S—1e72—71—"-72—E+Se7>21'®1S17247>81S—e1'Z157Z@-1
SeZel " —1¢'7Z107EEZ®oee7e1 >} Tatatetamms Fitbdrluseditta/pkodute a
large and high-quality gene protein dictionary from biomedical texts, and it is also used as a
E"-™" 7 —e1"e157¢Se’ "G ™1Zje>SE+'"—1y

Statistical machine-learning approach is the rapid development along with the construction
of biomedical corpora. The annotated corpus could be used as the training corpus of statistical
machine-learning method. With the help of the biomedical corpora, entities could be identi -
Zele> " —1e'Z1<' " —Ze¢ ESeleZjeil ‘252155210 -721>72072S>E" 'Z«
<¢1 Z4e«Z]oaded Xn& Conditional Random Fields (CRF) as the statistical model to iden-
eCl<"—Ze ESelZ—e''Z@]l '¢'1'Z1SYZ>S7Z1]XiV-1>ZESes¢
—1 170" —el-">™M e’ ESe1S—e1lZ-S—- E RipBopbsetioari
approach to process entity using Support Vector Machine (SVM) as a statistical model with
"—e7>—Se1S—e1Z7jeZ>—Sel1>720"2>E®Z2Z172S2>72@d1 “"E'lee'" 1
MY ZelctlZe’—ele' 217 jeZ>—Sel e e (E S 1 TP uSedrRaxitriuny
entropy model combined with word-clustering features and feature selection techniques to
el —e'eG 1l "7 ESelZ—e''Z®il ‘Z1S™MM,"SE'1ISE"'ZYZ0e 1<
"_" eZeeZi1 "PEP1BaEiAYe ", @7 ™1 ele"l'el—e'eCl 7 ES:



$UWLILFLDO ,QWHOOLJHQFH (PHUJLQJ 7UHQGY DQG $SSOLFDWLRQV

is used to identify named entity and the second CRF model is used to the types of named entt
o'7®@d1 "E'17<eS'—7+1]ZiY-1 ,eE">Z1 —1 1EH>™7eil ‘:
their own advantages, respectively. There is also a hybrid approach to be used for identifying
biomedical entities. Our research group does some works related to identify biomedical enti -
ties involving the abovementioned three methods. We give several examples to illustrate the
related static biomedical information recognition.

4.1. Dictionary-based approach to identify biomedical entities

—1e’1@ZE’"—381 21’ —e>"«7 EZANvihidh"$ pAbiishgcomhé hitématidnal

"7>—Se17¢1 S47>—1 ZE e—"¢""—1S—e1 5¢’ E’'Sel —eZee'eZ—d
ture and build a concept dictionary based on the authoritative corpus. Using part-of-speech
(POS) tagging, phrase block’s formulation and designed VWIA algorithm to identify entities
for matching biomedical concepts. Figure 1 1 y]Xi&scribes the pipeline.

4.1.1. Obtain experimental data

The experimental data of the study are from PubMed/Medline using the e-utilities API tool
“CE‘1'®e1See1zeeZ1’ 29 forZdutomaimedlly downloading literatures from the
Z<e'eZ10'4™MA&& T—ECT—e—T—""T¢"Y&UIL1 ele " "0ele'"Z1e"7Z1

links with a Uniform Resource Locator (URL). By obtaining URL using e-utilities related to

i

Every literature

Eliminate noise
Download

experimental data

Preprocess
Begin ¥

Stanford tagging

\I/ \L for tokenization

Obtain URL POS tagging
using Eutility
\l/ Syntactic analysis
Example:GO,DQO
; : Phrase block P ,

Crawl biomedical GEINA
literature based on

pattern matching \l/ e —

VWIA identification algorithm Dictionar"y
. construction
Literature database

Concept
database

End

Figure 1. Pipeline of our approach to recognize biomedical concepts.
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<'T—Ze'(ESele’'eZ>Se7>Z01'Z1E " —Z—ex1S>Z1SE''ZYZ*1<Se
contents are stored in the local database to be further processed.

4.1.2. Preprocess, POS tagging, and phrase block

Aiming at the collected literature, to every biomedical literature, there may be several para -
graphs, and each paragraph may include one or several sentences. The basic textual units idet
o Z01<C1e'Z1e7"Z—"£Se " —1S®e1IE " —@e'e2l—ele""Z—®1l' —17
1+See7>] I ¥\ tool that appoints parts of speech to every word (for instance, verbs,
adjectives, nouns, and so on) by reading text in some language with the implementation of
log-linear-part-of-speech taggers. The results are shown in Figure 2 aiming at an example
sentence. Aiming at the features of biomedical concept, the POS-word pairs are important for
the biomedical concepts. For example, nouns, adjectives, participles, and so on, could be corr
™ 7 —e@17e1e"-Z1¢ " -2 ES1E"—EZ™e®dl ‘'eZ1le"-7Z1 "
“Zeel<«Z1 " —"4Ze1e 1o 2107 —o ESe T —1"ele'Z1¢ -2 ES1C
blocks combined by nouns, adjectives, and participles. These phrase blocks are preprocesse
Se1817—" Ze¢1<SeZ1le >—i1 ">1ZiS—™eZ81e'Z1 "0l eleSee’—.
10™e75Sel —"7—(1e>S—0ee™>—@1e'Z1 ">e1 el e’ —eHdure-2

" 1S —172{S-™e71S8¢"7¢125f1 1eSee’—ely

4.1.3. Biomedical dictionaries’ construction
Considering the high precision of dictionary-based approach, the approach used it for the

e —e' ESe T —1"e1e' 721" -7 ESIE"—EZ™eeil ‘2d1E"—a
("7 ESelT—e"e" e’ 7@BLe">172iS-™e781 'eZS0eZ1 —e" "¢ 10

T—eTeTe il 1E H>™M7el'cel?eZeles"1™> "Y' 'eZ21>727252—EZ1-¢
™7l 0l1See™10Z-S—¢" ESeetl1S——"¢SeZelEH>M71E"~—-«¢
WVVBVVVLIS——"eSe'" 1" —e"5_Se'" 18 —e1-">71'S—1[V]BY.
(""—Ze'ESeleZ>—1'—1YiIVX1YZre'"—il SE‘'1S>e’'EZ1'e17Z-

with ID, title, and abstract in the corpus. Moreover, both abstracts and titles have been marked
up for meaningful annotated terms, biologically and semantically. The corpus provides
0Z-S—eESeet1S——"eSeZel "o e ESelelr—0l ' eZ—¢ SceZ1
T—eTeTe 081 51— @eS—EZ®dl AET—®1:Zil¥%hl X eZ—7 1
o7 —7ZA&E"—0A 81e'Z1eScZe1l ¢7j leZeE>'<Z®le'Z1IE —EZ™
E"—EZ™eil 7272171 Z10e>72E+7>SeleE'Z-71"1 17 —e"e"e
expression. These extracted biologically meaningful terms build concept dictionary for the

IL-2INN  gene/WN  expression'NN  and/CC  NF-
kappa NN  B/NN  activationNN  through/TN
CD28NNP requires/VBZ reactive/J] oxygen/NN
Figure 2. Sentence with part-of-speech tags generated by Stanford maximum entropy part-of-speech tagger. Tags ar

NN: normal noun; IN: preposition or conjunction; VBZ: verb in present/past tense; JJ: adjective; CC: conjunction; NNP:
proper noun.
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<'T—Ze'ESeleZjel-"—"—eil H>1ZijS-™eZJ1le'Z1E " —EZ™e1leS|"
some biologically relevant nominal categories as shown in Table 1 1 y]X Z

4.1.4. Results

Biomedical texts are divided into a few sentences in biomedical literature, and for every
sentence, some phrase blocks are parsed. The algorithm named Variable-step Windov

oZ—e¢ ESe'"—1 75’ —110 Ul '@l eZVZe"™Zel o751 o7 —o’al
S™MM™M,"SE 1" «eS’ —Zel1e'721°YZ>Seel [iV-1 ,-2S0e7>721S" —"—-+1-
tation of the approach is shown in Figure 3 1y]X Z

4.2. Machine-learning approach

— 11 7)»>X] wKntroduce machine learning to help recognize biomedical named
entity. The pipeline architecture of our approach is shown in Figure 4 1 y,XX]|

The pipeline of our system mainly contains four modules: preprocessing module, training
module, tagging module, and testing module.

Categories Numbers Categories Numbers
™y~ 67— —"e7EZe7 X Wéptide [XZ
™My~eZ7' ' oS _"e "> o3~ 7™ AY X "ot ™S
TS — "y sZe " — AV[Z atom YZW
EZes o¢™Z 1XYY eS—_Tel "> o7z YYZ
“etZs TheS—E ET-™"7—o Z polyhucleotide X\V
EZeo o' —7 Y_1z inorganic X\
™y eZ7 ' — E"-—TMeZ; X ZWidleotide 239
lipid 2359 —T—" EZee 222
virus XW X\ “etZ5 S>e’ E'Se "I>EZ
—Ses’ (ETes VARN ™67’ — oeZc<ee>ZzE7>A29
eS_te "> o>~y ™ W[ ®Zcee>2E2>7 N
™My"e7'— o"_§ — Ty y7e " — WV W] ™yTe7 — & 99
™yYe7' — @Zc<Z—"o _ Xaarbohydrate A
S—'—" SE'e —"—"=27> 1~ & zN
tissue \_X TS s 57— 39
EZee E"-™M"—7—o W\ & 15
—"eZE&2eZ \V X ®ZceerzE7i>2 2
—"eZE2e7 [ZX Total IX3WA[

Tablel.1 '"—Z+¢' ESe1E —EZ™e1ESeZe">'Z®1S—el—72-<Z>1 —1
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MEDLINE ;95365245 e
[L-2 gene expression and NF-kappa Imiv:\{n through (128 requires reactive oxygen production by
1poXygenase .
Activation of the CDZ5 surfsce receptor provides & major costimulatory sigmal for T cell activation
resul ting in enhanced production of umzrlw]nrz ( IL-2 ) and cell proliferation . In priwary T
1 we shov that CD28 ligation leads to the rapid intracellular formation of reactive oxygen
imu(ll)dnchmmndfarmwmdthmhmm
responsive conplex and IL-2 expression . Del ineation of the CIZ8 signaling cascade vas found to
invol ve  tyrosine kinase activity , followed by the activation of phospholipase A2 and
§-lipoxygemase . Our data/NNS nwnﬂnt!imsmbd;umnumm wvhich then
induce 1L-2 md.oum!!hm activation . These finding should be useful for therapeutic
tegy and the the CIZ8 costimulatory pathway .

Figure 3. Visualization of the dictionary-based approach.

Training module

Test module

Figure 4. The pipeline architecture of machine-learning approach.

4.2.1. Preprocessing module

Applying machine-learning methods, the original biomedical texts could not directly be pro -
cessed by the CRF model; they would be preprocessed to form the related formats. The origt
—Sel1e>S — " —edleZoee’ —ed1S—e1™>7e’' EeZoleZjeorl “ZeelcZ1
feature dataset.
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4.2.2. Training module

Trained texts are put into the preprocessing module, aiming at the selected and extractec
©2Se7>5Z@1e 1o 51210 ™ZE' Ze1e>S' —7Z+1 sZ®e1+'Se1S>Z1-:
E"7eel <eS ' —1>S"—Zel-"eZe¢el eZ@il ‘Z1'—™37¢1 el e5S" —"—
EZeweZele>S — —eleZjeedl ‘"eZ1e'Z177e™Z7e1 e1’e1’®1'Z1
and weight parameter.

4.2.3. Tagging module

eeZ>1e'Z1™Z ™" EZRR —el-"e72eZ1™>"EZ®®Z®le'Z1leZe"1
'—e"1S1eSee’ —el_"e7eZle"eZe 751 'e'1le'Z1-"0Z01 «Z@d1l "E'1
input of a tagging module is the result of preprocessed testing texts, while the output of it is
©'Z1eSeeZelsZ el +Z i

4.2.4. Testing module

The testing module is to measure the performance of our system. After processing the tes
eZje@1l —1e'Z1™>Z™"EZoeR'—e1-"e7e781'Z1eZeleeS—=S
'etle'Z1eSes’ —els70Zes]l oZ®il ‘Z1'—™7e17e1S1eSes’—0o1 "0
cZ0ed1l “"eZ1le'Z1"7e™7el el @1l ZL 02— Ze1l™Z5e"5_S—
recall, and F-measure.

4.2.5. Results

The approach considered features including POS features, word surface clue feature (upper
ES®Zd1le" Z>ES®Z81—7-<Z>®@31e™ZE’ E1E'S>81'—'+'S-i
S—eleZoeele'ZletmeZ- 1™7Z5¢">-S—EZ1 '+'1S1WV,E>"ce0
shown in Table 2 related to the six classes. According to the above method, using Java pre
gramming based on Linux OS to develop Biomedical entity recognition Miner system called
(BerMiner). Figure51ce‘~ cele'Z1>Z0e7ee1l ™ ele'Z1’eZ—e Zelc"—7¢'0

Project Precision (%) Recall (%) F-measure (%)
DNA \WiYW Z[i]_ [XiZ
RNA [\izn ZZi\Y Z i\
Protein \iz~ 1Xi\z 1Zi[V
Cell-type TWiww [~MT[W \ZTW\
Cell-line JWinrv [yi[p» \WiX_
Virus 17T \WiY] IWinry

Table2.1 oZ —e¢' Zel<'"—Z¢' ESelZ—e'o¢ @1™Z5¢"5-S —EZ1%JeZ1"—1-SE"'"—71+7
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Figure 5.1 Z> '—Z7>17j*>SEeZ+1>7Zzeeme]l "1’ j1ESeZ+ "' Xelze’ —+1-SE"'—Z1-

5. Extraction of dynamic biomedical information

Biomedical entities produce a series of information interaction in the process of genetic
information transfer and expression, such as genes and gene interaction relations, the
relationship between genes and disease, the relationship between genes and gene proe
uct, molecular signal conduction pathways, and so on. The information is represented as
the dynamic form. Dynamic biomedical information represents the process of activities
of biomedical entities. Dynamic biomedical information is extracted, namely association
between biomedical entities which is often extracted based on entity co-occurrence analysis

'efleeSe e’ EeleZ">¢T1 Jqdoposeria@i apdrdach ® €ixirgcK the relationship
between genes using vector space method and k-medoids algorithm for gene clustering.

» Z —2B]yexplored the method to measure biological entities relationship using mutual
'— eS¢’ 1 -_"e7ei1 3} 1eBedatcBed thg Ynteractions between genes and drug:
based on text-mining technology, which was divided into three steps. First, the approach
"o/ —e' ZeleZ —7001S—elerielZ—e'e'Zle> -1 Zee'—71Scce
ferent levels of gene-2-drug pairs. The third step is to rank the gene-2-drug pairs based or
—Se'7-Se'ESel@eSe e ESel-—"eZeil 7251>7Z2@ZS>E" 1 >335

Z>72081 7217;iS—-™.7131 383 férdasctiljing the process related to the extraction of
dynamic biomedical information in detail.
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5.1. Relationship extraction based on statistic model

Dynamic information represents the process of activities of biomedical entities. In this study,

we focus on the dynamic process of biomedical entities, and extract dynamic biomedical
information, namely association between biomedical entities, based on entity co-occurrence
S—Sete’'el "E'1’'®1S4SE ' Zele 1 Z1 S’ E®le'Z">¢1

analysis considers that if any two entities occurred in a certain level of paper (e.g., a full text,
S1™S>Se>S™'31S1@Z—+Z—EZ81S—+1S1™'>SeZidle'Z—1s".
«ZVZe@1'SYZ1le’ Z5Z—sl@esZ—es'®@17e1Z—+'«¢1See " E’ 'S’ "—
texts, the weight of association in phrase level is the highest than in other two levels, and the
sentence level is higher than the full text. Due to the multiclass biomedical entities used in
this study, extracted associations are also multiple types. We build a data modeling of entity
association based on entity co-occurrence analysis with statistics. The data modeling coulc
formally be represented as a three tuples as shown in Eq. (1)

D7%4H G, R) 1)

Let E be a set of biomedical entities, andC be a set of types of association. LeR be a set 0
correlation of associations between biomedical entities.

Supposing (e represents entity category wheree7 &; W is a set of weights of association lev
els wherew, 7 w. To the two entities (e,87 &) of the kth level, their co-occurrence frequency is
represented asf(e,§) 1S —<+1+Z1E ™ >>2Se’"—1<Ze ZZ—1+ "1 =2 ES

T7%4,8,8 (€),9(€) .BE.8§) (2)

J
Letc (e). 9 be association category related to the entity category () and @) For instance
C (e).9(¢) could representassociation between gene and disease, or association between ge

and microRNA, and so on. Let Re.8) be correlated factor between entity eand e as shown in
Eq. (3)

R(©.9) 7%,78,8¢.9) ®

After building data modeling of entity association, we further consider extracting these
0 —S—"ELC T —ZeESe Ll —e>-Se’"— 15 -1 "—Ze ' ESele’eZ>Se7>
we design an algorithm of Mining Multiclass Entity Association, named (MMEA), under the
data modeling based on co-occurrence statistical analysis as shown inFigure 6.

‘21— ™zel1%e] 1See™ >’ e 1" 1Z—e'e’Z1eZ—e" Zoelci oo'-
T —i1 ‘Z1 1See™>’e'—1 >@eleZeles Z1ESZ"5¢1"«1ZSE"
entity ed1e'Z1See™> e —1eZE ' *Z0e1le'Z1e¢™Z@1"+1See " E 'S+ "—
and computes the correlation factor Re,g <¢1 8i110YUl0e'—Z21707T1 *Z21S<7Y
stored in the four tuples T74q.8,@ ©)-9(e) B8 for further processing (line 9). The process

proceeds with the increment of i entity until all entity associations are obtained (lines 3-11).
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Figure 6. MMEA algorithm.

5.2. Relationship visualization

Biomedical text mining focuses on the centrality of user interactivity, and it needs to provide
users for interacting with data results. The text-mining visualization facilitates user interactiv -
ity with graphical approaches. For example, we developed a circle network graph to allow

Figure 7. Relationship visualization between genes.
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Figure 8. Relationship visualization between disease and gene.

disease researchers to explore the relationship between genes related to breast cancer. To ct
ture the susceptive genes related to breast cancer, a fan-like network visualization is designec
by our research group. The node represents the biomedical entities, and the link lines indicate
the associations between entities (as shown inFigures 7 and 8).

6. Conclusions

R 1IES™eZ51 seel’—es e ZEZ®1e'Z15'®Z1Te 1 "—Ze'ESe1e
medical text-mining technology, namely natural language processing, including the several
components. In the following sections, it emphasize the two aspects in biomedical text mining
involving static biomedical information recognization and dynamic biomedical information
extraction using instance analysis which our previous works.
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