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Abstract

This study aims to reveal the tradeoff between working capital components and firm’s profitability by using the data of the firms listed on Borsa Istanbul Industry Index in Turkey. Annual data of 41 firms are used for the period 2005–2016 in the study. The working capital components and firm’s profitability tradeoff was examined via the fixed effects panel regression model. Dependent variable is defined as return on assets; independent variables are cash conversion cycle, inventory conversion period, and payables deferral period; and control variables are sales growth, the ratio of short-term financial debts to short-term debts, and the ratio of fixed assets to total assets. Findings show the existence of tradeoff working capital management profitability. A negative relationship exists between return on assets and payables deferral period, cash conversion cycle, the ratio of short-term financial debts to short-term debts, and the ratio of fixed assets to total assets while return on assets is positively related to inventory conversion period and sales growth.
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1. Introduction

Global economic integration for developing countries through economic liberalization and democratization is accepted as the best way to overcome destitution and discrimination [1]. At this point, the industry sector plays a significant role. According to the World Bank data, the share of the industry sector in the gross domestic product (GDP) of emerging countries such as China, India, and Brazil in 2016 is 40, 29, and 21%, respectively [2]. For Turkey, which is among the emerging countries, the industry sector is important for the country economy in terms of value added export and employment [3]. According to the World Bank data, the industry
sector’s share in GDP is 32% [2]. The share of the industry sector in exports is around 92% [4]. In this case, the industry sector will remain important for the Turkish economy in the future.

The industry sector, which plays a key role in the Turkish economy, is faced with many problems such as lack of qualified workforce, inadequacy of infrastructure and technology, weak competition power, and difficulties in marketing and financing. The financing problem is one of the most important problems faced by these firms. These firms need to be able to use their existing resources effectively and be self-sufficient because of the scarcity of funding resources and the insufficient accumulation of capital. Working capital, which is seen as the lifeblood of a business, has an important role in the return of the owner’s reckoning, and has a decisive influence on liquidity [5], is important at this point.

Firms need working capital to begin its business operations, carry on its activities efficiently, and meet its short run obligations [6]. Working capital management is concerned with the day-to-day activities rather than long-term investment decisions [7]. Working capital is a part of firm’s current assets, which are converted into cash within a year or less [8]. In this sense, working capital components (WCC) are cash, cash equivalents, inventories, accounts receivables, and accounts payables.

Investment in the working capital components is important for all industrial enterprises to be powerful financially. A firm can collect its receivables in a short time and restrict credit sales to reduce account receivables and increase cash inflows. However, rigid sales policies and low credit sales would lead to loss of sales, thus causing profits to fall [6]. On the other hand, high inventory levels and flexible credit sales policy can contribute to increased sales. Because sales on credit allow the customer to examine the product before paying, it may increase sales [9]. There are some advantages to work with high inventory levels such as preventing customer losses caused by not having enough stock level and protecting against price volatilities [10]. However, the high inventory and loose trade credit policies lead to the locking of the money to the working capital [9]. In this context, firms that invest heavily in inventory and accounts receivables may be exposed to low profits [11]. Another component that has an impact on the working capital requirement is accounts payables. Deferral of payments to suppliers can enable the firm to evaluate the product bought and may be a cheap and flexible funding source. But, postponing payments can be expensive, if the firm has got a discount for early payment [9]. In this case, the level of accounts payables of the firm may affect the firm’s profitability.

The style of WCM may have a considerable influence on the profitability, risk, and liquidity of the firm [12]. The firm that invests more in current assets is more liquid than a firm that does not invest. This will reduce the firm’s liquidity risk, while decreasing overall rate of return, because the return of current assets is less than the return of other assets [13]. While lower investment in the working capital expressed as aggressive working capital policy is associated with higher returns and higher risk, more investment in the working capital expressed as conservative working capital policy is associated with lower return and lower risk [14]. The firm has to choose between aggressive and conservative working capital policies depending on its purpose [15].

Effective WCM is a significant factor affecting the survival of the firm, the continuity of its activities, and the maintenance of liquidity and profitability [16]. Excessive working capital
like inadequate working capital has led many businesses to fail and prevent their growth [17]. WCM is important due to the effect on profitability of firm, firm’s risk, and the firm value [18]. In this context, this study aims to reveal the tradeoff between WCC and firm’s profitability by using the data of the firms listed on Borsa Istanbul (BIST) Industry Index in Turkey.

This study, which investigates the impact of the WCM on the profitability of Turkish industrial firms, is considered to contribute on the determination of working capital investment levels of these firms, determination of the distribution among the working capital components, effective use of scarce resources, and resource supply and sustainability of future investments by applying a working capital that will increase the profitability. There are a number of studies covering the developed countries in the literature, while there are limited studies covering the emerging countries. It is anticipated that the study will contribute to the literature in terms of comparing the relationship between the WCM and profitability of industrial firms of emerging countries like Turkey. It is thought that the study with these aspects will be beneficial to both managers and researchers.

2. Literature review

There are studies in the literature that examine WCC-firm’s profitability tradeoff in terms of different countries and different sectors. The findings obtained from these studies vary depending on the method and data set used. Some of these studies are summarized in Table 1.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Sampling</th>
<th>Variables</th>
<th>Method</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>In [9]</td>
<td>Hindalco Industries Limited in India</td>
<td>Dependent variables: Profit before tax to total assets ratio</td>
<td>Correlation analysis and a multivariate regression model</td>
<td>Findings show that the working capital components are related to profitability of Hindalco Industries Limited</td>
</tr>
<tr>
<td>In [21]</td>
<td>Firms in the manufacturing sector listed on BIST in Turkey</td>
<td>Dependent variables: Gross profit ratio</td>
<td>Panel regression analysis</td>
<td>The relationship between the profitability and inventory turnover ratio, receivables turnover ratio, payable deferral period and net trade cycle is negative</td>
</tr>
<tr>
<td>In [25]</td>
<td>Brazilian used companies</td>
<td>Dependent variables: Return on assets, return on sales and return on equity</td>
<td>Multiple linear regression</td>
<td>The study shows a negative relationship for return on assets and return on sales with days inventory. Also return on assets has a negative relationship with debt ratio.</td>
</tr>
<tr>
<td>In [28]</td>
<td>Manufacturing firms listed in Centre for</td>
<td>Dependent variables: The profit before depreciation tax accounts return on assets</td>
<td>Correlation analysis, panel</td>
<td>The study shows a positive relationship for inventory days</td>
</tr>
<tr>
<td>Authors</td>
<td>Sampling</td>
<td>Variables</td>
<td>Method</td>
<td>Results</td>
</tr>
<tr>
<td>---------</td>
<td>----------</td>
<td>-----------</td>
<td>--------</td>
<td>---------</td>
</tr>
<tr>
<td>Monitoring Indian Economy</td>
<td>Independent variables: Debtors days, inventory days, creditors days, cash velocity, working capital policy, net working capital leverage, size, current ratio</td>
<td>regression analysis</td>
<td>and debtors days with the profitability.</td>
<td></td>
</tr>
<tr>
<td>In [22] Manufacturing corporations listed on Dhaka Stock Exchange in Bangladesh</td>
<td>Dependent variables: Return on asset and net profit margin Independent variables: Receivables Collection Period, inventory turnover period, payable deferral period, cash conversion cycle, current ratio and quick ratio</td>
<td>Single regression analysis</td>
<td>The meaningful relationship exists between the firms’ profitability and the working capital components</td>
<td></td>
</tr>
<tr>
<td>In [20] Production and trade firms listed on BIST in Turkey</td>
<td>Dependent variables: Gross profit ratio Independent variables: Inventory turnover ratio, receivables turnover ratio, payable deferral period, net trade cycle Control variables: Ratio of financial fixed assets, firm size, financial leverage ratio</td>
<td>Panel regression analysis</td>
<td>The relationship between gross profit ratio and independent variables is negative</td>
<td></td>
</tr>
<tr>
<td>In [27] Firms in textile industry listed on Karachi Stock Exchange in Pakistan</td>
<td>Dependent variables: Profitability Independent variables: Cash management, account receivables, inventory and account payables</td>
<td>Regression analysis</td>
<td>Cash, account receivables and inventory except accounts payables have a positive relationship with profitability.</td>
<td></td>
</tr>
<tr>
<td>In [29] Manufacturing firms listed on BIST in Turkey</td>
<td>Dependent variables: Return on assets, tobin-q Independent variables: Cash conversion cycle, inventory conversion period, account receivable period, accounts payable period and current ratio</td>
<td>Panel regression analysis</td>
<td>Return on assets has a negative relationship with account receivable period and cash conversion cycle while having a positive relationship with current ratio.</td>
<td></td>
</tr>
<tr>
<td>In [36] Manufacturing firms in Egypt, Kenya, Nigeria and South Africa</td>
<td>Dependent variables: Net operating profit Independent variables: Number of days accounts payable, number of days inventories, the number of days accounts receivables and cash conversion cycle Control variables: firm size board size.</td>
<td>Panel regression analysis</td>
<td>Cash conversion cycles have a negative relationship with net operating profit</td>
<td></td>
</tr>
<tr>
<td>In [19] Firms in the retail sector listed on BIST in Turkey</td>
<td>Dependent variables: Gross profit ratio Independent variables: Inventory turnover ratio, receivables turnover ratio, payable deferral period, net trade cycle</td>
<td>Panel regression analysis</td>
<td>The existence of firms’ profitability- working capital components tradeoff is invalid.</td>
<td></td>
</tr>
<tr>
<td>In [8] Cement companies in Kenya</td>
<td>Dependent variables: Firm’s profitability Independent variables: Cash conversion cycle Control variables: Sales growth, depth ratio and current ratio</td>
<td>Multivariate regression model</td>
<td>Cash conversion cycle is negatively related to firm’s profitability</td>
<td></td>
</tr>
</tbody>
</table>
3. Methodology

In the study, the impact of WCM on profitability is analyzed via panel data regression model. The panel data models, which allow more consistent estimation results by including both time and cross-sectional properties, are modeled in different ways according to effect of the cross section and time properties \[30\]. In this context, the models in which both constant and slope parameters are constant with respect to cross section and time unit are called as pooled panel data models and are defined as follows:

\[
Y_{it} = \alpha_0 + \sum_{k=1}^{K} \alpha_k X_{ikt} + e_{it}; \quad i = 1, 2, \ldots, N; \quad t = 1, 2, \ldots, T
\]  

(1)

The subscript \(i\) in the model is a cross-sectional unit such as an individual or a firm; \(t\) represents the time dimension. \(Y_{it}\) is the dependent variable, and \(X_{ikt}\) denotes \(k\) independent variables.
variables with cross sectional unit i and time t. In the model, \( \alpha_k \) is the vector of the (kx1) size parameter that does not vary according to the i cross-section unit and t time dimension, and \( \alpha_0 \) is also the constant term. \( e_{it} \) is the error term that is independent and identically distributed with 0 mean and \( \sigma^2 \) variance for all i cross-section units and t time periods (IID) [31].

If both the time and the cross-section are affecting the model, the panel data model takes the name of the two-way panel data model. The model is called as a one-way panel data model if the effect is only a cross-sectional unit or a time effect.

In the case where unit and/or time effect cause changes in some or all of the parameters of the model, the panel data models are named fixed effects panel data model. If the fixed effects model is one way, model is shown as following:

\[
Y_{it} = \alpha_t + \sum_{k=1}^{K} \alpha_k X_{ikt} + e_{it}
\]

(2)

Similar to previous model, \( Y_{it} \) is the dependent variable and \( X_{ikt} \) denotes k independent variables with cross sectional unit i and time t. \( \alpha_t \) is the individual specific coefficients for the cross-sectional unit, while the t time dimension is constant. Similarly, \( \alpha_k \) is the vector of the (kx1) size parameter that does not vary according to the i cross-section unit and t time dimension. The model is also named as covariance model or dummy variables model. Unobserved individual effects are achieved by using specific dummy variables:

\[
Y_{it} = \mu_i D_{N} + X_{it} \beta + e_{it}
\]

(3)

\( D_{N} \) is the vector of dummy variables [30]. If the model contains both cross section and time effects, the two-way fixed effect model is determined as the following model:

\[
Y_{it} = \mu_i + \lambda_t + X_{it} \beta + e_{it}
\]

(4)

\( X_{it} \) is the vector of independent variables. In the two-way fixed effects models, \( \mu_i \) is the individual specific coefficients, \( \lambda_t \) is the time effects, and \( \beta \) is also the vector of coefficients [30].

The model in which the cross section and/or time effect is included as a component of the model error term is defined as the random effects model. If the random effects model is one way, model is generally expressed as:

\[
Y_{it} = \alpha_i + \beta X_{it} + e_{it}
\]

(5)

\[
\alpha_i = \alpha_0 + \mu_i
\]

(6)

\[
\mu_i = \mu_i + e_{it}
\]

(7)

As explained in the fixed effects model, \( Y_{it} \) is dependent variable, and \( X_{it} \) is the vector of independent variables. Individual effects consist of a combination of \( \alpha_0 \), which does not have unit and time effects, and \( \mu_i \), which contains the specific cross section effects. The cross section effects and \( e_{it} \) error term are added to the model as a component of \( u_{it} \) error term, and the
model is predicted with act of knowledge [31]. If both the specific unit effects $\mu_i$ and the specific time effects $\lambda_t$ are expressed as a component of the error term $e_{it}$, the two-way random effects model is mentioned. The two-way random effects model is determined as,

$$ Y_{it} = \alpha_0 + \beta X_{it} + e_{it} $$  \hspace{1cm} (8)

$$ e_{it} = \mu_i + \lambda_t + u_{it} $$  \hspace{1cm} (9)

The Hausman (1978) test determines whether the fixed effects model or the random effects model is appropriate for panel data analysis [31]. Hausman suggests that the null hypothesis for the test is an appropriate model of the random effects model, which implies that there is no relationship between cross section and explanatory variables [32]. The alternative hypothesis indicates that the appropriate model is the fixed effect model. Hausman test statistic (H) is estimated by the following formula using the variance covariance matrix:

$$ H = (\hat{\beta}_{FE} - \hat{\beta}_{RE})' V (\hat{\beta}_{FE} - \hat{\beta}_{RE})^{-1} (\hat{\beta}_{FE} - \hat{\beta}_{RE}) $$  \hspace{1cm} (10)

Hausman test statistics fits the asymptotic $\chi^2$ distribution with parameter k. V is the variance covariance matrix of the difference between the estimators. $\hat{\beta}_{FE}$ and $\hat{\beta}_{RE}$ are the fixed effects and random effects estimators, respectively. As a result of the analysis, it is determined whether the predicted model is a fixed effects model or a random effects model [30].

4. Data and variables

In this study, the tradeoff between WCC and firm’s profitability is examined via the annual data for the period 2005–2016 of 41 firms listed on BIST Industrial Index in Turkey. In order to examine WCC firm’s profitability tradeoff, dependent variable is defined as return on assets (ROA); independent variables are cash conversion cycle (CCC), inventory conversion period (ICP), payables deferral period (PDP), and control variables are sales growth (SG), the ratio of short-term financial debts to short-term debts (FDSD), and the ratio of fixed assets to total assets (FATA). ROA widely used and accepted as measure of profitability [23] indicates the rate of return provided by firm’s assets [13]. CCC measures the effectiveness of the working capital [9, 22]. CCC expresses the time spent between the expenses for purchasing raw materials and the collection of sales [9, 11, 12]. Longer CCC means the more investment in the working capital [9, 11], in other words, the more current asset financing needs [8]. CCC consists of three components: receivables collection period, ICP, and PDP. ICP refers to the time firm’s suppliers give it to pay for its purchases [33]. The other component of CCC, receivables collection period, was not included in the study, since this variable was not statistically significant in the models formed. SG, FDSD, and FATA as control variables were also used to increase the reliability level of the models established in the study [34]. All variables and its formulations in the study are shown in Table 2.
Panel regression analysis was used to investigate the tradeoff between WCC and the profitability of the 41 firms listed on BIST Industrial Index in Turkey. In the panel data analysis, variables include both time and cross section size. According to time and cross-section effects, it is determined that the model should be predicted to be one way or two ways. For this purpose, the LR test has performed with the maximum likelihood method, and the findings are given in Table 3. The calculated test statistics are interpreted according to the 1% significance level.

For the two-way effects test, the null hypothesis is formed no cross section and time effects in the model. Because the value of the test statistic for the two-way effect is 279.1188 at 1% significance level, the null hypothesis is rejected. This result shows that it is a two-way effect. Then, the presence of the cross section and time effects was tested separately with the movement from the findings that it was a two-way effect. The null hypothesis for cross section effect analysis is that the standard error of cross section is equal to zero. According to the analysis results, the null hypothesis is rejected at 1% significance level, since the value of the test statistic is 262.4951. In this case, there is a cross section effect in the panel data model. The existence of time effect was also examined, and the test statistic was calculated as 3.981432 at 5% significance level. According to this result, the null hypothesis cannot be rejected at the 1% significance level with no time effects.

Score test, Breusch-Pagan Lagrange Multiplier test, and Hausman tests were applied to identify the suitable model in the study. It was determined whether the analysis should be done

<table>
<thead>
<tr>
<th>Tests</th>
<th>Two-way effects</th>
<th>Cross-section effects</th>
<th>Time effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X^2$ test</td>
<td>279.1188</td>
<td>262.4951</td>
<td>3.981432</td>
</tr>
<tr>
<td>Prob.</td>
<td>0.000</td>
<td>0.000</td>
<td>0.023</td>
</tr>
</tbody>
</table>

Table 3. Test results of cross section and time effects.

---

### Table 2. Descriptions of the variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Formulas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent variables</td>
<td>Return on assets (ROA)</td>
</tr>
<tr>
<td>Independent variables</td>
<td>Cash conversion cycle (CCC)</td>
</tr>
<tr>
<td></td>
<td>Inventory conversion period (ICP)</td>
</tr>
<tr>
<td></td>
<td>Payables deferral period (PDP)</td>
</tr>
<tr>
<td>Control variables</td>
<td>Sales growth (SG)</td>
</tr>
<tr>
<td></td>
<td>The ratio of short-term financial debts to short-term debts (FDSD)</td>
</tr>
<tr>
<td></td>
<td>The ratio of fixed assets to total assets (FATA)</td>
</tr>
</tbody>
</table>

Table 5. Empirical results
with the pooled model, the random effects model, or the fixed effects model. Both the score test and the Breusch-Pagan Lagrange Multiplier test analyze the pooled model against the random effects model. The null hypothesis suggests that the pooled model is appropriate, and that there is no random effect that reflects the existence of heterogeneity. Score test statistic was calculated as 8586.81 at 1% significance level, and the Breusch-Pagan Lagrange Multiplier test statistic was also estimated as 479.82 at 1% significance level. The null hypothesis is rejected relative to the 1% significance level. According to both tests, it is determined that the pooled model is not a suitable model. After it is defined that the pooled model is not suitable, it will be determined whether the model is a fixed effect model or a random effects model with the Hausman test. The test results are given in Table 4.

Because the Hausman test statistic was calculated as 25.46, the null hypothesis is rejected at 1% significance level. Hausman test shows that the model is a fixed effect model. The fixed effects panel data model results are given in Table 5.

The findings in Table 5 show that all predicted parameters and model are significant at 1% significance level. Modified Wald test was applied to examine heteroskedasticity in the model. The null hypothesis for the modified Wald test is constructed as:

\[ H_0 = \sigma_i^2 = \sigma^2 \text{ for all } i \]  
\[ H_1 = \sigma_i^2 \neq \sigma^2 \]  

The null hypothesis is rejected according to the test result at 1% significance level. There is a heteroskedasticity problem in the model. Autocorrelation was investigated with modified Bhargava et al., Durbin-Watson, and Baltagi-Wu LBI tests. The test result is assessed by

\[
\begin{array}{l|c|c|c|c|c}
 \text{Coefficients} & \text{(b)} & \text{(B)} & \text{(b-B)} & \text{Sqrt(diag(V_b-V_B))} \\
 \hline
 \text{fe} & -0.0004057 & 0.0003602 & -0.0000455 & 0.000034 \\
 \text{ICP} & 0.0000696 & 0.0005636 & 0.0005034 & 0.0000612 \\
 \text{CCC} & -0.0003739 & -0.0003739 & 0.0000000 & 0.000036 \\
 \text{SG} & 0.0847359 & 0.0862303 & -0.0014943 & 0.0000612 \\
 \text{FDSD} & -0.0595096 & -0.0650816 & 0.005572 & 0.0042299 \\
 \text{FATA} & 0.2220324 & 0.1595819 & -0.0624505 & 0.0142161 \\
\end{array}
\]

\( b = \) consistent under Ho and Ha, \( B = \) inconsistent under Ha, efficient under Ho. Ho: difference in coefficients not systematic.

\( \chi^2(6) = (b-B)'[(V_b-V_B)^{-1}](b-B) = 25.46.\)

\( \text{Prob} > \chi^2 = 0.0003.\)

Table 4. Hausman test results.
comparing it with two values which indicate no autocorrelation. Since test statistics are smaller than 2, it can be said that it is autocorrelation. Pesaran test was performed to examine the cross-sectional dependence in the model. The null hypothesis of no cross-sectional dependent is rejected at 1% significance level. For this reason, resistance fixed effect panel data model results were obtained by using in \[37\] estimator, which provided consistent estimates in the case of heteroskedasticity, autocorrelation, and cross-sectional dependent \[35\].

When the resistive fixed effects model presented in Table 6 is examined, it is seen that the coefficients do not change, but t statistics and confidence intervals calculated by using Driscoll and Kraay standard errors change. These estimates give consistent results in the case of heteroskedasticity, autocorrelation, and cross-sectional dependent.

<table>
<thead>
<tr>
<th>Coef.</th>
<th>Std. error</th>
<th>t stat.</th>
<th>Prob.</th>
<th>[95% conf. interval]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDP</td>
<td>−0.0004057</td>
<td>0.0001086</td>
<td>−3.73*</td>
<td>0.000 (−0.0006193, −0.0001922)</td>
</tr>
<tr>
<td>ICP</td>
<td>0.000696</td>
<td>0.0002185</td>
<td>3.19*</td>
<td>0.002 (0.0002665, 0.0011255)</td>
</tr>
<tr>
<td>CCC</td>
<td>−0.0004332</td>
<td>0.0001124</td>
<td>−3.85*</td>
<td>0.000 (−0.0006542, −0.0002121)</td>
</tr>
<tr>
<td>SG</td>
<td>0.0847359</td>
<td>0.0126799</td>
<td>6.68*</td>
<td>0.000 (0.0598066, 0.1096653)</td>
</tr>
<tr>
<td>FDSD</td>
<td>−0.0395096</td>
<td>0.0168587</td>
<td>−3.53*</td>
<td>0.000 (−0.0926546, −0.0263646)</td>
</tr>
<tr>
<td>FATA</td>
<td>−0.2220324</td>
<td>0.0346947</td>
<td>−6.40*</td>
<td>0.000 (−0.2902438, −0.1538209)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.2240622</td>
<td>0.0218885</td>
<td>10.24*</td>
<td>0.000 (0.1810283, 0.2670962)</td>
</tr>
</tbody>
</table>

F test stat. = 16.92 (prob. = 0.000).
Modified Wald test for groupwise heteroskedasticity: 918.72 (prob. = 0.000).
Modified Bhargava et al. Durbin-Watson = 1.3899562.
Baltagi-Wu LBI = 1.728703.
Pesaran test of cross-sectional independence = 6.814 (prob. = 0.000).
*indicates significance at the level 1%.

Table 5. The fixed effects panel data model results.

<table>
<thead>
<tr>
<th>Coef.</th>
<th>Driscoll and Kraay Std. Error</th>
<th>t stat.</th>
<th>Prob.</th>
<th>[95% conf. interval]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDP</td>
<td>−0.0004057</td>
<td>0.0000774</td>
<td>−5.24*</td>
<td>0.000 (−0.0005761, −0.0002354)</td>
</tr>
<tr>
<td>ICP</td>
<td>0.000696</td>
<td>0.0002746</td>
<td>2.53**</td>
<td>0.028 (0.0000916, 0.0013003)</td>
</tr>
<tr>
<td>CCC</td>
<td>−0.0004332</td>
<td>0.0002746</td>
<td>−6.32*</td>
<td>0.000 (−0.0005828, −0.0002835)</td>
</tr>
<tr>
<td>SG</td>
<td>0.0847359</td>
<td>0.0173669</td>
<td>4.88*</td>
<td>0.000 (0.0465118, 0.1229601)</td>
</tr>
<tr>
<td>FDSD</td>
<td>−0.0395096</td>
<td>0.0172452</td>
<td>−3.45*</td>
<td>0.005 (−0.0974661, −0.0215532)</td>
</tr>
<tr>
<td>FATA</td>
<td>−0.2220324</td>
<td>0.0302661</td>
<td>−7.34*</td>
<td>0.000 (−0.2886475, −0.155417)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.2240622</td>
<td>0.0127534</td>
<td>17.57*</td>
<td>0.000 (0.1959921, 0.2521324)</td>
</tr>
</tbody>
</table>

F test stat. = 329.63 (prob. = 0.000).
*Significance at the level 1%.
**Significance at the level 5%.

Table 6. Resistance fixed effect panel data model.
According to the estimation results presented in Table 6, it was found that PDP, CCC, FDSD, and FATA have a negative effect on ROA. An increase of one-unit in PDP, CCC, FDSD, and FATA would induce a decrease of 0.0004057, 0.0004332, 0.0595096, and 0.2220324 on ROA, respectively. On the other hand, ICP and SG have a positive effect on the ROA. An increase of one-unit in ICP and SG would induce an increase of 0.000696 and 0.0847359 on ROA, respectively.

Although the studies in the literature are different in the way of both the country and the sector, similar results were obtained with other studies in the literature that a negative relationship exists between CCC which measures the efficiency of WCM, PDP, and ROA [6, 8, 22, 23, 29, 34]. Besides, the finding of this study is similar to in Ref. [27, 28] who report a positive relationship between ICP and ROA.

6. Conclusion

In emerging countries like Turkey, the development of the industrial sector plays a key role in the development of the country’s economy. Firms in this sector need to solve the financing problem, which is one of the most important problems to survive in markets based on competition. Industrial firms need to become greater in their profitability by effectively managing their working capital in order to reduce the need for external financing due to scarce resources. In this context, this study aims to reveal the tradeoff between WCC and firm’s profitability by using the data of the firms listed on BIST Industry Index in Turkey.

In the study, panel regression analysis was used to investigate the tradeoff between WCC and the profitability of the 41 firms listed on BIST Industrial Index. Dependent variable is defined as ROA; independent variables are CCC, ICP, and PDP; and control variables are SG, FDSD, and FATA. For the model estimation in the study, it was determined that the model had a cross section effect by performing the LR test. The Hausman test defined that the fixed effects panel data model should be applied for analysis. In the fixed effect model, the coefficients and the model were determined to be statistically significant at the 1% significance level.

The results of the study show the existence of a meaningful relationship between firms’ profitability and WCC. In the industrial firms in the study, the decrease in CCC contributed to the increase of ROA. While the other variables remain constant, the increase in ICP raises the firm’s profitability. This situation may be expressed as the fact that the benefit provided by meeting the customers’ demands on time by keeping stocks is more than the cost of holding stocks. Another consequence of the study is that industrial firms can become greater ROA by reducing the duration of PDP. It can be said that the discounts provided by the suppliers for timely payments may contribute to the firm’s profitability. According to the results of the study, a negative relationship exists between FDSD and FATA variables and ROA, while a positive relationship exists between SG and ROA. While an increase in sales volume of the firms may positively affect ROA, the increase in short-term financial liabilities may raise the financial risk of the firms and decrease the firm’s profitability.
Both the findings obtained in the study and the studies in the literature reveal that there is an impact of WCM on the industrial firm's profitability in emerging countries such as Turkey. In this context, decreasing the cash return period of the firms will reduce the funds used for the financing of the current assets and contribute to increase their asset profitability. In addition to this, the firms should benefit from discounting by reducing the payables deferral period, which will help increase the firm's profitability. Besides, industrial firms can contribute to raise the firm's profitability by increasing Inventory conversion period and sales.
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