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1. Introduction     
 

Industrial robots are currently employed in a large number of applications and are available 
with a wide range of configurations, drive sy stems, physical sizes and payloads. However, 
the numbers in service throughout the world are much less than predicted over twenty 
years ago (Engelberger 1980). This is despite major technological advances in related areas 
of computing and electronics, and the availability of fast, reliable and low-cost 
microprocessors and memory. This situation is mainly a result of historical and economic 
circumstances, rather than technical considerations. Industrial robots have traditionally 
performed a narrow but well-defined range of tasks to a specified degree of accuracy and 
whilst new robot arm designs are specified for many years of continuous operation, the 
technological development of their controllers has been slow in comparison with other 
computer-based systems. 
Traditionally, most industrial robots are desi gned to allow accurate and repeatable control 
of the position and velocity of the tooling at  the device’s end effector. Increasingly, these 
systems are often also required to perform complex tasks requiring robust and stable force 
control strategies. In addition, task constraints sometimes require position or velocity 
control in some Degrees-Of-Freedom (DOF), and force control in others. Thus, to fulfil these 
extra demands, an important area of robotics research is the implementation of stable and 
accurate force control. However this is often difficult to achieve in practice, due to the 
technological limitations of current controllers, coupled with the demanding requirements 
placed upon them by the advanced control schemes that are needed in cases where robots 
are operating in unpredictable or disordered environments. 
This chapter describes a research project that has been undertaken to partly address these 
issues, by investigating algorithms and contro ller architectures for the implementation of 
stable robotic force control. The chapter is organised as follows. In Section 2, the 
fundamental concepts of robotic force control are introduced, and the problems inherent in 
the design of stable, robust controllers are described. This Section also describes some of the 
difficulties that are faced by developers when implementing force control strategies using 
traditional robot controllers. It is shown that linear, fixed-gain feedback controllers designed 
using conventional techniques can only provide adequate performance when they are tuned 
to specific task requirements. In practice the environmental stiffness at the robot/task 
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interface may be unknown and bounded, and may even vary significantly during the course 
of a specific task. In such cases, performance can be significantly degraded and is often 
exacerbated further by the sampling and processing limitations of traditional robot 
controllers. 
In Section 3, a brief summary of previous work in the area of f orce control is given. Several 
strategies designed to help ameliorate the stability problems described in Section 2 are 
covered; two of these novel force control strategies are then discussed in greater depth. The 
first of these two techniques is based around an adaptive PD controller implemented using 
fuzzy inference techniques. The second technique centres on a model-following force 
controller that is robust to bounded uncertai nty in the environmental stiffness. General 
design principles for both types of controll er are discussed; the remainder of the chapter 
seeks to further investigate the performance of these two strategies. Section 4 describes a 
prototype open architecture robot controller that has been developed to overcome some of 
the fundamental restrictions of traditional controllers; this facility allows the direct real-time 
implementation of the force controllers. 
Section 5 provides comparative results from a series of experiments that were undertaken to 
evaluate the performance of the controllers. Several additional measures of real-time 
performance and design complexity are also discussed. In Section 6, it is concluded that 
although both controllers display comparable performance, the model-based controller is 
favourable due to its reduced implementation overheads and reduced design effort, coupled 
with the fact that it lends itself to a simpler stability analysis. 

 
2. Robotic Force Control 
 

A typical conventional force control scheme is  shown in Figure 1 (Zhang & Hemami 1997; 
Whitney 1985; Bicker et al. 1994). In the figure, fr is the reference force, fm is the measured 
(processed) force, fe is the force feedback error and fa is the actual applied force. The 
‘Position Controlled Robot’ block consists of a robot and its host (proprietary) controller. 
The force sensor and related control elements are typically implemented as a physically 
separate system from the host controller. A control signal u is generated by the force 
controller, and effectively passed to the host controller as a vector of reference positions to 
be tracked. The end effector generates the forces and torques through interaction with the 
current contact dynamics. When implementing su ch a strategy, it is common for the external 
outer loop controller to pass the position commands to the proprietary joint controller over 
some form of communications link; such a feature has been common in most industrial 
robot controllers for many years. For example the ALTER command with the PUMA range 
of robots allows position setpoints to be sent from an external device over an RS-232 serial 
link, using a simple messaging protocol (Bicker et al. 1994). 
The contact dynamics are represented by the combined stiffness at the end effector/task 
interface in the direction of the applied force (K e). There is quite often a very short lag in 
these dynamics; however this is often neglected as it is many orders of magnitude smaller 
than the dominating lags elsewhere in the system. The environmental stiffness gain typically 
varies between a minimum value, determined by  the objects in the environment with which 
the robot is in contact, and a maximum value, limited by the stiffness of the arm and torque 
sensor. The latter is dominant when the robot is touching a surface of very high stiffness, i.e. 
in a hard contact situation. Designing a fixed- gain conventional controller to meet a chosen 
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specification for a specific value of Ke is, in principle, a relatively straightforward task. A 
problem arises when Ke is unknown or variable; for exam ple, consider the case where the 
system is tuned to achieve a specified performance at an upper limit of Ke. At low K e the 
system will be overdamped, with a relatively high settling time. Conversely, if the system 
has been tuned for the desired performance at the lower limit of K e, significant overshoot 
and oscillatory behaviour would occur at high er stiffness values. Figure 2 shows such a 
situation, using data recorded for the robotic system described in Section 4. In this figure, 
two plots of contact force for a fixed-gain controller tuned for low K e are displayed. The low 
Ke contact situation is as expected; however oscillatory behaviour for the high K e situation 
can clearly be seen. In practical robotic systems, this kind of ‘chattering’ behaviour can have 
serious consequences, potentially causing serious damage to the robot and its environment. 
 

 
Fig. 1. Typical conventional robotic force control scheme 
 
Other major factors contributing to poor, un stable performance include the finite and 
relatively low sampling rates of many industrial robot control systems. These problems are 
often considerably worsened by the presence of noise, non-linearities and other factors. For 
this reason, force controllers of the type described usually require some form of 
environment stiffness detection technique to enable the controller gains to be switched 
accordingly. The main problem with this proc ess is that it is time consuming, often 
involving ‘guarded moves’ to contact in order to enable sufficient data to be collected for the 
algorithm to work. Such methods are also vulner able to the presence of transducer noise, 
and are not very effective in situations where K e is variable or rapidly changing - for 
example during a deburring task  (Ow 1997). This also has the effect of slowing down task 
execution significantly. Problems such as these have motivated much research into 
designing efficient force control schemes, and this is the subject of the next Section. 
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Fig. 2. Environmental stiffness effects on the performance of a fixed-gain force controller 
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3. Advanced Force Control Schemes 
 

A large number of force control techniques of varying complexity have been proposed over 
the last twenty years (Zhang & Hemami 1997; Whitney 1985). The most basic direct methods 
simply transform joint-space torques into a Ca rtesian-space wrench, either in an open-loop 
fashion (which does not require the explicit measurement of forces and torques) or using 
inner and outer closed loops for accurate control of joint torques and Cartesian forces, 
respectively. However, since most industrial ro bots have position control loops that are not 
easily modified, indirect methods such as those described in the previous Section are often 
preferred. As mentioned, these involve modifyin g either joint or Cartesian position setpoints 
in order to control forces by deliberately intr oducing position control errors and using the 
inherent stiffness of the manipulato r in different Cartesian directions. 
As mentioned, stable force control is particularly difficult to achieve in ‘hard’ or ‘stiff’ 
contact situations, where the control loop sampling rate may be a limiting factor. In an 
attempt to improve stability various methods have been proposed, the simplest being the 
addition of compliant devices at the robot wr ist (Whitney & Nevins 1979). Another solution 
is to employ ‘active compliance’ filters, where force feedback data is digitally filtered to 
emulate a passive spring/damper arrangement (Kim et al. 1992). However, both methods 
introduce a potentially unacceptable lag. Recent increases in processing power of low-cost 
computers has led to an increased interest in ‘intelligent control’ techniques such as those 
employing fuzzy logic, artificial neural networks and genetic algorithms (Linkens & 
Nyongsa 1996). Where attempts have been made to employ these techniques (specifically 
fuzzy logic) in explicit robot force controllers, simulation studies have demonstrated good 
tracking performance despite wide variations in  environment stiffness, e.g. (Tarokh & Bailey 
1997; Seraji 1998), and for specific contact situations, e.g. deburring (Kiguchi & Fukuda 
1997). Improved performance using a hierarchical fuzzy force control strategy has also been 
demonstrated for various contact situations, such as peg-in-hole insertion (Lin & Huang 
1998). A highly successful and generically applicable force control strategy based upon a 
Sugeno-style Fuzzy Inference System (FIS) was proposed by Burn et al. (2003), and will be 
described in more detail in Section 3.1.  
However, these fuzzy techniques are not wi thout problems. In addition to problems 
associated with the ‘curse of dimensionality’, i.e. large numbers of rules that must be 
evaluated in the inference process, the performance and stability of fuzzy systems are often 
difficult to validate analytically (Cao et al. 1998; Wolkenhauer & Edmunds 1997). 
Additionally, when compared to more ‘traditional’ control methods such as LQR (Frankin et 
al. 1994), the resulting fuzzy designs are more complex, have larger memory requirements 
and larger execution times (Bautista & Pont 2006). Such a technique which has proved to be 
popular in recent years has been the use of Model Following Control (MFC). Due to its 
conceptually simple design and powerful robustness properties, this type of controller has 
been found to be particularly suited to indust rial applications such as robotics and motion 
control (e.g. Li et al. 1998; Osypiuk et al. 2004). Recent investigations have also shown that 
MFC-based techniques can be successfully applied in the force control domain (Short & 
Burn 2007).  The MFC-based force control technique will be investigated  further in Section 
3.2. 
 

3.1 Fuzzy Approach To Force Control 
A method of designing Sugeno-style fuzzy controllers  has previously  been  developed  th at 
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effectively produces a Proportional + Velocity (P V) controller with variable gains, capable of  
maintaining acceptable performance irrespective of Ke (Burn et al. 2003). A block diagram of 
the arrangement is shown in figure 3. To design a controller using this method, firstly a 
Sugeno-style FIS is created to emulate a conventional PV controller tuned for a high K e 
environment. The FIS is assigned three inputs (fe, �' fe and �' p), and one output (u), where the 
input ranges are measured from conventional system data. The output from the FIS is a 
velocity demand. In order to create a linear system, initially only a single Membership 
Function (MF) for each input and output is required. By assigning names normal to the 
input MF's, and u 1 to the output MF, a rule of the following form produces the desired 
linear control surface: IF (fe, �' fe, �' p) are ‘normal’ then u is u 1. Note that a consequence of 
employing only one rule is that no defuzzification algorithm is required. By employing a 
first-order, Sugeno-style FIS, output u1 is then defined by:  
 

43211 KpKfKfKu ee ���'�˜���'�˜���˜� (1) 

 
where K1 is a positive constant (equal to the forward gain K p of a PV controller), K3 a 
negative constant (equal to the velocity feedback gain Kv), and K2 and K4 are - in this case - 
set to zero.  
 

 
Fig. 3. Fuzzy force controller 
 
The choice of MF type is influenced by the concept of data ‘spread’, and the measurement or 
calculation of standard deviation data �Vi from step response tests. For the single rule system 
each input is assigned a single Gaussian MF centered at zero, each with a �Vnormal  parameter 
equal to that of data obtained from tuned step responses at high Ke. Since the single rule 
system emulates a conventional PV controller it suffers the same disadvantages in the face 
of variable K e. However, having created the initial FIS, it is now possible to modify the 
controller using a combination of analytical and intuitive methods. 
With the system tuned for high K e, during soft contact the maximum value of �' fe is reduced. 
This reflects an overdamped response, an undesirable effect that can be minimized by 
increasing the proportional gain  component of the controller output given by equation (1) if 
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lower �' fe is ‘detected’ by the fuzzy controller. This is achieved initially by adding a second 
Gaussian MF to the �' fe input set (low), with a smaller standard deviation �V�' felow . In addition, 
during a dynamic response of a tuned system to a step input, the maximum value of �' p is 
inversely proportional to K e. In other words, �' p increases during soft contact. A second rule 
is thus added to take into account the decrease in �' fe relative to the ‘normal’ (desired) 
profile, and the relative increase in �' p. By adding a second output of the same form as 
equation (1) it is possible to vary the effective gains. Therefore, a rule is added of the form:  
IF (�' fe is low) AND ( �' p is high) then u is u2, where u2 has the same form as u1 in equation 
(1), but with a modified forward gain component K1 a, equivalent to Kp tuned for soft contact 
such that K1a > K1, and �V�'phigh > �V�'pnormal .  
The advantage of the method lies in its apparent simplicity, although its success relies upon 
the correct determination of the MF parameters, particularly �V�'phigh and �V�'pnormal . Due to 
the structured and well-defined methodology utiliz ed in creating the controller design, as a 
related work a software design tool was created that automates the process of designing a 
fuzzy force controller. The tool includes an it erative method to tune these MF parameters 
until acceptable performance is achieved (Burn et al. 2004). 

 
3.2 Model-Based Approach To Force Control 
The robust model-based force controller previously described by Short & Burn (2007) is 
loosely based around a robust PID strategy discussed in detail by Scokzowski et al. (2005). 
The original strategy is based upon a two-loop MFC, containing a nominal model of the 
controlled plant and two PID controllers. The block diagram of a basic MFC controller is 
shown in figure 4.  
 

 
Fig. 4. Robust PID based on MFC 

 
In this type of control,  the model compensator Rm(s) is tuned to a nominal model of the 
plant M(s); the actual plant P(s) contains bounded uncertainties. The auxiliary controller 
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R(s) acts on the difference between the actual process output and the model process output 
to modify the model control signal u m(s), which is also fed to the plant. In the case of robotic 
force control, the model M(s) is simply the second order motion control loop dynamics , 
augmented by a free integrator, and a known (base) value of environment stiffness. 
Assuming that model is of reasonable quality,  the bounded uncertainty in the plant is then 
dominated by the environment stiffness K e, varying between K emax and Kemin. 
If the two loop controllers R(s) and Rm(s) are simple proportional gains, as shown in Figure 
5, then the MFC structure is considerably simplified. The model loop gain K p can be tuned 
for K emax -  a relatively trivial task - whilst the auxiliary loop gain K p’ can be tuned to 
provide an additional control sign al should the actual value of Ke be less than Kemax. 
However, with this type of controller structure it is important to consider the stability 
criteria, and provide a bound on the maximum value for K p’. 
 

 
Fig. 5. Robust force controller 

 
If the ‘model loop’ controller R m(s) is tuned for stability using a nominal design method on 
the plant P(s) augmented by the maximum environmental stiffness gain K emax, then the 
stability of the overall control strategy is restricted by the roots of the equation: 
  

0)](1)[()(1 � �'���� ssMsR  (2) 

 
Where �' (s) denotes the model perturbations (uncertainty). The objective is to find for a 
given plant and bounded uncertainty in the stiffness gain a maximum bound on |R(s)| that 
will maintain stability. In th e case where the uncertainty exclusively resides in the 
environment stiffness gain K e, then if the original loop is tuned for K emax then M(s)[1+�' (s)] 
in (2) reduces to: 
 

max)()()](1)[( eKsGsPssM � � �'��  (3) 
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Where G(s) represents the nominal robot dynamics and has the form (due to the free 
integrator in the forward path): 
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(4) 

Since the controller R(s) in this case is a single gain, Kp’, using (3) and (4), equation (2) can be 
re-written as follows: 
 

0'2 max
2223 � ������ KeKpsss nnn �Z�Z�[�Z  

(5) 

 
Applying the Routh-Hurwitz stability criter ion (Pippard 1997) for a cubic equation, the 
system will be stable if all the co-efficients in  the left of (5) are positive, and the following 
criterion is satisfied: 
 

max
22 '2 KeKpnnn �Z�Z�[�Z �t  

(6) 

  
Re-arranging (6) gives a stability limit for the controller gain K p’max as follows: 
 

max
max

2
'

Ke
Kp n�[�Z

�  

(7) 

 
Thus if the gain Kp’ is chosen between the limits: 
 

max'' KpKpKp ����  
(8) 

 
The controller will be stable for unknown environment gains in the range 0 < K e �d Kemax; as 
for all gains below K emax, the stability criteria of (6) holds. Clearly, the formulation of these 
two controllers follows two distinct paths. The fi rst is mainly based on an intuitive, heuristic 
formulation, while the second is based on a more thorough analytical ap proach. In Section 5, 
experimental results are presented for both controllers applied to an experimental test 
facility, which is described in the following Section. 

 
4. Experimental Test Facility 
 

4.1 Description 
A research facility, previously described in  detail (Burn & Short 2000; Short 2003), has been 
developed in the form of a planar robot arm an d PC-based open architecture controller. The 
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robots joints are manufactured from toughene d ABS plastic, and are actuated by brushless 
servomotors (with digital servoamplifiers). The control loop for each axis is closed via a 
multitasking DSP embedded in a Delta Tau® Programmable Multi-Axis Controller (PMAC) 
motion control card, installed into the PC. Each axis has an individual PID controller with 
feed forward control to enable accurate velocity and position profile following. A six-axis 
force/torque sensor was developed in-house for the project, and is employed in the current 
study. The robot arm is shown photographically in figure 6, and schematically in figure 7. 
 

 
Fig. 6. Robotic test facility 

 

 
Fig. 7. Schematic of test facility 
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