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1. Introduction

While the fundamentals of ion beam interaction with solids had been studied as early as the 1930s, its utility in the modification of materials was not fully recognized until the 60’s and 70’s. About the same time, the fabrication of high–power lasers permitted their application in the processing of materials, especially the use of short-pulsed lasers. Both techniques are nowadays widely used in a great variety of applications. The electromagnetic radiation (or photons, from a quantum mechanical point of view) from lasers interact with the electrons of the materials, transferring energy to them within femtoseconds. Energetic ions also transfer part of their energy to the electrons of the solid, but they can also interact directly with the nuclei in elastic collisions. The primary energy transferred involved in these processes is not thermal and some assumptions must be made before treating the problem as a thermal one. Furthermore, these processes take place in very short periods of time and are localized in the nanometer range. This means that the system can hardly satisfy the condition of thermodynamic equilibrium. Despite the complexity of these processes, many of the effects on the materials can be understood by using simple classical concepts contained in the heat equation.

During the last decades, different aspects of the ion–solid interaction have been incorporated in the calculation of the temperature evolution in the so–called thermal spike. This implementation has been possible in part, by the development of fast computers, but also by the availability of ultra short laser pulses that have given a great amount of information about the dynamics of electronic processes Elsayed-Ali et al. (1987); Schoenlein et al. (1987); Sun et al. (1994). From a thermal point of view, these processes are very similar either for ions or for lasers pulses. The results obtained in one case can be applied most of the times to the other. For many of these experimental phenomena, the estimation of the temperature is only the first step and supplementary diffusion or stress equations must be solved, consistent with the spatial temperature evolution in order to describe them. From another point of view, nano–structures are nowadays of great interest in technology. Nano–structured materials have opened the possibility to fabricate smaller, more efficient and faster devices. Thus, the fabrication and characterization of new nano–structured materials has become very important and the use of ion beams and short laser pulses have proved to be quite appropriate tools for that purpose (Klaumunzer (2006); Meldrum et al. (2001); Takeda & Kishimoto (2003)). Thus, their modeling and understanding is very important.
It is shown, in this chapter, firstly, how the “thermal spike” model has recently incorporated detailed aspects of the ion–solid interaction, as well as from the dynamics of the electronic system up to a high grade of sophistication. Then some experimental effects of ion beams on nano–structured materials are presented and discussed from a point of view of the thermal evolution of the system. Finally some examples of the effects of short laser pulses on nano–structured materials are also discussed.

2. The thermal spike

The concept of thermal spike in ion–solid interaction, is the result of assuming that the ion deposits an amount of energy $F_D$, increasing the local temperature and that thereafter it obeys the classical laws of heat diffusion. The temperature is therefore, a function of time and location and can be calculated with the aid of the heat equation:

$$\frac{\partial T}{\partial t} = \frac{1}{\rho c_p} \nabla [\kappa \nabla T] + \frac{1}{\rho c_p} s(t, \vec{r}) \quad (1)$$

where $T$ is the temperature as function of time $t$ and position $\vec{r}$, and $s(t, \vec{r})$ is, in general, a source or a sink of heat, that can also be a function of time $t$ and position $\vec{r}$. In the simplest model, the source $s(\vec{r}, t)$ is taken as a Dirac delta function in time and space. If it is assumed that the energy is deposited at a point, spherical thermal spike comes to one’s mind, while if it is deposited along a straight line, the spike is said to be cylindrical. Vineyard (Vineyard (1976)) solved this equation and further calculated the total number of atomic jumps produced by the ion within the spike using the temperature evolution within it and an jumping rate proportional to $\exp\left(-\frac{E}{k_B T}\right)$. Because of its simplicity, this model is still widely used to estimate the “temperature” of the thermal spike, whether it is an elastic spike due to nuclear stopping power or the so-called inelastic spike due to electronic interaction.

In the two-temperature model, the energy transfer from the electrons to the lattice is considered with a second equation coupled with the first through an interaction term $g(t, \vec{r})$:

$$\frac{\partial T_e}{\partial t} = \frac{1}{\rho c_{p_e}} \nabla [\kappa_e \nabla T_e] + \frac{1}{\rho c_{p_e}} s_e(t, \vec{r}) - \frac{1}{\rho c_{p_e}} g(t, \vec{r}) \quad (2)$$

$$\frac{\partial T_l}{\partial t} = \frac{1}{\rho c_{p_l}} \nabla [\kappa_l \nabla T_l] + \frac{1}{\rho c_{p_l}} s_l(t, \vec{r}) + \frac{1}{\rho c_{p_l}} g(t, \vec{r}) \quad (3)$$

here, the subscript $e$ stands for electron, while $l$ for lattice, and $g(t, \vec{r})$ is the electron–phonon coupling term that allows the heat transfer from the electronic subsystem to the lattice via electron–phonon scattering (Lin & Zhigilei (2007); Toulemonde (2000); Wang et al. (1994)). Free electrons contribute at most to electronic conductivity, so that it is larger for metals than for semiconductors or dielectrics.

At higher ion energies, that is when the electronic interaction prevails, the geometry of the spike is that of the global spike along the whole ion’s path, however the energy deposition cannot be considered instantaneous nor one-dimensional (Waligórski et al. (1986); Katz & Varma (1991)). The energy of the ejected electrons is high and therefore their range (tens of nanometers) is needed to be taken into account. For an ion with velocity $v$, the radial energy distribution density is given by:
where \( R \) is the range of an electron with energy \( I \) and \( T \) is the maximum range, corresponding to the maximum possible energy transfer. Finally, the temporal component can be included (Toulemonde (2000); Toulemonde et al. (2003; 1992); Wang et al. (1994)) and then, the source of heat \( s_e(r,t) \) in Eq. 2 is:

\[
s_e(r,t) = s_0 D(r) \exp \left( -\frac{(t-t_0)^2}{2t_0^2} \right)
\]

here, \( t_0 \) is the mean flight time of the electrons and the width of the gaussian function has also been set to \( t_0 \approx 10^{-15} \text{ s} \).

The main effect of the energy deposition and subsequent temperature rise is the formation of tracks in dielectrics and some metal alloys (Toulemonde et al. (2004)). As the ion moves along the material, the heat provokes melting of the matrix with a corresponding expansion and structure change. Even though the material cools down again, the quenching rate is too fast for a full reconstruction and an amorphous volume is left, if the original structure was crystalline, or else, with an important amount of defects.

The description of the formation of tracks in insulators has been successfully described by means of Eq. 2 and considering the energy input given by Eq. 5. With this model, it is possible to explain quantitatively the dimensions of the latent tracks left in insulators, as well as sputtering observed in this regime (Toulemonde (2000); Toulemonde et al. (2003)).

It has been compared, in a rather complete calculation (Awazu et al. (2008)), that because gold’s electronic heat conduction is very high, no melting occurs and no track is left when irradiated with 110 MeV Br ions, contrary to the case of SiO\(_2\), where tracks are formed. This, is in agreement with experimental observations.

The implementation of the two-temperature model in metals is straightforward, as far as the electronic subsystem is composed mostly by free electrons, for which kinetic theory can give good estimates of the thermal properties. The model, as mentioned above, has also been adapted and widely used to semi-conductor and insulator materials (Chettah et al. (2009)), Recently, the model has been treated with further detail for semi-conductors (Daraszewicz & Duffy (2010)) by incorporating the fact, that the total number of conduction electrons equals the number of holes:

\[
\frac{\partial N}{\partial t} + \nabla J = G_e - R_e
\]

Here, \( N \) is the concentration of electron–hole pairs, \( J \) is the carrier current density and \( G_e \) an \( R_e \) are the source and sink of conduction electrons. The carrier current density is related with the electronic temperature by:

\[
J = -D \left( \nabla N + \frac{2N}{2k_B T} \nabla E_g + \frac{N}{2T_e} \nabla T_e \right)
\]

where \( D \) is the ambipolar diffusivity and \( E_g \) is the value of the band gap. While the validity of the additional hypothesis is beyond any doubt, its solution becomes very complicated and additional simplifications must also be added. The magnitude of the resulting correction is still to be investigated.
Another approach has been proposed by Duffy and co-workers (Duffy et al. (2008); Duffy & Rutherford (2007)). They have coupled a molecular dynamics simulation for the lattice subsystem, while the electronic one is described by Eq. 2. In this equation, $s_e(t, \vec{r})$ is then the term corresponding to the electronic stopping power and $g(t, \vec{r})$ is the usual electron–phonon coupling term between the two subsystems. This approach permits a direct quantification or the radiation damage and has allowed to show, with an Fe target, that the material can be above the melting temperature without actually melting.

3. Ion beam effects on nano–structured materials

It is known, that ion irradiation causes dielectrics and some metal alloys to expand in a direction transversal to the ion’s path as a consequence of the track formation (Ryazanov et al. (1995); Toulemonde et al. (2004); Trinkaus (1998); van Dillen et al. (2005)). This effect is particularly noticeable in dielectric nano–particles and is very important as it offers an effective method to tailor the shape of dielectric nano–particles by controlling the ion’s energy, fluence and irradiation angle. The modeling of this effect has been performed at the nanoscale by solving the equation of mechanical stress that results from the increase of temperature inside the ion’s track (Klaumunzer (2006); Schmidt et al. (2009); van Dillen et al. (2005)). As these equation are complex by themselves, a uniform, effective track temperature is considered to solve them, nevertheless it is possible to quantitatively reproduce the experimentally measured deformation rates.

On the contrary, when metallic nano-particles embedded in SiO$_2$ are irradiated with high energy ions, they are deformed in the direction of the ion’s path (D’Orléans et al. (2003); Oliver et al. (2006); Penninkhof et al. (2003); Ridgway et al. (2011)). The deformation of metallo–dielectric core–shell colloids under MeV ion irradiation was extensively studied by Penninkhof and co-workers (Penninkhof et al. (2003; 2006)). They found, that while the dielectric shell deformed perpendicularly to the ion beam, the metallic core was elongated along the ion’s path. They proposed a kind of passive deformation mechanism, in which the metallic core was a consequence of the well-known deformation of the dielectric material. However, when they studied the deformation of Ag, and Au nano–particles embedded in thin soda–lime films, they observed no deformation of the Ag nano–particles, suggesting that thermodynamic parameters of the metal were also involved in the deformation mechanism.

![Fig. 1. (a) Nano–particles temperature](image1)
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Fig. 1. (a) Temperature reached by the nano–particle as function of its radius, after the ion has passed through it. (b) Temperature of the substrate at a distance $r$ from the ion’s path after $10^{-12}$ s according to D’Orléans et al. (2003).
D’Orléans et al. (D’Orléans et al. (2003; 2004); D’Orléans, et al. (2004)) have studied thoroughly the elongation of Co nano–particles by 200 MeV Iodine ions. They proposed a simple model, in which the ion goes through the nano–particle. As the stopping power is larger in the metal than in the matrix, and as metal conductivity is also larger, they considered that the energy deposited at the nano–particle with radius $r$ is transformed entirely within it into heat to raise its temperature. So, they found that very small nano–particles reach evaporation temperature, while very large do not melt. The intermediate sized nano–particles that reach up to liquid temperature are subjected to thermal stress. Fig. 1 shows their calculation in which they determine, that after $10^{-12}$ s the temperature at the center of the track is higher than the nano–particles temperature, but that the thermal stress (right axis), $\Delta P = \frac{\alpha}{\chi} \Delta T$, is lower due to differences in the expansion coefficient $\alpha$ and the compressibility $\chi$ with the metal. The time $10^{-12}$ s is taken for the comparison, as it is the typical time for reaching equilibrium between the electronic and lattice systems. Simple though this model might seem, it has the virtue of putting emphasis firstly on the active role that nano–particles play (it is not a consequence of the transversal expansion of the matrix), and secondly on the importance of thermal stress and thermal parameters differences of the materials involved.

Awazu has performed calculations for 110 MeV Br, 100 MeV Cu and 90 MeV Cl ions impinging on Au rods embedded in SiO$_2$ based on the two-temperature model (Eq. 2), and has shown some details of the thermal conduction process (Awazu et al. (2008)). Even though the electronic conductivity of the metal is very high, the border of the nano–particle limits the conduction, allowing the temperature to raise above the melting point, a requirement that has been established to be necessary for the deformation to take place.

Silver and gold nano–particles, embedded in silica, irradiated with 8–10 MeV Si ions exhibit a similar behavior (Oliver et al. (2006); Rodriguez-Iglesias et al. (2010); Silva-Pereyra et al. (2010)), This case, is similar to the previous one, but in a smaller scale. The energy deposited by the ion is lower, and so are the nano–particles that can be elongated, as well as the track radius, as shown in Fig. 2. The difference in thermal stress remains and therefore the same explanation is applicable. It had been observed before that silver ions migrate and evaporate out of the matrix when the samples are annealed at temperatures close to 1000 $^\circ$C (Cheang-Wong et al. (2000)), therefore, it is suggested that not only does the thermal stress plays an important role, but also the increase of the metal solubility in the matrix, allowing ions to move preferentially through the track and aggregating again at the cooling stage of the thermal spike.

Because of the high electrical conductivity of silver and gold, the surface plasmon resonance is very well defined, so that the shape of the nano–particles can be characterized optically by it and by its splitting when they are ellipsoid instead of spheres. Fig. 3 (a) shows this effect as function of the geometry. When the wave vector is parallel to the major axis and the electric field is therefore perpendicular, only the minor axis mode can be excited and only one resonance observed. Otherwise, two resonances are observed, with relative intensities depending on the angle of orientation. In Fig. 3 (b) the selection of the excitation mode is obtained by changing the light polarization to excite either the minor or the major axis. If we know the geometry used for the irradiation, we can determine that there are two minor axes and one major axis.

Electron microscopy has given additional evidence of the deformation and detailed information on the microstructure of the nano–particles, as shown in Fig. 4. Furthermore, it has also allowed the in-situ observation of the effect that the electron beam has on the
Fig. 2. (a) Temperature reached by gold nano–particles as function of its radius, after the ion has passed through it. (b) Temperature of the SiO$_2$ substrate at a distance $r$ from the ion’s path after $10^{-12}$ s.

Fig. 3. Optical analysis of metallic nano–particles embedded inside SiO$_2$. When they are prolate ellipsoids, two resonant modes appear instead of one elongated nano–particle: they recover their spherical shape without melting (Silva-Pereyra (2011); Silva-Pereyra et al. (2010)). Ridgway and co-workers (Giulian et al. (2008); Kluth et al. (2009; 2007); Ridgway et al. (2011)) have shown that this effect is also present when Pt, Cu and Au nano–particles are irradiated with Sn and Au ions at different energies above 100 MeV. They have shown many new features of the phenomena, from which two attract attention. Firstly, that when nano–particles elongate, the minor axis reaches a limiting value, less than, but in correspondence with the track radius formed by the ion. And secondly, that nuclear interaction can also activate the elongation or can cause structure transitions in the nano–particles. They have even provided significant evidence of an amorphous Cu phase (Johannessen et al. (2008)). Sapphire is a harder material and it has an expansion coefficient higher than SiO$_2$. For this reason, thermal stress is higher and becomes comparable to that of the metallic nano–particles. We have begun studying the induced anisotropic deformation caused by 6–10 MeV Si ions. Samples were prepared using the same methodology as above (Mota-Santiago et al. (2011; 2012)). Our preliminary results show that nano–particles do expand along the ion’s path.
Nevertheless, as the refractive index is higher (1.76), the separation of the two plasmon resonances is not complete (Fig. 5) and the preparation of samples for microscopy is still in course of obtaining the appropriate images.

Apart from being a very interesting problem from the fundamental point of view, it is worth mentioning that the control of the shape of the nano–particles by means of ion irradiation is of interest for their potential technological applications. Ag and Au nano–particles could be used in photo–electronic devices, while Co nano–particles could have magnetic applications. This reason is an additional motivation to further study the mechanisms of the deformation. Currently, many groups are working experimentally as well as theoretically to better describe the effect.
4. Laser effects on nano–structured materials

The fact that ballistic effects are minimal in laser–solid interactions, simplifies greatly the theoretical description of laser–solid interaction and its effects, while the probability to control the duration of the pulse allows the experimental determination of the characteristics of the process. If the irradiance of the laser pulse is given by \( I = I_0 \exp\left((t - t_0)^2 / 2\sigma^2\right) \), the energy absorbed at \( \vec{r} \) is simply

\[
s(\vec{r}, t) = \alpha(\vec{r}) I(\vec{r}) \exp\left((t - t_0)^2 / 2\sigma^2\right)
\]

where \( \alpha \) is the absorption coefficient of the material. A deeper description of these phenomena is to be found elsewhere in this book (Sands (2011)). An important parameter to be considered when describing laser effects, is the heat diffusion length \( l \), that tells us how long heat has travelled after time \( t \). It is defined as:

\[
l = \sqrt{\frac{\kappa t}{\rho c_p}}
\]

For example, when this length for the duration of the laser pulse is longer than the radius of the nano–particle, the calculation can be done by considering the system as homogeneous, as shown previously in (Crespo-Sosa et al. (2007)), where the thermal effects of excimer laser pulses on metallic nano–particles embedded in a transparent matrix was studied.

Silver and gold nano–particles where fabricated by firstly implanting \( 2 \times 10^{16} \) ions/cm\(^2\), 2 Mev ions in high quality fused silica substrates. Thereafter, the samples were annealed at 600 (Ag) and 1000 (Au) °C to obtain the nano–particles with known characteristics. During annealing, also most of the radiation defects are bleached so that the substrate is transparent at the laser’s wavelength. In this case, we used a XeCl excimer laser with 55 ns FWHM width. Absorption occurs entirely at the nano–particles, by intraband transitions of the metal. However, as the heat conductivity is much larger for the metal, as the filling fraction of the metal is low (less than 2.5 %), and as the heat diffusion length (Eq. 9) for 55 ns is much larger than the mean separation distance between nano–particles, the temperature can be considered transversally homogenous and only a one dimensional heat transport problem considered. So, the source in Eq. 1 is due to the nano–particles. And as the nano–particles are not uniformly distributed as function of depth, the absorption coefficient \( \alpha \) is considered to be a function of the depth and proportional to the amount of ions implanted. On the other hand, the conductivity and the heat capacity are governed by the matrix. The numerical solution of Eq. 1 shows that a minimum laser fluence (2 J/cm\(^2\) in the Ag samples) is needed to take the system above the melting point of the metal. The maximum temperature in the sample occurs where the maximum density of nano–particles is found. The temperature profile for a 2.8 J/cm\(^2\) pulse is shown in Fig. 6 (a). The maximum laser irradiance took place at \( t_0 = 70 \) ns. It can be observed that the temperature of the system is well above the melting point of silver. And this agrees well with the experimental results shown in Fig. 6 (b), where one can see that with laser fluences above 2 J/cm\(^2\), the surface plasmon resonance broadens, indicating that the nano–particles become smaller. Increment of the thermal stress above the tensile strength occurs at the same time, and therefore, parts of the surface fall down leaving a square well behind, instead of the usual crater in normal surface ablation. The depth of the step matches the ion range. The same effect was observed with gold nano–particles, and could be explained in the same way.
By means of a 6 ns FWHM pulsed Nd:YAG laser at 1064 nm and at 532 nm (Crespo-Sosa & Schaaf (n.d.)), samples containing Ag and Au nano-particles, prepared with the same method described above, were also irradiated. At this wavelength, energy is absorbed mainly by the matrix and little or no reduction is observed in the nano-particles size as they do not melt. On the contrary, in Fig. 7, one can see, that the first 10 pulses remove the surface carbon deposited (few nanometers below the surface) during Ag and Au implantation, and therefore the “background” drops. After 100 pulses, the resonance has turned narrower, indicating a slight growth of the nano-particles, but this growth does not continue after 1000 or 10000 pulses. In this case, the calculation of the temperature evolution indicates no significant increment. This means that this slight growth is not produced by a thermal process, and that another mechanism must be present.

Fig. 7. Effects of infrared laser on Ag nano-particles embedded in SiO_2: Extinction spectra of samples treated with increasing number of pulses.

When irradiating these samples with a wavelength of 532 nm, we observed opposite effects between silver and gold nano-particles. This is because the resonance of gold nano-particles...
falls very close to the irradiation wavelength, while the resonance for silver is around 400 nm. In other words, the system with Ag nano–particles absorbs the energy uniformly by the matrix, whereas Au nano–particles absorb the energy in the other case. By tuning the wavelength, one can select whether to provoke effects directly on the nano–particles or onto the matrix.

Nano–particles decomposition and accompanying surface ablation is usually related to the energy absorbed, the location and the duration of the pulse. The shorter the pulse is, the higher the temperature that the nano–particles can reach and therefore the lower the ablation threshold. This has been experimentally verified with nanosecond pulses, but with picosecond pulses, non thermal effects may appear. For example, when Ag nano–particles are irradiated with 26 ps pulses at 355 nm, a surprisingly high ablation threshold is found (Torres-Torres et al. (2010)). The cause for this, is not fully understood. The measured non-linear absorption coefficient is, from the thermal point of view, negligible to account for such an effect. On the other hand, it has been reported that two–photon absorption, (an equally improbable event) can be important in the determination of the melting threshold of silicon by ps laser pulses at 1064 nm (van Driel (1987)).

From a merely thermal point of view, the use of shorter laser pulses can be treated “locally” as the heat diffusion length becomes shorter. Xia and co–workers have, for example, modeled the temperature evolution of a nano–particle embedded in a transparent matrix by means of Eq. 2. And from this calculation, they showed that the corresponding thermal stress and phase transformations are important in the description of surface ablation and of nano–particles fragmentation (Xia et al. (2006)). Picosecond and femtosecond pulses can provoke damage in materials that can also be treated thermally. It has been mentioned above, that typically, hot electrons transfer their energy to the lattice in times shorter than few picoseconds. When pulses shorter than this time are used, the dynamics of the electrons must be taken into account. Today’s main interest in such pulses is precisely the possibility of studying the dynamic evolution of the system. In this case, Eq. 2 is used to test if the fundamental parameters of the electron-electron and electron-phonon interactions are properly reproduced by the proposed model (Bertussi et al. (2005); Bruzzone & Malvaldi (2009); Dachraoui & Husinsky (2006); Muto et al. (2008); Zhang & Chen (2008)). It is in a certain way the inverse problem where the thermal properties are to be determined. Another fine example, where the calculation of the electronic temperature by means of Eq. 2 plays an important role, is the determination of the contribution of the hot electrons to the third–order non–linear susceptibility of gold nano–particles (Guillet et al. (2009)).

5. Discussion

As seen above, the methodology for studying the temperature increase in the material due to laser– or to ion–irradiation has been well established using the heat equation. However, let us make a few remarks on it:

Even though calculations are not too sensitive to changes in the values of the thermal properties, the uncertainty of them should always be a concern. The processes involved occur and also cause high pressure regions, where a state equation of the system can hardly be known. Additionally, the possibility of a change in these values in nano–structures must also be considered (Buffat & Borel (1976)). Also, the possibility of non–Fourier’s heat conduction has not been discussed enough (Cao & Guo (2007); Rashidi-Huyeh et al. (2008)). Indeed, it is not always clear how important a variation in such parameters is or how important the consideration of a particular effect is.
Another problem to be considered is the cumulative nature of the effects. Most of the calculations are based on single events, an ion or a pulse, and then scaled, while events might be cumulative. Neither are charge effects considered in these kinds of calculation and they might, in some cases, have an important influence on the effects observed. Also, most of the calculations have been simplified to solve the one-dimensional heat equation (Awazu et al. (2008)).

The process in which the ion deposits its energy to the nuclei of the target is highly stochastic. The ion does not follow a straight line and the energy deposition density \( F_d \) is not uniform. The process described by the heat equation, must be then considered as an “average” event, as in a statistical point of view. Furthermore, the description through the heat equation assumes thermal equilibrium and energy transfer, but during the first stages of the process, the energy is limited to only few atoms, that move with high kinetic energy, that might be better described by a ballistic approach. Indeed, there are effects (in ion beam mixing, for instance), that are directly related to the primary knock-on collisions, that cannot be described by the thermal equation.

The interaction of the ion with the electrons can be thought as more uniform because the electron density is much higher, but additional parameters arise, like the coupling function \( g \) in Eq. 2 and the thermal properties of the electronic cloud. In this case, the consideration of the “ballistic” range of the ejected electrons by the ion is important to input correctly the spatial deposition of energy.

Though in principle simpler, the interaction of high power lasers with matter also present interesting challenges to consider, first, the effects that raise due to high intensity pulses, in which the absorption and conductive processes might be altered within the same pulse, and the effects due to the ultrashort pulses that might be even faster than the system thermalization.

### 6. Conclusions

In this chapter, it has been reviewed how the simple, yet powerful concepts of classical heat conduction theory have been extended to phenomena like ion beam and laser effects on materials. These phenomena are characterized by the wide range of temperatures involved, extreme short times and high annealing and cooling rates, as well as by the nanometric spaces in which they occur. In consequence, there is a high uncertainty in the values of the thermal properties that must be used for the calculations. Nevertheless, the calculations done up to date have proved to be very useful to describe the effects of them. They also agree with other methods like Monte Carlo and molecular dynamics simulations. In the future these parameters must be better determined (theoretically and experimentally) and further applied to more complex systems, like nano-structured materials as well as to femto and atosecond processes. The knowledge of the fundamentals of radiation interaction behind these processes will benefit a lot from these new experimental, theoretical and computational tools.
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