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1. Introduction

The main advantage of the boundary element method (BEM) formulation for the solution of boundary value problems results from the localization of unknowns on the boundary of the analyzed domain. The necessary condition for a pure boundary formulation is the knowledge of the fundamental solution of the governing differential operator. In addition to the reduction of the dimensionality, other advantages of the BEM formulation include good conditioning of the discretized equations, high accuracy and the stability of numerical computations because of the utilization of fundamental solutions. Sometimes, domain integrals are also involved in integral equation formulations; in such cases, the advantageousness of the BEM formulation is partially decreased. The most frequent reasons for the occurrence of domain integrals are body sources, nonlinear constitutive laws and nonvanishing initial conditions in time-dependent problems (Partridge et al., 1992, Sladek and Sladek, 2003, Tanaka et al., 2003).

Since the fundamental solution for a diffusion operator is available in closed form, one can attempt to achieve a pure boundary integral formulation for transient heat conduction problems considered within the linear theory. This can be easily achieved provided that the initial temperature and/or heat sources are distributed uniformly. Then, one can convert the domain integrals of the fundamental solution into boundary integrals using the higher-order polyharmonic fundamental solutions (Nowak, 1989, 1994). As regards the discretization of the time variable, two time-marching schemes are appropriate in formulations with time-dependent fundamental solutions. In one of them, the integration is performed from the initial time to the current time, while in the second scheme the integration is considered within a single time step, taking the temperature at the end of the previous time step as the initial value (pseudo-initial) at the current time step (Ochiai, 2006). Although the domain integral of the uniform initial temperature can be avoided in the first time-marching scheme, the number of boundary integrals increases with increasing number of time steps even in this special case. On the other hand, the spatial integrations are performed only once and are used at each time step in the second scheme provided that a constant length of the time steps is used. The time-marching scheme with integration within a single time step increases the efficiency of numerical integration over boundary elements. The integral formulation as well as the triple-reciprocity approximation are derived in this chapter. The higher-order polyharmonic fundamental
solutions and their time integrals are shown in the Appendices. The numerical examples given concern the investigation of the accuracy of the proposed BEM formulation using the triple-reciprocity approximation of either pseudo-initial temperatures or body heat sources.

In this chapter, the steady and unsteady problems in the one-, two- and three-dimensional cases are discussed. In the triple-reciprocity BEM, the distributions of heat generation and initial temperature are interpolated using two Poisson equations. These two Poisson equations are solved using boundary integral equations. This interpolation method is very important in the triple-reciprocity BEM. This numerical process is particularly focused on this chapter.

2. Basic equations

2.1 Steady heat conduction

Point and line heat sources can easily be treated by the conventional BEM. In this study an arbitrarily distributed heat source \( W_1^S \) is treated. In steady heat conduction problems, the temperature \( T \) under an arbitrarily distributed heat source \( W_1^S \) is obtained by solving the following equation (Carslaw, 1938):

\[
\nabla^2 T = -\frac{W_1^S}{\lambda},
\]

where \( \lambda \) is thermal conductivity. Denoting heat generation by \( \mathcal{W}_1^S(q) \), the boundary integral equation for the temperature in the case of steady heat conduction is given by (Brebbia, 1984)

\[
cT(P) = \int_{\Gamma} T_1(p, q) \frac{\partial T(Q)}{\partial n} - \frac{\partial T_1(p, q)}{\partial n} T(Q)) d\Gamma(Q) + \lambda^{-1} \int_{\Omega} T_1(p, q) \mathcal{W}_1^S(q) d\Omega,
\]

where \( c = 0.5 \) on the smooth boundary and \( c = 1 \) in the domain. The notations \( \Gamma \) and \( \Omega \) represent the boundary and domain, respectively. The notations \( p \) and \( q \) become \( P \) and \( Q \) on the boundary.

In one-dimensional problems, the fundamental solution \( T_1(p, q) \) in Eq. (2) used for steady temperature analyses and its normal derivative are given by

\[
T_1(p, q) = \frac{1}{2} \ln \left( \frac{1}{r} \right)
\]

In two-dimensional problems,

\[
T_1(p, q) = \frac{1}{2\pi} \ln \left( \frac{1}{r} \right)
\]
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\[ \frac{\partial T_1(p,q)}{\partial n} = \frac{-1}{2\pi r} \frac{\partial r}{\partial n}, \]  

and in three-dimensional problems,

\[ T_1(p,q) = \frac{1}{4\pi r}, \]  

\[ \frac{\partial T_1(p,q)}{\partial n} = \frac{-1}{4\pi r^2} \frac{\partial r}{\partial n}, \]  

where \( r \) is the distance between the observation point \( p \) and the loading point \( q \). As shown in Eq. (2), when arbitrary heat generation \( W^s_i(q) \) exists in the domain, a domain integral is necessary.

In the triple-reciprocity BEM, the distribution of heat generation is interpolated using integral equations. Using these interpolated values, a heat conduction problem with arbitrary heat generation can be solved without internal cells by the triple-reciprocity BEM. The conventional BEM requires internal cells for the domain integral. The internal cells decrease the advantageousness of the BEM, in which the arrangement of data is simple. In the triple-reciprocity BEM, the fundamental solution of lower order is used. The triple-reciprocity BEM requires internal points similarly to the dual reciprocity method (DRM) (Partridge, 1992) as shown in Fig. 1, although the boundary values \( W_f \) need not be given analytically.

![Fig. 1. Triple-reciprocity BEM.](image)

2.2 Interpolation of heat generation

The distribution of heat generation \( W \) is interpolated using integral equations to transform the domain integral into the boundary integral. The deformation of a thin plate is utilized to interpolate the distribution of the heat source \( W_1^S \), where superscript \( S \) indicates a surface distribution. The following equations can be used for interpolation (Ochiai, 1995a-c, 1996a, b):

\[ \nabla^2 W_1^S = -W_2^S, \]  
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\[ \nabla^2 W^S_2 = - \sum_{m=1}^{M} W^S_2(q_m), \quad (10) \]

where \( W^S_2 \) is a Dirac-type function, which has a value at only one point. The term \( W^S_2 \) in Eq. (9) corresponds to the sum of curvatures \( \partial^2 W^S_1 / \partial x^2 \) and \( \partial^2 W^S_1 / \partial y^2 \). From Eqs. (9) and (10), the following equation can be obtained:

\[ \nabla^4 W^S_2 = \sum_{m=1}^{M} W^S_2(q_m). \quad (11) \]

This equation is the same type of equation as that for the deformation \( u^S_1 \) of a thin plate with point load \( P \), which is

\[ \nabla^4 u^S_1 = \sum_{m=1}^{M} \frac{P_m}{D}, \quad (12) \]

where the Poisson’s ratio is \( \nu = 0 \) and the flexural rigidity is \( D = 1 \). A natural spline originates from the deformation of a thin beam, which is used to interpolate the one-dimensional distribution, as shown in Fig. 2. In this chapter, the deformation of a thin plate is utilized to interpolate the two-dimensional distribution \( W^S_2 \). The deformation \( u^S_1 \) is given, and the force of point load \( P \) is unknown and is obtained inversely from the deformation of the fictitious thin plate, as shown in Fig. 3. The term \( W^S_2 \) corresponds to the moment of the beam.

---

Fig. 2. Interpolation using thin beam with unknown point load.
The moment \( W_2^S \) on the boundary is assumed to be 0, the same as in the case of the natural spline. This means that the thin plate is simply supported. In this method, the distribution of heat generation is assumed to be that for a freeform surface (Ochiai, 1995c). Equations (9) and (10) are similar to the equation used to generate a freeform surface using integral equations.

### 2.3 Representation of heat generation by integral equations

The distribution of heat generation is represented by an integral equation. The following harmonic function \( T_1(p,q) \) and biharmonic function \( T_2(p,q) \) are used for interpolation (Ochiai, 1999-2003).

\[
T_1(p,q) = \frac{1}{2\pi} \ln\left(\frac{1}{r}\right) + B
\]  
(13)

\[
T_2(p,q) = \frac{2}{8\pi} \ln\left(\frac{1}{r}\right) + B + 1
\]  
(14)

\( B \) is an arbitrary constant. \( T_1(p,q) \) and \( T_2(p,q) \) have the relationship

\[
\nabla^2 T_2(p,q) = T_1(p,q).
\]  
(15)
Let the number of $W_2^p$ be $M$. The heat generation $W_1^S$ is given by Green’s theorem and Eqs. (9), (10) and (15) as

$$
\frac{\partial W_1^S(P)}{\partial n} = \frac{\partial T_1(P,Q)}{\partial n} W_1^S(Q) + \sum_{m=1}^{M} T_2(P,q_m) W_2^p(q_m),
$$

where $c = 0.5$ on the smooth boundary and $c = 1$ in the domain. Moreover, $W_2^S$ in Eq. (10) is similarly given by

$$
\frac{\partial W_2^S(P)}{\partial n} = \frac{\partial T_2(P,Q)}{\partial n} W_2^S(Q) + \sum_{m=1}^{M} T_3(P,q_m) W_3^p(q_m).
$$

The integral equations (16) and (17) are used to interpolate the distribution. The thin plate spline $F(p,q)$ used to make a freeform surface is defined as (Dyn, 1987, Micchelli, 1986)

$$
F(p,q) = r^2 \ln(r).
$$

Equations (14) and (18) include the same type of function. Assuming $W_1^S(Q) = 0$, the values of $W_2^p$ and $\frac{\partial W_2^S}{\partial n}$ are obtained using Eqs. (16) and (17).

### 2.4 Polyharmonic functions

The polyharmonic function $T_f(p,q)$ is defined by

$$
\nabla^2 T_{f+1} = T_f.
$$

Therefore, $T_f(p,q)$ for the $K$th dimensional case can be obtained using the next equation

$$
T_f = \int \frac{1}{r} [\int r^{K-1} T_{f-1} dr] dr.
$$

From Eq. (20), $T_f(p,q)$ for the two-dimensional case can be obtained using the next equation

$$
T_f = \int \frac{1}{r} [\int r T_{f-1} dr] dr.
$$

The function $T_f(p,q)$ and its normal derivative for the two-dimensional case are explicitly expressed as

$$
T_f(p,q) = \frac{r^{2(f-1)}}{2\pi[(2f-1)!]} [\ln(\frac{1}{r}) + B + \text{sgn}(f-1) \sum_{n=1}^{f-1} \frac{1}{e^n c}],
$$

where $B$ is a constant.
\[
\frac{\partial T_f(p, q)}{\partial n} = \frac{r^{2f-3}}{2\pi[(2f-2)!!]} \left[ 2(f-1) \ln \left( \frac{1}{r} \right) + B \right] - 1 + 2 \left( f - 1 \right) \sum_{i=1}^{\left( \frac{f-1}{2} \right)} \frac{\partial r}{\partial n}, \tag{23}
\]

where \((2f-1)!! = (2f-1)(2f-3)(2f-5)\ldots 1\), and sign() is the sign function.

For the one-dimensional case,

\[
T_f(p, q) = -\frac{1}{2} \frac{r^{2f-1}}{(2f-1)!}, \tag{24}
\]

\[
\frac{\partial T_f(p, q)}{\partial n} = \frac{1}{2} \frac{r^{2f-2}}{(2f-2)!} \frac{\partial r}{\partial n}. \tag{25}
\]

For the three-dimensional case,

\[
T_f(p, q) = \frac{r^{2f-3}}{4\pi(2f-2)!}, \tag{26}
\]

\[
\frac{\partial T_f(p, q)}{\partial n} = \frac{(2f-3)r^{2f-4}}{4\pi(2f-2)!} \frac{\partial r}{\partial n}. \tag{27}
\]

Equations (16) and (17) are similar to the equation used to generate a freeform surface using integral equations (Ochiai, 1995c).

Using Green’s theorem three times and Eqs. (9), (10) and (19), Eq. (2) becomes

\[
CT(P) = \int_{\Omega} \left( T_1(P, Q) \frac{\partial T(Q)}{\partial n} - \frac{\partial T_1(P, Q)}{\partial n} T(Q) \right) d\Gamma(Q)
\]

\[
-\lambda^{-1} \int_{\Omega} \left[ T_2(P, Q) \frac{\partial W_1^*(Q)}{\partial n} \right] d\Gamma(Q) + \lambda^{-1} \int_{\Omega} T_2(p, q) V^2 W_1^*(q) d\Omega
\]

\[
= \int_{\Omega} \left( T_1(P, Q) \frac{\partial T(Q)}{\partial n} - \frac{\partial T_1(P, Q)}{\partial n} T(Q) \right) d\Gamma(Q)
\]

\[
-\lambda^{-1} \int_{\Omega} \left[ T_2(P, Q) \frac{\partial W_1^*(Q)}{\partial n} \right] d\Gamma(Q) - \lambda^{-1} \int_{\Omega} V^2 T_3(p, q) W_2^*(q) d\Omega
\]

\[
= \int_{\Omega} \left( T_1(P, Q) \frac{\partial T(Q)}{\partial n} - \frac{\partial T_1(P, Q)}{\partial n} T(Q) \right) d\Gamma(Q)
\]

\[
+ \lambda^{-1} \sum_{j=1}^{f} (-1)^j \int_{\Omega} \left[ T_{f+1}(P, Q) \frac{\partial W_j^*(Q)}{\partial n} - \frac{\partial T_{f+1}(P, Q)}{\partial n} W_j^*(Q) \right] d\Gamma(Q) + \lambda^{-1} \sum_{m=1}^{M} T_3(P, q_m) W_3^*(q_m) \tag{28}
\]
2.5 Interpolation for 3D case

In the three-dimensional case, the following equations are used for smooth interpolation:

\[
\nabla^2 W_1^S(q) = -W_2^S(q),
\]

(29)

\[
\nabla^2 W_2^S(q) = -\sum_{m=1}^{M} W_{3A}^P(q_m),
\]

(30)

where the function \( W_{3A}^P \) expresses the state of a uniformly distributed polyharmonic function in a spherical region with radius \( A \). Figure 4 shows the shape of the polyharmonic functions; the biharmonic function \( T_2 \) is not smooth at \( r = 0 \). In the three-dimensional case, smooth interpolation cannot be obtained solely by using the biharmonic function \( T_2 \). To obtain smooth interpolation, a polyharmonic function with volume distribution \( T_{2A} \) is introduced. The function \( T_{2A} \) shown in Fig. 5 is defined as (Ochiai, 2005)

\[
T_{2A}(p,q) = \int_0^A \left[ \int_0^{2\pi} \left( \int_0^\pi T_p(p,q) a^2 \sin \theta d\theta \right) d\phi \right] da, 
\]

(31)

where \( \Omega_A \) is a spherical region with radius \( A \), and \( S \) is the surface of a spherical shell with radius \( a \). The function \( T_{2A} \) can be easily obtained using the relationships

\[
r^2 = R^2 + a^2 - 2ar \cos \theta \quad \text{and} \quad dr = aR \sin \theta d\theta
\]

as shown in Fig. 5. Therefore,

\[
\sin \theta d\theta = \frac{r}{aR} dr .
\]

(32)
This function is written using $r$ instead of $R$, similarly to Eqs. (26) and (27), although the function obtained from Eq. (31) is a function of $R$. The newly defined function $T_{pA}$ can be explicitly written as

$$T_{pA}(p,q) = \frac{1}{2r(2f+1)!} [(2fA - r)(r + A)^{2f} + (2fA + r)(r - A)^{2f}] \quad r > A$$  \hspace{1cm} (33)$$

$$T_{pA}(p,q) = \frac{1}{2r(2f+1)!} [(2fA - r)(A + r)^{2f} - (2fA + r)(A - r)^{2f}] \quad r \leq A.$$  \hspace{1cm} (34)

In Fig. 5, $A=1$. The newly defined functions $T_{pA}$ used in the chapter can be explicitly written as

$$T_{1A} = \frac{A^3}{3r} \quad r > A$$  \hspace{1cm} (35)$$

$$T_{1A} = \frac{3A^2 - r^2}{6} \quad r \leq A$$  \hspace{1cm} (36)$$

$$T_{2A} = \frac{A^3}{6r} \left( r^2 + \frac{A^2}{5} \right) \quad r > A$$  \hspace{1cm} (37)$$

$$T_{2A} = \frac{4}{120} \left( r^4 - 10r^2A^2 - 15A^4 \right) \quad r \leq A$$  \hspace{1cm} (38)$$

$$T_{3A} = \frac{A^3(35r^4 + 42r^2A^2 + 3A^4)}{2520r} \quad r > A$$  \hspace{1cm} (39)$$

$$T_{3A} = \frac{-r^6 + 21r^4A^2 + 105r^2A^4 + 35A^6}{5040} \quad r \leq A.$$  \hspace{1cm} (40)

The heat generation $W_{1}^S$ is given by Green’s theorem and Eqs. (29)-(31) as

$$\partial W_{1}^S(P) = \sum_{j=1}^{N} \left[ \int_{\Gamma} \left( \frac{\partial T_{1}(P,Q)}{\partial n} \right) \frac{\partial W_{1}^S(Q)}{\partial n} d\Gamma(Q) - \sum_{m=1}^{M} T_{2A}(P,q_m)W_{2A}(q_m) \right]$$  \hspace{1cm} (41)$$

Moreover, $W_{2}^S$ in Eq. (30) is similarly given by

$$\partial W_{2}^S(P) = \int_{\Gamma} \left( \frac{\partial T_{1}(P,Q)}{\partial n} \right) \frac{\partial W_{2}^S(Q)}{\partial n} d\Gamma(Q) - \sum_{m=1}^{M} T_{2A}(P,q_m)W_{2A}(q_m).$$  \hspace{1cm} (42)$$

Equations (41) and (42) are similar to the equation used to generate the freeform surface using integral equations. Using Green’s theorem three times and Eqs. (29), (30) and (15), Eq. (2) becomes
In the same manner, a polyharmonic function with surface distribution $T_{fb}$ is defined as (Ochiai, 2009)

\[
T_{fb}(p,q) = \int_0^{2\pi} \left( \int_0^{\pi} T_f(p,q) A^2 \sin \theta \, d\theta \right) d\phi .
\] (44)

The newly defined function $T_{fb}$ can be explicitly written as

\[
T_{fb}(p,q) = \frac{A[(r + A)^{2f-1} - (r - A)^{2f-1}]}{2(2f-1)!r} > A, \quad (45)
\]

\[
T_{fb}(p,q) = \frac{A[(A + r)^{2f-1} - (A - r)^{2f-1}]}{2(2f-1)!r} \leq A. \quad (46)
\]

Additionally, the temperature gradient is given by differentiating Equation (28), and expressed as:

\[
\frac{\partial T(P)}{\partial x_i} = \int_T \left[ \frac{\partial T_1(P,Q)}{\partial x_i} \frac{\partial T(Q)}{\partial n} - \frac{\partial^2 T_1(P,Q)}{\partial x_i \partial n} T(Q) \right] d\Gamma(Q)
\]

\[
+ \lambda^{-1} \sum_{f=1}^{2} (-1)^f \int_T \left[ \frac{\partial T_{f+1}(P,Q)}{\partial x_i} \frac{\partial W_f^S(Q)}{\partial n} - \frac{\partial^2 T_{f+1}(P,Q)}{\partial x_i \partial n} W_f^S(Q) \right] d\Gamma(Q)
\]
The function $\partial T_f(p,q)/\partial x_i$ and its normal derivative for the two-dimensional case are explicitly expressed as

$$\frac{\partial T_f(p,q)}{\partial x_i} = \frac{r^{2f-3}}{2\pi[(2f-2)!!]^2}[2(f-1)(\ln\frac{1}{r}+B)-1+2(f-1)\sum_{c=1}^{f-1}\frac{1}{c} \frac{\partial r}{\partial x_i}],$$

$$\frac{\partial^2 T_f(p,q)}{\partial x_i \partial n} = \frac{r^{2f-4}}{2\pi[(2f-2)!!]^2}[[n_i+2(f-2)r_{ij}r_{ijn}](2f-1)(\ln\frac{1}{r}+B)-1+2(f-1)\sum_{c=1}^{f-1}\frac{1}{c} -2(f-1)r_{ij}n_j]$$

(48)

(49)

2.6 Basic equations for unsteady heat conduction

In unsteady heat conduction problems with heat generation $W^S_0(q,t)$, the temperature $T$ is obtained by solving

$$\nabla^2 T + \frac{W^S_0(q,t)}{\lambda} = \kappa^{-1} \frac{\partial T}{\partial t},$$

(50)

where $\kappa$ and $t$ are the thermal diffusivity and time, respectively. Denoting an arbitrary time and the pseudo-initial temperature by $\tau$ and $T_0^0(q,0)$, respectively, the boundary integral equation for the temperature in the case of unsteady heat conduction is expressed as (Wrobel, 2002)

$$cT(P,t) = -\kappa \int_0^t \int_{\Gamma} [T(Q,\tau) \frac{\partial T_p^*(P,Q,t,\tau)}{\partial n}] d\Omega d\tau - \int_0^t \int_{\Omega} [\kappa \int_{\Gamma} T_p^*(P,Q,t,\tau)W^S_0(q,\tau) d\Omega] d\Omega$$

(51)

where $c=0.5$ on the smooth boundary and $c=1$ in the domain. The notations $\Gamma$ and $\Omega$ represent the boundary and domain, respectively. The notations $p$ and $q$ become $P$ and $Q$ on the boundary. In the case of $K$-dimensional problems, the time-dependent fundamental solution $T_p^*(p,q,t,\tau)$ in Eq. (51) used for the unsteady temperature analyses and its normal derivative are given by

$$T_p^*(p,q,t,\tau) = \frac{1}{4\pi\kappa(t-\tau)^{K/2}} \exp(-a),$$

(52)
\[
\frac{\partial T_r(p,q,t,\tau)}{\partial n} = \frac{-r}{8\pi \kappa^2 (t-\tau)^{3/2} t} \exp(-a), \quad (53)
\]

where
\[
a = \frac{r^2}{4\kappa (t-\tau)}. \quad (54)
\]

Here, \( r \) is the distance between the observation point \( p \) and the loading point \( q \). As shown in Eq. (51), when an arbitrary pseudo-initial temperature distribution \( T^0(q,0) \) exists in the domain, a domain integral is necessary. Therefore, the triple-reciprocity BEM (Ochiai, 2001) is used to avoid internal cells.

This study reveals that the problem of unsteady heat conduction with many time steps can be solved effectively by the triple-reciprocity BEM. Two different numerical procedures can be employed for the numerical solution of Eq. (51). One method requires internal cells. At the end of each time step, the temperature at a sufficient number of internal points must be computed for use as the initial temperature in the next time step. The other method uses the history of boundary values, making internal cells unnecessary, if the initial temperature can be assumed to be 0. However, the CPU time required for calculation increases rapidly with increasing number of time steps. In the presented method, the temperature distributions in some time steps are assumed to be pseudo-initial and are interpolated using integral equations and internal points.

### 2.7 Interpolation of time-dependent value

Heat generation \( W_1^S(q,t) \) is assumed to vary within each time step in accordance with the time interpolation function such that
\[
W_1^S(q,t) = W_1^S \phi, \quad (55)
\]

where \( \phi \) is the time interpolation function. Let us now assume a linear variation of \( W_1^S(q,t) \),
\[
\psi_1 = \frac{t_f - t}{\Delta t_f}, \quad \psi_2 = \frac{t - t_{f-1}}{\Delta t_f}, \quad (56)
\]

where \( \Delta t_f = t_f - t_{f-1} \).

The following equations can be used to obtain time-dependent values of heat generation \( W_1(q,t_f) \):
\[
\nabla^2 W_1^S(q,t_f) = -W_2^S(q,t_f), \quad (57)
\]
\[
\nabla^2 W_2^S(q,t_f) = -\sum_{m=1}^{M} W_3^P(q_m,t_f). \quad (58)
\]
An interpolation method for the pseudo-initial temperature distribution using the boundary integral equations that avoids the use of internal cells is next shown. The pseudo-initial temperature \( T_0(q) \) in Eq. (51) is represented as \( T_0^{0S}(q) \).

The following equations can be used for the two-dimensional interpolation (Ochiai, 2001):

\[
\nabla^2 T_1^{0S}(q, 0) = -T_2^{0S}(q, 0), \quad (59)
\]
\[
\nabla^2 T_2^{0S}(q, 0) = -\sum_{m=1}^{M} T_3^{0P}(q_m, 0). \quad (60)
\]

The term \( T_2^{0S} \) in Eq. (59) corresponds to the sum of the curvatures \( \partial^2 T_1^{0S} / \partial x^2 \) and \( \partial^2 T_1^{0S} / \partial y^2 \). The term \( T_2^{0S} \) is the unknown strength of a Dirac-type function. From Eqs. (59) and (60), the following equation can be obtained.

\[
\nabla^4 T_1^{0S}(q, 0) = \sum_{m=1}^{M} T_3^{0P}(q, 0) \quad (61)
\]

In this study, the deformation of an imaginary thin plate is utilized to interpolate the two-dimensional distribution \( T_1^{0S} \). The deformation \( T_1^{0S} \) is given, but the force of the point load \( T_3^{0P} \) is unknown. \( T_3^{0P} \) is obtained inversely from the deformation \( T_1^{0S} \) of the fictitious thin plate, as shown in Fig. 3. \( T_2^{0S} \) corresponds to the moment of the thin plate. The moment \( T_2^{0S} \) on the boundary is assumed to be 0, which is the same as that in the natural spline. This indicates that the fictitious thin plate is simply supported.

Using Green's second identity and Eqs. (59), (60) and (15), we obtain (Ochiai, 2001)

\[
cT_1^{0S}(P, 0) = \sum_{f=1}^{2} (-1)^{f+1} \int \left[ T_f(P, Q) \left( \frac{\partial T_1^{0S}(Q, 0)}{\partial n} - \frac{\partial T_f(P, Q)}{\partial n} T_1^{0S}(Q, 0) \right) \right] d\Gamma - \sum_{m=1}^{M} T_2(P, q_m) T_3^{0P}(q_m, 0), \quad (62)
\]

where \( M \) is the number of \( T_3^{0P} \). Moreover, \( T_2^{0S} \) in Eq. (60) is similarly given by

\[
cT_2^{0S}(P, 0) = \int \left[ T_1(P, Q) \frac{\partial T_2^{0S}(Q, 0)}{\partial n} - \frac{\partial T_2(P, Q)}{\partial n} T_2^{0S}(Q, 0) \right] d\Gamma + \sum_{m=1}^{M} T_1(P, q_m) T_3^{0P}(q_m, 0). \quad (63)
\]

The integral equations (62) and (63) are used to interpolate the pseudo-initial temperature distribution \( T_1^{0S} \). On the other hand, the polyharmonic function \( T_f(P, q, t, \tau) \) in the unsteady heat conduction problem is defined by
Using Green’s theorem twice and Eqs. (54)-(57) and (61), Eq. (51) becomes

\[ T^0_2 \cdot T_{f,1}(p,q,t,\tau) = \int_0^1 \left[ \int r T_f(p,q,t,\tau) \, dr \right] dr + \frac{\kappa}{\lambda} \sum_{j=1}^2 \int_0^1 \left[ r T_{f,1}(p,q,t,\tau) \right] \frac{\partial W^1_3(Q,\tau)}{\partial n} d\Gamma \, d\tau - \frac{\partial T^0_1}{\partial n} (Q,0) W^0_3(Q,\tau) d\Gamma + \frac{\partial T^0_1}{\partial n} (Q,0) T^0_2 (p,q,t,0) \, d\Gamma + \sum_{m=1}^M \int_0^1 (T^0_1(p,q,t,0)) \frac{\partial T^0_2}{\partial n} (q_m,0) T^0_3 (p,q_m,t,0) \, d\Gamma + \sum_{j=1}^2 \int_0^1 \left[ T_{f,1}(p,q,t,0) \right] \frac{\partial T^0_2}{\partial n} (Q,0) d\Gamma.

(65)

Therefore, it is clear that temperature analysis without the use of a domain integral is possible, provided that the initial temperature \( T^0_1 \) is interpolated using Eqs. (62) and (63). In practice, \( T^0_1 \) and \( \frac{\partial T^0_1}{\partial n} \) are obtained using results from the previous time step; however, \( T^0_2 \), \( \frac{\partial T^0_2}{\partial n} \) and \( T^0_3 \) in Eq. (65) are not obtained in this way.

### 2.8 Polyharmonic function for unsteady state

The two-dimensional polyharmonic function \( T_f(p,q,t,\tau) \) in Eq. (65) is determined as

\[ T^0_2 \cdot T_{f,1}(p,q,t,\tau) = \int_0^1 \left[ \int r T_f(p,q,t,\tau) \, dr \right] dr, \]

(66)

\( T_f(p,q,t,\tau) \) in the unsteady state and its normal derivative are concretely given by

\[ T^0_2 (p,q,t,\tau) = \frac{1}{4\pi} \left[ E_1(a) + \ln(a) + C \right], \]

(67)

\[ \frac{\partial T^0_2 (p,q,t,\tau)}{\partial n} = \frac{1}{2\pi r} \frac{\partial r}{\partial n} \left[ 1 - \exp(-a) \right], \]

(68)

\[ T^0_2 (p,q,t,\tau) = \frac{r^2}{16\pi} \left[ E_1(a) + \ln(a) + C + \frac{1 - \exp(-a)}{a} + \frac{E_1(a) + \ln(a) + C}{a} - 2 \right], \]

(69)

\[ \frac{\partial T^0_2 (p,q,t,\tau)}{\partial n} = \frac{r}{8\pi} \frac{\partial r}{\partial n} \left[ E_1(a) + \ln(a) + C - 1 + \frac{1 - \exp(-a)}{a} \right], \]

(70)

where \( E_1() \) is the exponential integral function and \( C \) is Euler’s constant.
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Numerical solutions are obtained using the interpolation functions for time and space. If a constant time interpolation and time step \( t_k - t_{k-1} \) are used, the time integral can be treated analytically. The time integrals for \( T_j^r(p,q,t,r) \) are given as follows:

\[
\int_{t_j}^{t_f} T_j^r(p,q,t,r) dt = \frac{1}{4\kappa\pi} E_1(a_f), \quad (71)
\]

\[
\int_{t_j}^{t_f} \frac{\partial T_j^r(p,q,t,r)}{\partial n} dt = \frac{1}{2\kappa\pi} \frac{\partial r}{\partial n} \exp(-a_f), \quad (72)
\]

where

\[
a_f = \frac{r^2}{4\kappa(t_f-t_j)}. \quad (73)
\]

Assuming that functions \( T(Q,r) \) and \( \partial T(Q,r)/\partial n \) remain constant over time in each time step, Eq. (65) can be written in matrix form. Replacing \( T(Q,r) \) and \( \partial T(Q,r)/\partial n \) with vectors \( T_f \) and \( Q_f \), respectively, and discretizing Eq. (65), we obtain (Brebbia, 1984)

\[
\sum_{f=1}^{F} H_{ff} T_f = \sum_{f=1}^{F} G_{ff} Q_f + B_0, \quad (74)
\]

where \( B_0 \) represents the effect of the pseudo-initial temperature. Adopting a constant time step throughout the analysis, the coefficients of the matrix at several time steps need to be computed and stored only once.

If there is heat generation, the following time integrals are used (Ochiai, 2001).

\[
\int_{t_j}^{t_f} T_2^r(p,q,t,r) dt = \frac{r^2}{16\kappa\pi} \left[ E_1(a_f) + \frac{1}{a_f} \left[ E_1(a_f) + \ln(a_f) + C + 1 - \exp(-a_f) \right] \right], \quad (75)
\]

\[
\int_{t_j}^{t_f} \frac{\partial T_2^r(p,q,t,r)}{\partial n} dt = \frac{r}{8\kappa\pi} \frac{\partial r}{\partial n} \left[ \frac{1-\exp(a_f)}{a_f} + E_1(a_f) \right], \quad (76)
\]

\[
\int_{t_j}^{t_f} T_3^r(p,q,t,r) dt = \frac{r^4}{256\kappa\pi} \left[ E_1(a_f) + \frac{1}{a_f} \left[ 4E_1(a_f) + 4\ln(a_f) + 4C + 1 - \exp(-a_f) \right] + \frac{1}{a_f^2} \right] \left[ 2E(a_f) + 2\ln(a_f) + 2C - 2a_f + 3 - 3\exp(-a_f) - 5a_f \right], \quad (77)
\]

\[
\int_{t_j}^{t_f} \frac{\partial T_3^r(p,q,t,r)}{\partial n} dt = \frac{r^3}{64\kappa\pi} \frac{\partial r}{\partial n} \left[ \frac{1-\exp(a_f)-a_f}{a_f^2} + E_1(a_f) \right] + \frac{1}{a_f} \left[ 2E_1(a_f) + 2\ln(a_f) + 2C + 1 - \exp(a_f) \right], \quad (78)
\]
Additionally, the temperature gradient is given by differentiating Equation (65), and expressed as:

\[
\frac{\partial T(p,t)}{\partial x_i} = -\kappa \int_0^1 \int T(Q,r) \frac{\partial^2 T(p,Q,t,r)}{\partial x_i \partial n} \, dr \, dT - \frac{\partial T(Q,r)}{\partial n} \frac{\partial^2 T(p,Q,t,r)}{\partial x_i} \, dT \, dr \\
+ \kappa \sum_{m=1}^M \int_0^1 W_{fi} \left( q_{m,t} \right) \frac{\partial^2 T_{fi}}{\partial x_i} \, dT + \sum_{m=1}^M \int_0^1 W_{fi} \left( q_{m,t} \right) \frac{\partial^2 T_{fi}}{\partial x_i} \, dT \\
- \frac{\partial^2 T_{fi}}{\partial x_i} \left| T(Q,0) \right| dT + \sum_{m=1}^M \int_0^1 W_{fi} \left( q_{m,t} \right) \frac{\partial^2 T_{fi}}{\partial x_i} \, dT \tag{79}
\]

The derivative of the polyharmonic function \(T_f(P,q,t,r)\) and the normal derivative with respect to \(x_i\) in Eq.(79) are explicitly given by

\[
\frac{\partial T_{fi}(p,q,t,r)}{\partial x_i} = -\frac{rr_{ni}}{8\pi \kappa^2 (l-t)^2} \exp(-a) , \tag{80}
\]

\[
\frac{\partial^2 T_{fi}(p,q,t,r)}{\partial x_i \partial n} = -\frac{1}{8\pi \kappa^2 (l-t)^2} \left[ n_i \exp(-a) + 2ar_{ni} \frac{\partial r}{\partial n} \exp(-a) \right] , \tag{81}
\]

\[
\frac{\partial^2 T_{fi}(p,q,t,r)}{\partial x_i} = \frac{r_{ni}}{2\pi r} \left[ 1 - \exp(-a) \right] , \tag{82}
\]

\[
\frac{\partial^2 T_2(p,q,t,r)}{\partial x_i \partial n} = \frac{1}{2\pi r} \left[ n_i \left[ 1 - \exp(-a) \right] - 2r_{ni} \frac{\partial r}{\partial n} \left[ 1 - \exp(-a) - a \cdot \exp(-a) \right] \right] , \tag{83}
\]

\[
\frac{\partial^2 T_2(p,q,t,r)}{\partial x_i} = \frac{r_{ni}}{8\pi} \left[ E_1(a) + \ln(a) + C - 1 + \frac{1 - \exp(-a)}{a} \right] , \tag{84}
\]

\[
\frac{\partial^2 T_3(p,q,t,r)}{\partial x_i \partial n} = \frac{1}{8\pi} \left[ n_i \left[ E_1(a) + \ln(a) + C + 1 - \frac{1 - \exp(-a)}{a} \right] + 2r_{ni} \frac{\partial r}{\partial n} \left[ 1 - \frac{1 - \exp(-a)}{a} \right] \right] , \tag{85}
\]

where \(r_{ni} = \frac{\partial r}{\partial x_i}\). The time integrals for \(\partial T_f / \partial x_i\) and \(\partial^2 T_f / \partial x_i \partial n\) in Eq. (79) are given as follows:

\[
\int_{t_f} \frac{\partial T_f(p,q,t,r)}{\partial x_i} \, dr = -\frac{r_{ni}}{2\kappa \pi r} \exp(-a_f) , \tag{86}
\]
\[ 
\int_{t_f}^{t_i} \frac{\partial^2 T}{\partial x_i \partial n} d\tau = -\frac{1}{2\pi \kappa r^2} \{ n_i - 2r_i \frac{\partial r}{\partial n} (1 + a_f) \} \exp(-a_f), \quad (87) 
\]

\[ 
\int_{t_f}^{t_i} \frac{\partial^2 T}{\partial x_i \partial n} d\tau = \frac{r}{8\kappa r} \frac{\partial r}{\partial n} \left[ 1 - \exp(-a_f) \right] + E_i(a_f), \quad (88) 
\]

\[ 
\int_{t_f}^{t_i} \frac{\partial^2 T}{\partial x_i \partial n} d\tau = \frac{\pi r_i}{64\kappa r} \left[ 1 - \exp(-a_f) - a_f \right] E_i(a_f) + \frac{1}{a_f} \left[ 2E_i(a_f) + 2\ln(a_f) + 2C + 1 - \exp(-a_f) \right], \quad (89) 
\]

\[ 
\int_{t_f}^{t_i} \frac{\partial^2 T}{\partial x_i \partial n} d\tau = \frac{\pi r_i}{64\kappa r} \left[ 1 - \exp(-a_f) - a_f \right] E_i(a_f) + \frac{1}{a_f} \left[ 2E_i(a_f) + 2\ln(a_f) + 2C + 1 - \exp(-a_f) \right], \quad (90) 
\]

\[ 
\int_{t_f}^{t_i} \frac{\partial^2 T}{\partial x_i \partial n} d\tau = \frac{\pi r_i}{64\kappa r} \left[ 1 - \exp(-a_f) - a_f \right] E_i(a_f) + \frac{1}{a_f} \left[ 2E_i(a_f) + 2\ln(a_f) + 2C + 1 - \exp(-a_f) \right], \quad (91) 
\]

3. Numerical examples

To verify the accuracy of the present method, unsteady heat conduction in a circular region with radius \( a \), as shown in Fig. 6, is treated with a boundary temperature given by

\[ T = T_{b0}[1 - \cos(\omega t)]. \quad (92) \]

We assume an initial temperature \( T(0) = 0 \, ^\circ \text{C} \), and \( R \) denotes the distance from the center of the circular region. A two-dimensional state, in which there is no heat flow in the direction perpendicular to the plane of the domain, is assumed. Figure 6 also shows the internal points used for interpolation. A thermal diffusivity of \( \kappa = 16 \, \text{mm}^2/\text{s} \) and a radius of \( a = 10 \, \text{mm} \) are assumed. \( T_{b0} = 10 \, ^\circ \text{C} \) in Eq. (92) and a frequency of \( \omega = \pi / 2 \, \text{rad/s} \) are also assumed. The BEM results at \( R = 0 \) and \( R = 8 \, \text{mm} \) and the exact values are compared in Fig. 7. The exact solution for the temperature distribution is given by (Carslaw, 1938)

\[ T(R, t) = T_{b0}[1 - \text{ber} \frac{\omega}{\kappa} R \text{ber} \frac{\omega}{\kappa} a + \text{bei} \frac{\omega}{\kappa} R \text{bei} \frac{\omega}{\kappa} a \cos \omega t \]

\[ - \text{ber}^2 \frac{\omega}{\kappa} a + \text{bei}^2 \frac{\omega}{\kappa} a \]
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\[ T = T_0 [1 - \cos(\omega t)] \]

Fig. 6. Circular region with temperature change at the boundary.

\[ \begin{align*}
T &= \sum_{\alpha = 1}^{\infty} \left[ J_0(\alpha R) \alpha \sin(\alpha \omega t) \right] \\
&\quad + \sum_{\alpha = 1}^{\infty} \left[ J_0(\alpha R) \alpha \sin(\alpha \omega t) \right] \\
&\quad + \frac{\beta^2}{\kappa} \sum_{\alpha = 1}^{\infty} \left[ J_0(\alpha R) \alpha \sin(\alpha \omega t) \right]
\end{align*} \]

where \( ber() \) and \( bei() \) are Kelvin functions, and \( \alpha_s (s = 1, 2, \ldots) \) are the roots of \( J_0(\alpha a) = 0 \).

Constant elements are used for boundary and time interpolation.

Fig. 7. Temperature history in circular region.
Appendix A (3D)

The higher-order functions for 3D unsteady heat conduction are

\[ T_2^* (p,q,t,t) = \frac{1}{2\pi^{3/2} \tau} \{ -\gamma(1.5, a) + a^{1/2} [1 - \exp(-a)] \} = \frac{-1}{2\pi^{3/2} \tau} \gamma(0.5, a) \]  \hspace{1cm} (A-1)

\[ \frac{\partial T_2^* (p,q,t,t)}{\partial \tau} = \frac{1}{2\pi^{3/2} \tau} \gamma(1.5, a) \frac{\partial \tau}{\partial \tau} \]  \hspace{1cm} (A-2)

\[ T_3^* = \frac{r}{12\pi^{3/2}} \{ -3\gamma(1.5, a) + 6a^{-1/2} \gamma(2, a) - 3a^{-1} \gamma(2.5, a) + a^{1/2} + 3\gamma(1.5, a) \} a^{-1/2} [1 - \exp(-a)] \]

\[ = \frac{r}{4\pi^{3/2}} \{ -\gamma(0.5, a) + 2\gamma(1.5, a) \} - 2a^{-1/2} [1 - \exp(-a)] \]  \hspace{1cm} (A-3)

\[ \frac{\partial T_3^*}{\partial \tau} = \frac{1}{4\pi^{3/2}} \gamma(0.5, a) - \gamma(1.5, a) \frac{\partial \tau}{\partial \tau} \]  \hspace{1cm} (A-4)

where \( \gamma(.) \) is an incomplete gamma function of the first kind (Abramowitz, 1970) and \( r_{ij} = \partial \tau / \partial x_i \). Using Eqs. (44) and (A-3), the polyharmonic function with a surface distribution is obtained as follows:

\[ T_{3b} = \frac{2\Lambda k(t)^{3/2}}{3\pi^{1/2} r} \{ -2u_2^{3/2} \gamma(1.5, u_2) + 2u_3^{3/2} \gamma(1.5, u_3) - 2\gamma(3, u_2) - 2\gamma(3, u_3) + 2u_2 \gamma(2, u_2) - 2u_3 \gamma(2, u_3) - 6u_2 \gamma(2.5, u_2) + 6u_3 \gamma(2.5, u_3) + u_2^2 - u_3^2 \}

\[ + 6u_2^{1/2} \gamma(1.5, u_2) - 6u_3^{1/2} \gamma(1.5, u_3) - 6\gamma(2, u_2) + 6\gamma(2, u_3) - 3u_2 + 3u_3 - 3\exp(-u_2) + 3\exp(-u_3) \]  \hspace{1cm} (A-5)

where

\[ u_1 = \frac{(r - A)^2}{4\kappa(t - r)} \]  \hspace{1cm} (A-6)

\[ u_2 = \frac{(r + A)^2}{4\kappa(t - r)} \]  \hspace{1cm} (A-7)

The time integral of Eq. (62) can be obtained as follows:

\[ \int_{t_f}^{t_i} T_2^* (p,q,t,t) dt = \frac{1}{4\kappa \pi^{3/2} \Gamma(0.5, a_f)} \]  \hspace{1cm} (A-8)

\[ \int_{t_f}^{t_i} \frac{\partial T_2^* (p,q,t,t)}{\partial \tau} dt = \frac{1}{2\kappa \pi^{3/2} \tau^2 \Gamma(1.5, a_f)} \]  \hspace{1cm} (A-9)

\[ \int_{t_f}^{t_i} T_2^* (p,q,t,t) dt = \frac{r}{8\kappa \pi^{3/2} \Gamma(0.5, a_f)} \frac{1}{a_f} - \Gamma(0.5, a_f) + \frac{2}{a_f^{1/2}} - \Gamma(-0.5, a_f) \]
\[ \frac{\partial T^*_f(p,q,t,r)}{\partial t} = \frac{1}{2\pi^2} \exp(-a_f \bar{r} \bar{r}) \frac{\partial}{\partial \bar{r}} \left( \frac{1}{\bar{r}} \right) \quad (A-17) \]
The time integrals of Eqs. (A-18), (A-20) and (A-22) can be obtained as follows:

\[
\mathcal{B}_{tt} = \frac{2a(kt)^{1/2}}{3\pi^{1/2}r} \frac{\partial}{\partial t} \int_{t}^{t'} d\tau \int \left[ \gamma \left( \frac{3}{2}, a_f \right) n_{i} n_{j} n_{\text{f}} \right] \exp \left( \frac{1}{2} a_f \right)
\]

\[
\mathcal{B}_{tt} = \frac{1}{2k\pi^{1/2}r} \left[ \gamma \left( \frac{3}{2}, a_f \right) n_{i} n_{j} n_{\text{f}} \right] \exp \left( \frac{1}{2} a_f \right)
\]

\[
\mathcal{B}_{tt} = \frac{1}{8\pi^{1/2}} \left[ \gamma \left( \frac{3}{2}, a_f \right) n_{i} n_{j} n_{\text{f}} \right] \exp \left( \frac{1}{2} a_f \right)
\]

The time integrals of Eqs. (A-18), (A-20) and (A-22) can be obtained as follows:

\[
\int_{t}^{t'} \frac{\partial}{\partial t} \frac{\partial T_{i}}{\partial x_{i}} d\tau = \frac{1}{16\pi^{1/2}[k(t-\tau)]^{3/2}} \left\{ \gamma \left( \frac{3}{2}, a_f \right) n_{i} n_{j} n_{\text{f}} \right\} \exp \left( \frac{1}{2} a_f \right)
\]
Appendix B (1D)

The functions for 1D unsteady heat conduction are

\[ T_2^*(p,q,t,r) = \frac{r}{2\pi^{1/2}} \left[ \gamma(a,0.5) + a^{1/2} \exp(-a) \right] \]  
\[ \frac{\partial T_2^*(p,q,t,r)}{\partial t} = \frac{1}{2\pi^{1/2}} \gamma(0.5,a) \frac{\partial r}{\partial t} \]  
\[ T_3^*(p,q,t,r) = \frac{r^3}{12\pi^{1/2}} \left[ (a + 1.5)\gamma(0.5,a) + a^{-1/2} \exp(-a) + 2a^{-3/2} + a^{-5/2} \exp(-a) \right] \]

where \( \gamma(.) \) is an incomplete gamma function of the first kind (Abramowitz, 1970). The time integral of Eqs. (49) and (B-1)-(B-4) can be obtained as follows:

\[ \int_{t_1}^{t_f} T_1(p,q,t,r) dt = -\frac{r}{2\kappa\pi^{1/2}} \left[ \Gamma(0.5,a_f) + \frac{1 - \exp(-a_f)}{4^{1/2}a_f^{0.5}} \right] \]  
\[ \int_{t_1}^{t_f} \frac{\partial T_1^*(p,q,t,r)}{\partial t} dt = \frac{-\partial r}{\partial t} \frac{1}{2\kappa\pi^{1/2}} \Gamma(0.5,a_f) \]  
\[ \int_{t_1}^{t_f} T_2(p,q,t,r) dt = \frac{r^3}{8\kappa\pi^{1/2}} \left\{ \frac{1}{a_f} \gamma(0.5,a_f) - \frac{2}{3} \Gamma(0.5,a_f) + \frac{2}{3} \left( \frac{a_f^{1/2} + a_f^{3/2}}{a_f^{2/3}} \right) \exp(-a_f) \right\} \]  
\[ \int_{t_1}^{t_f} \frac{\partial T_2^*(p,q,t,r)}{\partial t} dt = \frac{\partial r}{\partial t} \frac{r^2}{8\kappa\pi^{1/2}} \left\{ \frac{1}{a_f} \gamma(0.5,a_f) - 2\Gamma(0.5,a_f) - \frac{1}{4^{1/2}} \exp(-a_f) \right\} \]  
\[ \int_{t_1}^{t_f} T_3(p,q,t,r) dt = \frac{r^5}{2880\kappa\pi^{1/2}} \left\{ \frac{3}{a_f^2} + \frac{4}{a_f^{2/3}} \gamma(0.5,a_f) - 12\Gamma(0.5,a_f) \right\} \]  
\[ + 12 \gamma(0.5,a_f) + 6 \left( \frac{a_f^{1/2} + a_f^{3/2}}{a_f^{2/3}} \right) \exp(-a_f) + \frac{48}{a_f^{5/2}} \exp(-a_f) \]  
\[ \int_{t_1}^{t_f} \frac{\partial T_3^*(p,q,t,r)}{\partial t} dt = \frac{\partial r}{\partial t} \frac{r^4}{16\kappa\pi^{1/2}} \left\{ \frac{1}{a_f} - \frac{1}{2a_f^{1/2}} \gamma(0.5,a_f) + \frac{1}{3} \Gamma(0.5,a_f) - \frac{\exp(-a_f)}{3a_f^{1/2}} + \frac{2}{3a_f^{3/2}} \right\} \]
where

\[ a_f = \frac{r^2}{4\kappa(t_f - t_j)}. \]  

(B-11)

**Appendix C (Linear time interpolation)**

The time integrals of Eq. (62) using linear time interpolation in the two-dimensional case can be obtained as follows:

\[ \int_{t_{j-1}}^{t_j} (t - t_{j-1})T_1' \, dt = -\frac{1}{4\pi\kappa} \left[ \frac{r^2}{4\kappa} \left\{ \frac{\exp(a_{f-1})}{a_{f-1}} - \frac{\exp(a_f)}{a_f} \right\} - \left\{ (t_f - t_j) + \frac{r^2}{4\kappa} \right\} \left\{ E_1(a_{f-1}) - E_1(a_f) \right\} \right] \]  

(C-1)

\[ \int_{t_{j-1}}^{t_j} (t - t_{j-1})T_1 \, dt = -\frac{1}{4\pi\kappa} \left\{ \frac{r^2}{4\kappa} \left\{ \frac{\exp(a_{f-1})}{a_{f-1}} - \frac{\exp(a_f)}{a_f} \right\} - \left\{ (t_f - t_j) + \frac{r^2}{4\kappa} \right\} \left\{ E_1(a_{f-1}) - E_1(a_f) \right\} \right\} \]  

(C-2)

\[ \int_{t_{j-1}}^{t_j} (t - t_{j-1})T_1' \, dt = \frac{1}{2\pi\kappa} \left\{ \left( t_f - t_j \right) \frac{1}{R^2} \left[ \exp(-a_{f-1}) - \exp(-a_f) \right] - \frac{1}{4\kappa} \left\{ E_1(a_{f-1}) - E_1(a_f) \right\} \right\} \]  

(C-3)

\[ \int_{t_{j-1}}^{t_j} (t - t_{j-1}) \frac{\partial T_1'}{\partial n} \, dt = \frac{1}{2\pi\kappa} \left\{ \left( t_f - t_j \right) \frac{1}{R^2} \left[ \exp(-a_{f-1}) - \exp(-a_f) \right] - \frac{1}{4\kappa} \left\{ E_1(a_{f-1}) - E_1(a_f) \right\} \right\} \]  

(C-4)

\[ \int_{t_{j-1}}^{t_j} (t - t_{j-1})T_2(p,q,t,\tau) \, dt = \frac{r^2}{256\pi} \left[ 16(t_f - t_j) \left\{ E_1(a_f) + \frac{E_1(a_f) + \ln(a_f) + C + 1 - \exp(-a_f)}{a_f} \right\} \right. \]  

- \frac{r^2}{\kappa} \left\{ E_1(a_f) - \frac{1 - \exp(-a_f)}{a_f} - 2E_1(a_f) + 2\ln(a_f) + 2C + 1 - \exp(-a_f) + a_f \right\} \]  

\[ \left. + \frac{r^2}{\kappa} \left\{ E_1(a_{f-1}) - \frac{1 - \exp(-a_{f-1})}{a_{f-1}} - 2E_1(a_{f-1}) + 2\ln(a_{f-1}) + 2C + 1 - \exp(-a_{f-1}) + a_{f-1} \right\} \right\} \]  

(C-5)

\[ \int_{t_{j-1}}^{t_j} (t - t_{j-1})T_2(p,q,t,\tau) \, dt = \frac{r^2}{256\pi} \left[ 16(t_f - t_j) \left\{ E_1(a_f) + \frac{E_1(a_f) + \ln(a_f) + C + 1 - \exp(-a_f)}{a_f} \right\} \right. \]  

- \frac{r^2}{\kappa} \left\{ E_1(a_f) - \frac{1 - \exp(-a_f)}{a_f} - 2E_1(a_f) + 2\ln(a_f) + 2C + 1 - \exp(-a_f) + a_f \right\} \]  

\[ \left. + \frac{r^2}{\kappa} \left\{ E_1(a_{f-1}) - \frac{1 - \exp(-a_{f-1})}{a_{f-1}} - 2E_1(a_{f-1}) + 2\ln(a_{f-1}) + 2C + 1 - \exp(-a_{f-1}) + a_{f-1} \right\} \right\} \]  
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\[ \int_{r/c}^{r_f} \frac{\partial^2 T_2}{\partial t^2} \, dr = \frac{r}{8\kappa \pi} \int_{t_f}^{r_f} \left[ E_1(a_{f-1}) + \frac{1 - \exp(-a_{f-1})}{a_{f-1}} - \frac{2E_1(a_{f-1}) + 2\ln(a_{f-1}) + 2C + 1 - \exp(-a_{f-1}) + a_{f-1}}{a_{f-1}^2} \right] \]  

\[ \left( C-6 \right) \]

\[ \int_{r/c}^{r_f} (t_f - r) T'_3(p,q,t,r) \, dr = \frac{r^4}{9216\kappa \pi} \int_{t_f}^{r_f} \left\{ E_1(a_f) + \frac{1}{a_f^2} \left[ 4E_1(a_f) + 4\ln(a_f) + 4C - \exp(-a_f) + 1 \right] \right. \]  

\[ + \frac{2E_1(a_f) + 2\ln(a_f) + 2C - 3\exp(-a_f) + 3 - 5a_f}{a_f^2} \]  

\[ \left. - \frac{E_1(a_{f-1}) + 1}{a_{f-1}^2} \left[ 4E_1(a_{f-1}) + 4\ln(a_{f-1}) + 4C + 1 - \exp(-a_{f-1}) \right] \right\} \]  

\[ \left( C-7 \right) \]

\[ \int_{r/c}^{r_f} \left\{ E_1(a_f) - \frac{9 - \exp(-a_f)}{a_f^2} + \frac{18E_1(a_f) + 18\ln(a_f) + 18C + 9a_f - \exp(-a_f) - 27}{a_f^2} \right. \]  

\[ + \frac{12E_1(a_f) + 12\ln(a_f) + 12C + 16 - 16\exp(-a_f)}{a_f^2} \]  

\[ \left. \right\} \]  

\[ \left( C-8 \right) \]
\[
\int_{t_f}^{t_f-1} \left( -\frac{\partial T_n}{\partial n} \right) \, d\tau = \frac{r^5}{1536\pi^2} \frac{\partial T_n}{\partial n} \left[ -E_1(a_{f-1}) + \frac{\exp(-a_{f-1})}{a_{f-1}} + 6 \frac{E_1(a_{f-1}) + \ln(a_{f-1}) + C}{a_{f-1}^2} \right.
\]
\[
+ \frac{1 - \exp(-a_{f-1})}{a_{f-1}} + 4 \frac{1 - \exp(-a_{f-1}) - a_{f-1}}{a_{f-1}^2} \right]
\]
\[
- \frac{24\kappa(t_f - t_f)}{r^2} \left[ E_1(a_{f-1}) + 2 \frac{E_1(a_f) + \ln(a_f) + C}{a_f^2} + \frac{1 - \exp(-a_f) - a_f}{a_f^2} \right]
\]
\[
+ \frac{24\kappa(t_f - t_f)}{r^2} \left[ E_1(a_f) + 2 \frac{E_1(a_f) + \ln(a_f) + C}{a_f^2} + \frac{1 - \exp(-a_f) - a_f}{a_f^2} \right].
\] (C-9)

4. References


The content of this book covers several up-to-date approaches in the heat conduction theory such as inverse heat conduction problems, non-linear and non-classic heat conduction equations, coupled thermal and electromagnetic or mechanical effects and numerical methods for solving heat conduction equations as well. The book is comprised of 14 chapters divided into four sections. In the first section inverse heat conduction problems are discuss. The first two chapters of the second section are devoted to construction of analytical solutions of nonlinear heat conduction problems. In the last two chapters of this section wavelike solutions are attained. The third section is devoted to combined effects of heat conduction and electromagnetic interactions in plasmas or in pyroelectric material elastic deformations and hydrodynamics. Two chapters in the last section are dedicated to numerical methods for solving heat conduction problems.
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