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1. Introduction

In the context of biomedical imaging analysis and computer-assisted diagnosis, segmentation analysis is an intense field of research and development. The most difficult part of medical image analysis is the automated localization and delineation of structures of interest. Automated data evaluation is one way of enhancing the clinical utility of measurements. In particular, medical image segmentation extracts meaningful information and facilitate the display of this information in a clinically relevant way. A crucial role for automated information extraction in medical imaging usually involves the segmentation of regions of the image in order to quantify volumes and areas of interest of biological tissues for further diagnosis and localization of pathologies.

Optical coherence tomography (OCT) is a powerful imaging modality used to image various aspects of biological tissues, such as structural information, blood flow, elastic parameters, change of polarization states and molecular content (Huang et al., 1991). OCT uses the principle of low coherence interferometry to generate two or three dimensional imaging of biological samples by obtaining high-resolution cross-sectional backscattering profiles. A variety of successful algorithms for computer-aided diagnosis by means of OCT image analysis are presented in the literature, but robust use in clinical practice is still a major challenge for ongoing research in OCT image analysis. There are, therefore, efforts being made to improve clinical decision making based on automated analysis of OCT data. Particularly, in ophthalmology, efforts have been made to characterize clinically important features, such as damage to the fovea and optic nerve, automatically.

The transfer of image analysis models from algorithmic development into clinical application is currently the major bottleneck due to the complexity of the overall process. For example, the process to establish an application for OCT medical image analysis requires difficult and complex tasks that should considers the following actions: 1) to define the OCT image data structures representing relevant biomedical features and the algorithms determining a valid example for given image values, 2) to select meaningful values for all technical parameters of the image data structures and algorithms and, as a result, to configure such a method to operate on specific OCT clinical data, 3) to run the algorithm with the selected parameters to find the individual model instance that best explains the input image and 4) to validate the procedure to ensure a trustworthy result from an automated segmentation algorithm even if a gold standard is unavailable.
This chapter is intended to give a broad, but by no means complete, overview over common segmentation methods encountered in OCT retinal image processing. To do this, some algorithms that are representative for each class in some detail are described. In addition an understanding of the original derivation and motivation of each algorithm is provided, instead of merely stating how each method functions. This is of high importance in order to get an idea where and under what circumstances a method can function and when one can expect an algorithm to fail. To briefly motivate why one should consider different segmentation algorithms, consider the example of a 2D OCT image in Fig. 1. Simple thresholding can be used to mark the locations of the inner and outer boundaries of the retina in this OCT image. But some boundary sections are not properly identified due to poor contrast or low resolution, making it impossible to identify the exact extent of the retina in this image (see Fig. 1A). Since these boundaries are found by a threshold procedure, their estimated locations could be sensitive to relative differences in reflectance between the outer and deeper retinal structures. By choosing a different segmentation algorithm (see Fig. 1B), identification of the retinal boundaries can be improved (Cabrera Fernández et al., 2005b). All segmentation methods that have been proposed in the literature aim at improving retinal image segmentation in this or other aspects. The causes for problems such as the ones in Fig. 1 can by manifold, many times being inherent to the respective image acquisition method itself.

Fig. 1. Segmentation results showing the performance of the Stratus OCT custom built-in algorithm compared to the results using a custom algorithm. A) Macular scan obtained from a healthy eye. Note the misidentification of the outer boundary of the retina outlined in white. B) Results obtained for the same eye using a custom algorithm. Note that the custom algorithm was able to correctly detect the outer boundary of the retina.

The chapter is organized as follows. The next section continues with an outline of current retinal imaging modalities. Section 3 explains the physical principles and technical details of how OCT works. The interpretation of the OCT image along with the current and future technology development of OCT systems is also presented in this section. Section 4 provides the necessary background about medical image segmentation approaches. A review of algorithms for segmentation of retinal image data using OCT is presented in Section 5. All
published (within the author's awareness) papers related to retinal image segmentation are gathered into this single compilation. Section 6 offers some concluding remarks.

2. Current retinal imaging modalities

Millions of people worldwide live with retinal disease and the accompanying threat of severe vision loss or blindness. During the last few years, the retinal research field has undergone a dramatic change in terms of diagnostic tools and therapies that have resulted in substantial benefits for patients suffering from retinal disease. Traditionally the retina has been observed either directly via an ophthalmoscope or similar optical devices such as the fundus camera. The field of opthalmology was revolutionized in 1851 with the invention of the ophthalmoscope by Hermann von Helmholtz (von Helmholtz, 1851) as for the first time detailed examinations of the interior of the eye could be made in living patients. The ophthalmoscope and later the fundus camera remained the primary methods of ocular examination into the 1960’s, and they are standard tools still effective and in use today, although they are not without limitations, and both require trained users to operate and make diagnoses.

With advances in medical technology, more powerful techniques were introduced. In 1961 fluorescein angiography was developed by Novotry and Alvis, a procedure in which sodium fluorescein is injected into a vein, and under filtered light the sodium fluorescein within the blood fluoresces, glowing brightly and providing easily observed patterns of blood flow within the eye (Novotny & Alvis, 1961). This allows the arteries, capillaries and veins to be easily identified and photographed, and from this, large amounts of information concerning the health or otherwise of the circulatory system can be determined. During the 1990’s the indocyanine green dye angiography technique was developed; similarly to the fluorescein angiography a dye is injected into the bloodstream, however the indocyanine green dye glows in the infra-red section of the spectrum. The indocyanine green dye approach only came into widespread use when digital cameras sensitive into the infra-red became commonly available, and however the indocyanine green dye glows in the infra-red section of the spectrum. The indocyanine green dye approach only came into widespread use when digital cameras sensitive into the infra-red became commonly available, and it complements fluorescein angiography by highlighting different aspects of the vasculature of the eye. In particular it enhances the structure of the choroid, which is the layer of blood vessels beneath the retina. These two techniques can be used together to gain a more thorough understanding of the structure and pathologies affecting an eye. They can illustrate patterns of blood flow, haemorrhaging and obstructions within the vascular system, but, like the ophthalmoscope, both require trained medical staff to perform the procedure, and a clinical environment where the images can be taken and analyzed. In addition to these methods for observing the vasculature of the eye there are a range of other, more advanced, methods of mapping structures and changes within the eye, including ultrasound, OCT and laser-based blood flowmeters in development and in use. All of these can be used to scan the eye and make observations and diagnoses on the eye and circulatory system. Specifically, the introduction of OCT imaging in daily routine have resulted in some of the central changes to retinal disease understanding and management. Figure 2 shows the operational range of the OCT technology compared to standard imaging.

OCT is a rapidly emerging medical imaging technology that has applications in many clinical specialties. OCT uses retoreflected light to provide micron-resolution, cross-sectional scans of biological tissues (Hee et al., 1995; Huang et al., 1991; Izatt et al., 1994a).
The first micron-resolution OCT system for imaging human retina in vivo was introduced in 1991 (Huang et al., 1991). In ophthalmology; OCT is a powerful medical imaging technology because it enables visualization of the cross-sectional structure of the retina and anterior eye with higher resolutions than any other non-invasive imaging modality (Huang et al., 1991). The depth resolution of OCT is extremely fine, typically on the order of 0.01mm or 0.4 thousandth of an inch. An OCT image represents a cross-sectional, micron scale picture of the optical reflectance properties of the tissue (Huang et al., 1991). This image can either be used to qualitatively assess tissue features and pathologies or to objectively make quantitative measurements.

While this is just a brief introduction to some of the diagnostic tools available to obtain retinal images, to draw diagnoses from these images requires specialist training, and to adequately extract and track the retinal damage from the images often takes extensive image processing and analysis. Once automatic image analysis is possible, those at risk of numerous diseases and problems of the retinal tissue can be rapidly identified and referred for further treatment. The development of this methodology would also allow automated tracking of the progress of such health problems as diabetic retinopathy, and track changes in the eyes as the subject ages. This would have numerous health benefits, including providing an early prediction of retinal diseases.

3. Optical coherence tomography background

The clinical potential of OCT technology in ophthalmology was originally recognized in the early 1990s. OCT is an extension of optical coherence domain reflectometry to imaging in two or three dimensions (Brezinski et al., 1996). This imaging technique generates a cross-sectional image by recording axial reflectance profiles while the transverse position of the optical beam on the sample is scanned. Thus, the longitudinal location of tissue structures are determined by measuring the time-of-flight delays of light backscattered from these structures. The optical delays are measured by low coherence interferometry. Light reflected from deeper layers has a longer propagation delay than light reflected from more superficial layers. Conventional or time domain OCT (TDOCT) is based on the principle of low coherence interferometry which is a powerful tool to section a transparent object. Low coherence
means that the system employs a wide range of wavelengths. The most straightforward and currently the most common interferometer for OCT is a simple Michelson interferometer (see Fig 3) (Michelson & Morley, 1887). A low-coherence source illuminates the interferometer. The light is split by a 50/50 beamsplitter into a sample and a reference path. Light retroreflected from the reference and the sample is recomposed at the beamsplitter and half is collected by a photodetector in the detection arm of the interferometer. Half of the light is returned towards the source, where it is lost. In addition, the reference arm light is typically attenuated by orders of magnitude in order to improve signal to noise ratio.

![Fig. 3. Schematic drawing of the principle of OCT emphasizing how it is essentially a Michelson interferometer. The outgoing light paths are solid lines, while reflected light is drawn as dashes lines.](image)

The axial resolution of an OCT image depends on the coherence length which is a fundamental property of the light source, whereas transverse resolution for OCT imaging is determined by focused spot size, as in microscopy. By rapidly varying the reference arm mirror and synchronously recording the magnitude of the resulting interference signal, a single axial profile or A-scan is obtained which is a graph of the optical reflectivity versus distance in the eye. A sequence of such A-scans is obtained by scanning the probe beam across the entire retina which forms a B-scan tomogram. As a result, a cross-sectional view of the structure similar to a histology section is obtained.

OCT can be used for retinal imaging and anterior segment imaging. The OCT for ophthalmic examination is similar to a slit lamp for anterior segment imaging and a fundus camera for retinal imaging. The instrumentation includes a video display for operator viewing of the anterior segment or fundus while obtaining the OCT images and a simultaneous computer display of the tomograms. Images are stored via computer for the diagnostic record (Puliafito, 1996).

3.1 Interpreting OCT images

The OCT signal from a particular tissue layer is a combination of its reflectivity and the absorption and scattering properties of the overlying tissue layers. Strong reflections occur at the boundaries between two materials of different refractive indices and from a tissue that has a high scattering coefficient along with a disposition to scatter light in the perfectly backward direction (Huang et al., 1991; Puliafito, 1996). Thus, an OCT image is a map of the reflectivity of the sample. In most tissues, main sources of reflection are collagen fiber bundles, cell walls, and cell nuclei. Dark areas on the image represent homogeneous material with low reflectivity, such as air or clear fluids. The imaging light is attenuated in the sample, so there is an
exponential decrease in the intensity of the image with depth. Blood attenuates the signal faster than collagenous tissues, fat and fluids attenuate the signal the least.

In OCT images, the signal strength is represented in false color. High backscatter appears red-orange and low backscatter appears blue-black (see Fig. 4). Thus, tissues with different reflectivity are displayed in different colors. It is important to note that OCT image contrast arises from intrinsic differences in tissue optical properties. Thus, coloring of different structures represents different optical properties in false color image and it is not necessarily different tissue pathology (see Fig. 4). The exact relationship between the histology of the tissue and the OCT map is still under investigation. Relative high reflectivity layers correspond to areas of horizontal retinal elements such as the nerve fiber layer at the retinal surface or deeper plexiform layers and a single layer of retinal pigment epithelium (RPE) and choroid. Relative low reflectivity layers correspond to the nuclear layers and a single layer of photoreceptor inner and outer segments. Warm colors (red to white) represent areas of relative high reflectivity, while cold colors (blue to black) represent areas of relative low reflectivity.

In the retina, the vitreoretinal interface is demarcated by the reflections from the surface of the retina. The retinal pigment epithelium (RPE) and choriocapillaris layer (ChCap) is visualized as a highly reflective red layer and represents the posterior boundary of the retina. Below the choriocapillaris weakly scattered light returns from the choroid and sclera because of attenuation of the signal after passing through the neurosensory retina, RPE, and ChCap. The outer segments of the rods and cones appear as a dark layer of minimal reflectivity anterior to the RPE and ChCap. The intermediate layers of the retina exhibit moderate backscattering (see Fig. 4). The fovea appears as a characteristic thinning of the retina. The lateral displacement of the retina anterior to the photoreceptors is evident (see Fig. 4).

Fig. 4. OCT image of the normal human macula. (A) Stratus OCT image showing the various cellular layers of the retina. (B) Comparison of the OCT image (same as shown in A) to a histologic micrograph of the normal human macula.
3.2 Quantitative measurements of retinal morphology

OCT can aid in identifying, monitoring and quantitatively assessing various posterior segment conditions including macular edema, age-and-non-age related macular degeneration, full and partial-thickness macular hole, epiretinal membrane, intaretinal exudate, idiopathic central serous chorioretinopathy, RPE detachment, detachment of the neurosensory retina, and macular lesions associated with optic nerve head pits or glaucoma.

Figure 5 shows exemplary images of two of the above cited pathological cases obtained with a RTVue FD-OCT system (Optovue Inc., Freemonth, CA).

Fig. 5. OCT images showing two OCT B-scans (6 mm length) from pathological retinas. A) Macular hole, B) Epiretinal membrane.

As a matter of fact, OCT can demonstrate the presence of edema where it is not seen on biomicroscopy or angiographically. A very important feature of the OCT system is that it provides information on the retinal structures. For example, the location of fluid accumulation in relation to the different retinal layers may be determined and the response to treatment without the need to perform invasive studies such as fluorescein angiography may be objectively monitored. At the same time it may be possible to explain why some patients respond to treatment while others do not. OCT has significant potential both as a diagnostic tool and particularly as a way to monitor objectively subtle retinal changes induced by therapeutic interventions. Thus, OCT may become a valuable tool in determining the minimum maintenance dose of a certain drug in the treatment of retinal diseases, and may demonstrate retinal changes that explain the recovery in some patients without angiographically demonstrable improvement and lack of recovery in others.

In the clinical routine, measurement of retinal thickness by the OCT software depends on the identification of the internal limiting membrane and the hyper-reflective band believed to correspond to the retinal pigment epithelium – choriocapillaris interface (or, more precisely, the photoreceptor inner-outer segment border in the case of third generation OCTs). The OCT software algorithms calculates the distance between these 2 boundaries across all of the sampled points and interpolates the retinal thickness in the unsampled areas between these lines. However, once the various layers can be identified and correlated with the histological structure of the retina, it may seem relevant to measure not only the entire thickness of the retina, but the thickness of the various cellular layers. Moreover, measuring the reflectance of the various retinal layers on OCT images may also be of interest. Drexler et al. have shown in in vitro and in vivo (Bizheva et al., 2006; Hermann et al., 2006) studies that physiological processes of the retina lead to optical density changes that can be observed by a special M-mode OCT imaging, known as optophysiology. Thus, it also seems rational that quantitative analysis of reflectance changes may provide clinically relevant information in retinal patophysiology.
3.3 Recent developments in OCT technology

The emergence of ultrabroad bandwidth femtosecond laser technology has allowed the development of an ultra-high resolution OCT, which has been demonstrated to achieve axial resolutions of 3 µm during in vivo imaging of the human retina, which is two orders of magnitude higher than what can be achieved by conventional ultrasound imaging. Figure 6 shows the ultrahigh resolution OCT cross section of a normal human macula showing all of the major layers and internal structures of the retina. The ultrahigh resolution OCT will in effect be a microscope capable of revealing certain histopathological aspects of macular disease in the living eye.

As it was previously explained, in the conventional or time domain OCT (TDOCT) system the length of the reference arm in an interferometer is rapidly scanned over a distance corresponding to the imaging depth range. The mechanism of scanning largely limits the acquisition speed and makes real-time imaging impossible. In recent years a new model OCT based on Fourier domain interferometry has emerged, and it has been called spectral domain OCT (SDOCT) or Fourier domain OCT (FDOCT) (Fercher et al., 1995; Fercher et al., 2003; Hausler & Lindner, 1998). SDOCT can avoid scanning of the reference, thus it can reach very high acquisition speed. As a matter of fact, in time domain OCT the location of scatters in the sample is observed by generation of interferometric fringes at the detector as the reference reflector position is axially translated. In contrast, Fourier domain OCT required the reference arm to be held fixed, and the optical path length difference between sample and reference reflections is encoded by the frequency of the interferometric fringes as a function of the source spectrum. Two configurations have prevailed in Fourier domain systems: spectral domain (SD) OCT uses a grating to spatially disperse the spectrum across an array-type detector, and in swept source (SS) OCT a narrow band laser is swept across a broad spectrum, encoding the spectrum as a function of time. SDOCT offers a significant sensitivity advantage over TDOCT (Choma et al., 2003; de Boer et al., 2003, Leitgeb et al., 2003; Mitsui, 1999).

![Fig. 6. Ultrahigh resolution OCT cross section of a normal human macula with 3 microns resolution (Courtesy "James Fujimoto," (Fujimoto et al., 2003)).](image)

New technology has also been developed to improve resolution in the transverse dimension. In the current commercial application of OCT, the transverse resolution is limited by the intrinsic ocular aberrations of the eye. The transverse resolution can be significantly improved by correcting the aberrations across a large pupil using adaptive optics (AO). A high axial (3 µm) and improved transverse (5–10 µm) resolution AO-OCT system was demonstrated for the first time in in vivo retinal imaging (Hermann et al., 2004).
The instrument uses a wavefront sensor that measures the aberrations in patient’s eyes and then adjusts the surface of an adaptive mirror to correct the visual flaws. An improvement of the transverse resolution of two to three times, compared with ultrahigh resolution OCT systems used so far, was obtained by using adaptive optics. A significant signal-to-noise ratio improvement of up to 9 dB in corrected compared with uncorrected OCT tomograms was also achieved. Zawadzki et al. also demonstrated the ability to image microscopic blood vessels and the cone photoreceptor mosaic using an AO-OCT instrument with high 3D resolution (4x4x6 μm) (Zawadzki et al., 2005). AO-OCT is currently the only option for studying living retinal tissue at the cellular level and clinical trials of the instrument are still being performed.

Another limitation of OCT technology has been the difficulty in accurately localizing the cross-sectional images and correlating them with a conventional en face view of the fundus. One way to localize and visually interpret the images would be to integrate a scanning laser ophthalmoscope (SLO) into the OCT, thereby mapping OCT pixels to the conventional en face view of the SLO. This rationale was used by Ophthalmic Technologies Inc (Toronto, Canada) to develop the Spectral OCT-SLO in 2004 (Podoleahau et al., 2004). The system simultaneously produces SLO and OCT images that are created through the same optical path, and therefore correspond pixel to pixel. OCT-SLO, offers multiple views from a single scan with perfect registration of images. OCT-SLO imaging offers very accurate localization of pathology with enhancement of the vitreoretinal interface. Its ability to align serial topographies and to fuse other modalities, with real-time, ultrahigh resolution capability and multi-planar anterior segment imaging should make it an invaluable addition to the diagnostic arsenal of the vitreoretinal surgeon.

A number of other instruments have also been built based on variations of the basic OCT system. For instance, polarization-sensitive optical coherence tomography (PS-OCT) uses polarization-altering optics in the arms of the interferometer to determine the sample birefringence from the magnitude of the back-reflected light (de Boer et al., 1997; de Boer et al., 2003). This instrument can be used to assess effects such as retinal nerve fiber layer thickness (Cense et al., 2002), early osteoarthritic changes in cartilage (Hermann et al., 1999) or burn depth in thermally damaged tissue (de Boer et al., 1998). Optical coherence microscopy (OCM) is a hybrid instrument that uses a system of high numerical aperture to achieve resolutions comparable to confocal microscopy but with increased depth of penetration (Izatt et al., 1994b). This instrument has been applied to gastrointestinal tissues and promises to enable endoscopically based cellular imaging (Izatt et al., 1996; Aguirre et al., 2003). Doppler optical coherence tomography (Doppler OCT) is an augmentation capable of simultaneous blood flow mapping and spatially resolved imaging (Chen et al., 1997; Izatt et al., 1997; Westphal et al., 2002; Wong et al., 2002; Yazdanfar et al., 2003; Zhao et al., 2000; Ding et al., 2002; Ren et al., 2002). Doppler flow measurements can be performed by measuring the Doppler shift of light scattered from blood. Doppler OCT has been used to explore the human retinal flow dynamics (Yazdanfar et al., 2003); and it is a promising imaging technology for quantitatively assessing capillarity density and angiogenesis (Fujimoto et al., 2003).

Functional OCT imaging is another emerging modality that facilitates the assessment of functional or biochemical properties of the investigated tissue. Spectroscopic OCT imaging using broadband light sources enables the spectrum of the backscattered light from each pixel to be measured (Morgner et al., 2000). This extension of OCT is closely related to classical Fourier transform infrared spectroscopy and has the advantage that the
spectroscopic information can be acquired at multiple wavelengths across the available bandwidth of the light source in a single measurement (Boppart et al., 1999). The potential of Spectroscopic OCT in developmental and cellular biology is really promising. As it can be seen, a wide range of OCT imaging platforms with rapidly emerging applications spanning a range of fields has been developed. The rapid advances in OCT imaging are likely to alter the practice of ophthalmology dramatically in the next several years. Increased resolution and imaging speeds, wavefront correction, improved multiple functionality of the OCT systems; and the possibility of quantitative 3D modeling are just a few of the features to look for in the future. Further advances may transform the OCT from an ancillary procedure to a common and necessary “optical biopsy”. Indeed, future ophthalmologists will use the next generation of OCT devices as a broad based tool for comprehensive ophthalmic examinations; and may even diagnose macular disorders exclusively by digital imaging, without a funduscopic examination.

4. Medical image segmentation approaches

Imaging operations may be broadly classified according to four categories: preprocessing, visualization, manipulation and analysis. Segmentation is a common used operation in preprocessing approaches and an essential operation for most visualization, manipulation and analysis tasks in image processing (see Fig. 7). Segmentation is, therefore, the most critical among all imaging procedures, and also the most challenging.

Segmentation purpose is to identify and delineate objects. Here, an object refers to any physical object such as an anatomical organ or a pathological entity such as a tumor or cyst (see Fig. 8). Segmentation is defined as the partitioning of an image into non-overlapping, component regions which are homogeneous with respect to some characteristic such as intensity or texture (Haralick et al., 1985; Gonzalez & Woods, 1992; Pal & Pal, 1993). Typically, image segmentation consist of two related tasks: recognition and delineation. Recognition consists of determining approximately the objects' location in the image. For example, in Figure 9, this task involves determining the location of the RNFL, GCL, IPL, etc. This does not involve the precise specification of the region occupied by the object. Delineation involves determining the objects' precise spatial extent and composition including gradation of intensities. In Figure 9 again, if retinal tissue is the object structure of interest, then delineation consists of the spatial extent of the RNFL and GCL separately, and for each element (i.e. pixels for 2D and voxels for 3D) in each object, specifying a characteristic value of the object (for example, RNFL thickness or volume). Once the objects are defined separately, the RNFL and GCL can be individually visualized, manipulated and analyzed. While automatic and human-assisted are the only two approaches for recognition tasks, numerous methods are available for delineation. Approaches to delineation can be classified as: 1) boundary-based and 2) region-based (Kim & Hori, 2000). Numerous approaches regarding image segmentation techniques are available in the literature. Some of these techniques use only the gray level histogram, some use spatial details while others use fuzzy set theoretic approaches. Most of these techniques are not suitable for noisy environments. In particular, segmentation approaches can be classified according to the methodology used in the segmentation strategy (see Fig. 10):

1. **Classical segmentation methods**: These approaches classically partition an image into non-overlapping segments which are homogeneous with respect to some characteristic such as intensity or texture (Haralick et al., 1985; Gonzalez & Woods, 1992; Pal & Pal, 1993).
Fig. 7. Classification of image operations.

Fig. 8. OCT image segmentation results showing isolated retinal features of interest. A) OCT B-scan showing multiple lesions in the central retinal area of a patient with age related macular degeneration. Macular cysts and the subretinal fluid area were segmented using a deformable model (Cabrera Fernández et al., 2005a). B) Segmentation result showing the intraretinal layers outlined on an OCT B-scan section obtained from a healthy subject.

2. **Pixel classification methods**: These methods basically do not require the constraint that regions be connected. Thresholding, classifier, clustering, and Markov random field (MRF) approaches can be considered pixel classification methods. Thresholding is the most intuitive approach to segmentation (Sahoo et al., 1988). Specifically, algorithms based on threshold create a partitioning of the image based on quantifiable features, like image intensity or gradient magnitude. These algorithms map and cluster pixels in a feature space called a histogram. Thresholds are chosen at valleys between pixel clusters so that each pair represents a region of similar pixels in the image. The segmentation is then achieved by searching for pixels that satisfy the rules defined by the thresholds. Thresholds in these algorithms can be selected manually according to a priori knowledge or automatically through image information. Thresholding algorithms can be divided into edge-based ones (e.g. Canny edge detector and Laplacian edge detector), region-based ones (e.g. region growing algorithms) and hybrid ones (e.g. watershed algorithms). Edge-based algorithms attempt to find edge pixels while eliminating the noise influence. Thresholds in the edge-based algorithms are related with the edge information. Region-based algorithms exploit the fact that pixels
inside a structure tend to have similar intensities. Region growing algorithms, once initial seeds are selected, search for the neighboring pixels whose intensities are inside the intervals defined by the thresholds and then merge them to expand the regions. Hybrid algorithms fuse region information with a boundary detector to complete the segmentation. Typical hybrid algorithms are the level set method with regularizers and the watershed algorithm. Particularly, the watershed algorithms (Yezi et al., 1999) combine the image intensity with the gradient information. In addition, the methodology of using MRF based methods to the problem of segmentation has received a great deal of attention in the past decade (Tamás et al., 2000). MRF modeling itself is not a segmentation method but a statistical model which can be used within segmentation methods. As shown in Fig. 10, MRF is a region-based approach. MRF models spatial interactions between neighboring or nearby pixels. Hence, the classification of a particular pixel is based, not only on the intensity of that pixel, but

Fig. 9. Segmentation results for an OCT B-scan obtained from a healthy normal eye. The layers have been labeled as: ILM: inner limiting membrane, RNFL: retinal nerve fiber layer, GCL+IPL complex: ganglion cell layer and inner plexiform layer, INL: inner nuclear layer, OPL: outer plexiform layer, ONL: outer nuclear layer, OS: outer segment of photoreceptors, and retinal pigment epithelial layer (RPE). We note that the sublayer labeled as ONL is actually enclosing the external limiting membrane (ELM) and IS, but in the standard 10 µm resolution OCT image this thin membrane cannot be visualized clearly, making the segmentation of the IS difficult. Therefore, this layer classification is our assumption and does not reflect the actual anatomic structure. Also, observe that since there is no significant luminance transition between GCL and IPL, the outer boundary of the GCL layer is difficult to visualize in the Stratus OCT image shown. Thus, a combined GCL+IPL layer is preferable.
also on the classification of neighbouring pixels. These local correlations provide a mechanism for modeling a variety of image properties (Li, 1995). MRF is often incorporated into clustering segmentations such as *K*-means under a Bayesian prior model (Held et al., 1997; Pappas et al., 1992; Rajapakse et al. 1997).

3. **Pattern recognition methods:** Since structures in medical images can be considered as patterns, pattern recognition techniques can be used in segmentation procedures. There are supervised and unsupervised classification methods used to perform segmentation. Supervised classification algorithms are pattern recognition techniques that require training data that are manually segmented and then used as references for automatically segmenting new data. Typical supervised algorithms include artificial neural network (ANN), support vector machine (SVM) and active appearance models (AAM) (Alirezaie et al., 1997; Cootes et al., 2001; Wang et al., 2001). Unsupervised classification algorithms, also known as clustering algorithms, do not require a training set but they do require initial parameters to perform segmentation. Commonly used unsupervised classification algorithms include Fuzzy *C*-means algorithm (FCM), iterative self-organizing data analysis technique algorithm (ISODATA) and unsupervised neural network (Cheng et al., 1996; Mohamed et al., 1998; Wong et al., 2002).

4. **Deformable model methods:** These are model-based techniques for delineating region boundaries using closed parametric curves or surfaces that deform under the influence of internal and external forces. Deformable models can be classified into parametric and geometric models depending on the contour representation. These algorithms are usually interpreted as a modeling of curve evolution because they delineate an object boundary in an image by placing a closed curve or surface near the desired boundary and then allowing to undergo an iterative relaxation process. The parametric deformable models sample contours as discrete points and track them according to their respective moving equations. The moving equation for the parametric deformable models can be derived through either energy functional or dynamic forces. A priori knowledge can be easily incorporated to the procedures of parametric models. The geometric deformable models are based on the level set method (Osher & Sethian, 1988), which embed the moving contour into a higher dimensional level set function and view the contour as its zero level set. Then, instead of tracking the contour points, the zero level set of the level set function are tracked. The advantage of doing so is that topological changes can be naturally handled and the geometric properties of the contour such as normal vector and curvature can be calculated implicitly. Consequently, the computational complexity is decreased.

5. **Global optimization methods:** A growing number of image segmentation approaches use energy minimization techniques (Boykov & Funka-Lea, 2006; Kolmogorov & Zabih, 2004). Among all the various energy minimization techniques for segmentation, graph cuts are based on partitioning a graph by a minimum cut / maximum flow optimization algorithm (Greg et al., 1986; Ford & Fulkerson, 1956). The image is represented using an adjacency graph. Each vertex of the graph represents an image pixel, while the edge weight between two vertices represents the similarity between two corresponding pixels. Usually, the cost function to be minimized is the summation of the weights of the edges that are cut.

6. **Registration Methods:** The standard method used is the atlas-guided approach which treats segmentation as a registration problem (Maintz & Viergever, 1998). Typically, the atlas is generated by compiling information on the anatomy that requires segmentation.
and then used as a reference frame for segmenting new images. This approach is theoretically similar to classifier methods but it is implemented in the spatial domain of the image rather than in a feature space. This approach uses a procedure known as atlas warping which first finds a one-to-one transformation that maps a pre-segmented atlas image to the target image that requires segmenting. The warping can be performed using linear transformations (Andreasen et al., 1996; Lancaster et al., 1997; Talairach and P. Tournoux, 1988).

7. **Model-fitting methods**: These approaches usually fit a simple geometric shape such as an ellipse or parabola to the locations of extracted image features in an image (Pathak et al., 1998). It is a technique which is specialized to the structure being segmented but is easily implemented and can provide good results when the model is appropriate. A more general approach is to fit spline curves or surfaces to the features (Kim & Hori, 2000).

8. **LEGION based**: These approaches are a biologically plausible computational framework for image analysis based on a biologically inspired oscillator network, called the locally excitatory globally inhibitory oscillator network (LEGION) (von der Malsburg, 1981).

---

**SEGMENTATION APPROACHES**

- Classical Segmentation Methods
  - Pixel Classification Methods
    - Thresholding Methods
  - Region-Based
  - Hybrid
- Pattern Recognition Techniques
  - Classification Algorithms
    - Supervised
      - Artificial Neural Network (ANN)
      - Support Vector Machine (SVM)
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      - Fuzzy C-Means (FCM)
      - Iterative Self-Organizing Data Analysis (ISODATA)
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  - Parametric Models
  - Non-parametric Models
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- Global Optimization Methods
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- Model-fitting Methods
  - Atlas warping
  - LEGION based

Fig. 10. Classification of segmentation approaches.
Wang & Terman, 1995; Wang & Terman, 1997). The network was proposed based on theoretical and experimental considerations that point to oscillatory correlation as a representational scheme for the working of the brain. The oscillatory correlation theory assumes that the brain groups and segregates visual features on the basis of correlation between neural oscillations (von der Malsburg, 1981; Wang & Terman, 1995).

As a final point, it is noteworthy to mention that years of research in segmentation have demonstrated that significant improvements on the final segmentation results may be achieved by using notably more sophisticated feature selection procedures, more elaborate segmentation techniques, taking into account prior distribution on the labels, region processes, or the number of classes, finally, involving (e.g. in the case of energy-based segmentation models) more costly optimization techniques.

5. Review of algorithms for segmentation of retinal image data using OCT

In ophthalmology, a number of segmentation approaches of retinal image data using OCT have been proposed to enhance the clinical benefit of the OCT technology in the process of clinical decision making. The success of OCT in the investigation and treatment of retinal diseases might be best illustrated by the progress in automated analysis and the recent advancement of this technology from time domain to spectral domain (Cense et al., 2004; Drexler & Fujimoto, 2008; Fercher et al., 1995; Huang et al., 1991; Wojtkowski et al., 2003). The segmentation of the retinal structure is a challenging topic that faces major problems. First, OCT images suffer from the intrinsic speckle noise, which decreases the image quality and complicates the image analysis. This particular noise is the foundation of existing problems in the precise identification of the boundaries of the various cellular layers of the retina and other specific retinal features present in the OCT tomograms. Second, since the intensity pattern in OCT images results from absorption and scattering of light in the retinal tissue, intensity of a homogeneous area decreases with increasing imaging depth deterministically. This complicates segmentation algorithms which are commonly based on the assumption that intensity variations of homogeneous regions are only due to noise and not intrinsic to the imaging modality. The third problem is the low optical contrast in some regions of the OCT images due to the optical shadows of the retinal blood vessels resulting from the high haemoglobin absorption of light. Finally, motion artifacts and sub-optimal imaging conditions affecting the quality of the OCT tomograms also cause failure in the segmentation approaches or reduce their accuracy.

In this section, a number of approaches that have appeared in the literature on OCT image segmentation are described. This review concentrates on automated and semi-automated algorithms developed to segment the various cellular layers of the retina, structural irregularities associated to retinal disease (e.g. drusen and fluid-filled regions), and particular features of the optic nerve head in OCT images. Specifically, automation in OCT image analyses requires the establishment of parameters and features obtained from quantitative measurements of OCT data such as optical and structural parameters, scattering properties and refractive index of biological tissues. Thus, Table 1 gives an overview of the approaches discussed in this section based on the details of the above quantitative parameters and features. Although retinal blood vessel segmentation methods often consist of applying segmentation algorithms to fundus images, and more recently to
advanced OCT images (e.g. SDOCT and UHR OCT) using the vessel shadows (Wehbe et al., 2007), I consider this application of segmentation to be a separate branch of research and do not included it in this review. The segmentation methods that will be reviewed can be classified into three groups based on the dimension (D) of the image analyzed. In particular, a number of different methods have been reported under the 1D, 2D and 3D categories (see Table 1). Segmentation approaches of OCT retinal images differ depending on the number of retinal features (e.g. number of intraretinal layers and fluid-filled regions) to be segmented, and on their robustness in the presence of inherent speckle noise, retinal blood vessel shadows and structural irregularities at the fovea, macula and optic nerve in pathological retinal tissue. Most of the initial segmentation algorithms are based on information retrieved from either gradient or conventional intensity data. However, some recent segmentation methods are based on more complex models, such as active contours and optimal graph search methods. It is worthy of mention that all existing published segmentation approaches have been basically introduced to overcome the limitation of the commercial OCT softwares and most of them have provided additional quantitative information of the retinal structure.

As it can be seen in Table 1, a number of segmentation approaches have been proposed to segment the retinal structure. The initial segmentation method proposed by Hee et al. was based on intensity variation and demonstrated the potential of OCT as a quantitative tool to measure total retina and RNFL thickness (Hee et al., 1995a, 1995b; Hee, 1997). This very first method used a 1D edge detection kernel approach, which is independent of the absolute signal level in the image, to compute the derivative of reflectivity versus axial distance for each A-scan in the OCT image. Thus, it is more effective than threshold identification. Specifically, the detection kernel identified the strongest two edges in each A-scan using peak-detection in more than 90% of the A-scans. Huang et al. used a similar approach to characterize the retina and outer retina choroid complex in hereditary retinal degenerations in experimental animals and humans (Huang et al., 1998). This early work, to the knowledge of the author, represents the first study to characterize and quantify OCT signals in relation to the optical properties of retinal layers. In contrast, George et al. used a dual threshold to segment the retina and choriocapillaries structure from OCT images (George et al., 2000). Unfortunately, very little information is available about this work. However, simple thresholding is sensitive to noise and intensity inhomogeneities in OCT images because it does not take into account the spatial characteristics of the image. Koozekanani, et al. introduced a Markov random field (MRF) model for extracting the inner and outer retinal boundaries from radial scans of the macula (Koozekanani et al., 2001). This autoregressive model showed to be more robust on the macular region of normal retinas than standard column-wise thresholding methods. Particularly, retinal thickness was calculated with an error comparable to the 10µm resolution of the OCT system used, representing a substantial improvement over clinical measurements provided by the Humphrey 2000 OCT built-in algorithm. Although a difficulty associated with MRF models is the proper selection of parameters controlling the strength of spatial interactions, Koozekanani’s model is entirely independent and involves no critically tuned parameters. However, the main problem of this model is to find reliable “seed” points for OCT images of retinal pathologies. On the other hand, since this model relies on simply connecting 1D points, makes it sensitive to
noise. Thus, it demands to apply special rules to correct for errors in the extracted layer borders because the model per se is sensitive to noise. Since the problem with thresholding lies in the selection of the threshold, Herzog et al. proposed a method based on edge maximization and smoothness constraints to choose an optimal threshold to automatically extract the optic nerve and retinal boundaries from axial OCT scans through the optic nerve head (ONH) (Herzog et al., 2004). A method to automatically segment the curve to extract the nerve head profile was also proposed. An interesting aspect is that in this approach the boundaries are obtained by maximizing the number of edges that lie on the boundary while minimizing the boundary’s average rate of change. The algorithm generally identified the correct vitreous-retinal boundary in the images except in regions where the OCT signal was severely attenuated due to shadowing. This study is the first published work on ONH segmentation using TDOCT data. Two years later, a more efficient methodology to segment OCT nerve head images and extract the necessary parameters for clinical measurements such as the cup-to-disc ratio and RNFL thickness was proposed by Boyer et al. (Boyer et al., 2006) The improved methodology is essentially a parabolic model of the cup geometry and an extension of the Markov model introduced by Koozekanani et al. This study is the first published work on clinical parameter extraction taking advantage of the optic nerve head cross-sectional geometry in TDOCT images. Recently, Shrinivasan et al. also used a modification of the Koozekanani algorithm to perform quantitative measurements of the outer retinal morphology using UHR OCT (Shrinivasan et al., 2008). In this study the thick scattering region of the outer retina previously attributed to the RPE is shown to consist of distinct scattering bands corresponding to the photoreceptor outer segment tips, RPE, and Bruch’s membrane. Gregori et al. presented the first algorithm that was able to locate automatically and/or interactively the complex geometry and topology typical of many macular pathologies in TDOCT images (Stratus OCT system), and lately in SDOCT images (Cirrus HD-OCT unit) (Gregori et al., 2004; Gregori et al., 2005; Gregori et al., 2008). Unfortunately, this is a proprietary algorithm that has not been described in detail because has been licensed to Carl Zeiss Meditec, and it is currently part of the commercial Cirrus HD-OCT instrument. However, it is a robust algorithm able to locate the boundaries of the major anatomical layers internal to the retina with great accuracy not only in eyes presenting abnormal and unusual anatomy but also in poor quality images. Table 1 includes a summary of all the results that have been presented in the ARVO meetings since 2004. In 2005, algorithms based only on intensity variation were also presented (Shahidi et al., 2005; Ishikawa et al., 2005; Cabrera Fernández et al., 2005b). In general, these algorithms overcame the limitations of the commercial OCT3/Stratus OCT software and also provided additional quantitative information. For example, Shahidi et al. segmented three retinal segments by using a simple search of peaks corresponding to high- and low-intensity bands, and an improved edge detection approach using the correlation between axial A-scans was presented in a more recent study (Bagci et al., 2007). Ishikawa et al. used a modified median filter and an adaptive thresholding method based on the reflectivity histogram of each A-scan line to segment four layer structures within the retina (Ishikawa et al., 2005). A similar adaptive thresholding approach along with an intensity peak detection procedure was also employed by Ahlers et al. to segment data from patients with RPE detachments (Ahlers et
This study was also based on the work by Gregori et al. (Gregori et al., 2005). It is worthy of mentioning that the work of Ishikawa et al. was the first report demonstrating that the thickness of the innermost layers in the macula had diagnostic power comparable with that of circumpapillary nerve fiber layer (cpNFL) in glaucoma studies (Ishikawa et al., 2005). Later on, Tan et al. using a 2D gradient approach in a dynamic programming framework also confirmed that glaucoma primarily affects the thickness of the inner retinal layers (RNFL, GCL, IPL) in the macula (Tan et al., 2008). Cabrera Fernández et al. used complex diffusion filtering to reduce speckle noise without blurring retinal structures and a peak finding algorithm based on local coherence information of the retinal structure to determine seven intraretinal layers in a automatic/semi-automatic framework (Cabrera Fernández et al., 2005b). This algorithm searches for edges in a map obtained by calculating the first derivative of the structure coherence matrix using the denoised image. Although, good results were obtained for some pathological Stratus OCT images, the algorithm in its original development was prone to failure and allowed detected boundaries to overlap. This algorithm worked reliably for data from 72 OCT B-scans from healthy normal subjects. The automatic/semi-automatic framework developed by Cabrera Fernández et al. was used to demonstrate for the first time the potential of OCT quantification for early DR damage (Cabrera Fernández et al., 2008; Cabrera DeBuc et al., 2010). The early segmentation work of Gregori et al., Ishikawa et al. and Cabrera Fernández et al. allowed the automated generation of 2D thickness maps of individual retinal layers and, therefore, also a more local analysis of the retinal morphology using Stratus OCT data before the introduction of advanced OCT systems (Gregori et al., 2005; Ishikawa et al., 2005; Cabrera Fernández et al., 2005b).

A different approach using active contour algorithms has been used to quantify structural irregularities in OCT retinal images. For example, Cabrera Fernández et al. applied for the first time a deformable model to TDOCT images of retinas demonstrating cystoids and subretinal fluid spaces using a semi-automatic framework (Cabrera Fernández et al., 2004; Cabrera Fernández et al., 2005a). Specifically, this method used a nonlinear anisotropic diffusion filter to remove strong speckle noise and a gradient vector flow (GVF) snake model to extract fluid-filled regions in the retinal structure of AMD patients. Extension of this deformable model framework to a daily routine image analysis might prove to be difficult and impractical since the algorithm requires manual interaction to place an initial model and choose appropriate parameters. Mujat et al. used deformable splines to assess the thickness of the RNFL in SDOCT images. (Mujat et al., 2005). Although all the model parameters were set based on a large number of OCT scans in different retinal areas, contour initialization is still a major problem because it must be close to the true boundary locations. In addition, though sensitivity to initialization was not reported in this study, the approach was highly vulnerable to the existence of blood vessels and other morphological retinal features. However, the advantage of this automated snake methodology is that it is able to provide larger area maps of the RNFL thickness facilitating the correct registration of ROIs with visual field defects which could allow better longitudinal evaluation of RNFL thinning in glaucoma studies. In 2009, Yazdanpanah et al. presented a modified Chan–Vese’s energy-minimizing active contour algorithm in a multi-phase framework to segment SDOCT data from rodent models. This approach incorporated a circular shape prior based on expert anatomical knowledge of the retinal layers, avoiding the need for training.
(Yazdanpanah, et al., 2009). Although the sensitivity of the algorithm with respect to model parameters and initialization was not tested, the experimental results showed that this approach was able to detect with good accuracy the desired retinal layers in OCT retinal images from rats compared to the ground truth segmentation used in the evaluations performed. Moreover, the algorithm was not evaluated for images including the foveal pit. Later on, Mishra et al. also presented a modified active contour algorithm based on a sparse dynamic programming method and a two-step kernel based optimization scheme (Mishra et al., 2009). Although this effective algorithm achieves accurate intra-retinal segmentation on rodent OCT images under low image contrast and in the presence of irregularly shaped structural features, results on images including the foveal pit region were not given and no quantitative evaluation using a large data set was provided.

Baroni et al. used a multi-step approach to extract the boundaries of the vitreo-retinal interface and the inner and outer retina by maximizing an edge likelihood function (Baroni et al., 2007). Interestingly, the effect of intravitreal injection of triamcinolone acetonide for the treatment of vitreo-retinal interface syndrome was evaluated using a set of measures such as thickness measurement, densitometry, texture and curvature extracted from the identified retinal layers. This study was the first report, to the knowledge of the author, that demonstrated the potential of texture information in TDOCT retinal images as a complimentary information of retinal features to aid diagnosis. Another intensity variation based approach to segment the posterior retinal layers, which is resistant to discontinuities in the OCT tomogram, was presented by Szulmowski et al (Szulmowski et al., 2007). Furthermore, the quantitative analysis has been largely limited to total retinal thickness and/or inner and outer retinal thickness in early studies exploring the correlation between histology and OCT in rodents (e.g. see Kocaoglu et al., 2007 & Ruggeri et al., 2007). Recently, more intensity variation based approaches have also been presented (see Table 1 for details) (Fabritius et al., 2009; Tumlinson et al., 2009; Koprowski et al., 2009; Lu et al., 2010 and Yang et al., 2010). Among them, it is worthy to mention that Fabritius et al. incorporated 3D intensity information to improve the intensity based segmentation and segmented the ILM and RPE directly from the OCT data without massive pre-processing in a very faster manner. (Fabritius et al., 2009). Likewise, Yang et al. presented a fast, efficient algorithm that simultaneously utilized both local and global gradient information (Yang et al., 2010). This approach skillfully used an A-scan reduction technique to reduce the execution time to 16 seconds per volume (480x512x128 voxels) without remarkably degrading the accuracy or reproducibility of the results. In addition, an alternative promising method was introduced by Mayer et al., who used a fuzzy C-means clustering technique to automatically segment RNFL thickness in circular OCT B-scans without the need of parameter adaptation for pathological data (Mayer et al., 2008).

In contrast to the edge detection approaches mentioned above, a multi-resolution hierarchical support vector machine (SVM) was used in a semi-automatic approach to calculate the thickness of the retina and the photoreceptor layer along with the volume of pockets of fluid in 3D OCT data (Fuller et al., 2007). In this approach, the SVM included scalar intensity, gradient, spatial location, mean of the neighbors, and variance. Although this SVM method performed well on both healthy and diseased OCT data, a major drawback was that some voxels were mis-classified resulting in scattered noise in the thickness maps. In addition, this method requires that the user paints the areas of interest in
any slice of the volume. Thus, the training data set grows through painting increasing the complexity of the SVM, and as a result more time is required to complete the segmentation task. A different approach was presented by Tolliver et al., who used a graph partitioning algorithm that assumes that different regions of the OCT image correspond to different modes of oscillation. The oscillation steps that represent the retinal edges are then determined by an eigenvector calculation (Tolliver et al., 2008). By using the eigenvector from the prior step as a starting point, for finding the new eigenvector, the approach works in only a small number of steps. In this study, the accuracy range for the detected boundaries was good and the algorithm performed well in the presence of retinal pathology. On the contrary to the vast majority of the studies cited so far, Götzinger et al. used PS-OCT to segment the RPE layer employing polarization scramble features. Even though the two algorithms presented facilitated a better visualization and quantification of RPE thickening and RPE atrophies when compared to algorithms based on intensity images, a PS-OCT system is needed to acquire polarization data (Götzinger et al., 2008).

A more complex approach to OCT retinal layer segmentation using gradient and/or intensity information in a 3D context was presented by Haecker et al., who generated a composite 3D image from radial linear TD-OCT 2D scans and performed a 3D graph-search (Haecker et al., 2006). The basic idea of this graph approach is to break a graph into paths or fragments, which are utilized as filtering features in graph search. The early development of Haecker et al.’s algorithm extracted only 2 intraretinal layers and was evaluated on data from 18 controls and 9 subjects with papilledema (Haecker et al., 2006). This approach was further developed into a multilayer segmentation (Garvin et al., 2008) showing superior results for high quality OCT data. This graph-search approach potentially increased the accuracy of segmentation by using weights describing both edge and regional information to segment the volume. However, assumptions on the layers, as Garvin et al. made, may be violated in pathological cases, or parameters have to be adapted for either normal subjects or pathological patients. Even though this elegant method can guarantee to find the global minimums when compared to deformable models, its computational complexity can really increase the computation time if more complex constraints are required to segment diseased retinal images showing common structural irregularities and a less ideal foveal pit. In 2009, Abramoff et al. combined a multiscale 3D graph search algorithm and a voxel column classification algorithm using a k-NN classifier to segment the ONH cup and rim (Abramoff, et al., 2009). This preliminary study showed for the first time a high correlation between segmentation results of the ONH cup and rim from SD-OCT images and planimetry results obtained by glaucoma experts on the same eye. Later on, Lee et al. presented an improved and fully automatic method based on a similar methodology using graph search combined with a k-NN classifier that employed contextual information combined with a convex hull-based fitting procedure to segment the ONH cup and rim (Lee et al., 2010). In general, the methodology showed good performance but additional processing steps to compensate for the presence of vessels in and around the ONH would be required to reduced misclassified A-scans on the vessels and increase the accuracy of the ONH rim or cup contour segmentation. Similarly, Hu et al. used a graph-theoretic approach to segment the neural canal opening (NCO) and cup at the level of RPE/Bruch’s membrane complex (Hu et al., 2010). Qellec et al. presented a promising method for detecting footprints of fluid-filled regions in SDOCT images from AMD patients (Quellec et al., 2010). This approach also used
a multiscale 3D graph search method to identify automatically a total of 10 intraretinal layers. The segmented layers were characterized by their thickness and 3D textural features. As in the Baroni et al. study, this report confirmed that useful 3D textural information can be also extracted from SDOCT scans to aid local retinal abnormality detection. In addition, Chiu et al. reported a skillful approach based on graph-based theory and dynamic programming that significantly reduced the processing time required for image segmentation and feature extraction (Chiu et al., 2010). This methodology is able to address sources of instability such as the merging of layers at the fovea, uneven tissue reflectivity, vessel hypo-reflectivity and the presence of pathology. Interestingly, the approach incorporates an automatic initialization that bypasses the need for manual endpoint selection.

The development of SDOCT systems has also made possible a better visualization and identification of the RPE-Bruch’s membrane providing the ability to image drusen. As a result, segmentation algorithms have been recently presented to quantify drusen area and volume in AMD patients. For example, Farsiu et al. presented the DOCTRAP algorithm that is based on a modified implementation of the GVF snake model to accurately segment drusen in SDOCT images of AMD eyes (Farsiu et al., 2008). This methodology also included a semi-supervised approach to correct for segmentation errors such as false regions marked as drusen in images showing RPE elevation unrelated to drusen. The approach presented by Fuller et al. and described above also facilitates the semi-automatic segmentation of drusen in SDOCT images (Fuller et al., 2007). Gregori et al. has also measured drusen area and volume using quantitative descriptors of drusen geometry in three dimensional space (Gregori et al., 2008). In addition, Yi et al. characterized ONH drusen using a commercial available software (see Table 1 for details) (Yi et al., 2009).

Kajić et al. presented a promising novel statistical model based on texture and shape able to capture the variance of the training data used to segment unseen data (Kajic et al., 2007). As the authors themselves stated, this guarantees that the segmentation will be close to the ground truth and less sensitive to noise. This algorithm successfully segments 8 intraretinal layers on 3D OCT data even under conditions which prove extremely difficult for some pre-existing segmentation approaches cited in the literature. It also has the potential of segmenting choroid layers and the ONH. In this study, for the first time, an error measure is computed from a large manually segmented data set which was certainly segmented twice by different operators.

6. Concluding remarks

In contrast to OCT technology development which has been a field of active research since 1991, OCT image segmentation has only being fully active explored during the last decade. However, it continues to be one of the more difficult and at the same time most commonly required steps in OCT image analysis, therefore, there does not and can not exist a typical segmentation method that can be expected to work equally well for all tasks. The works cited in this review spread from the 1997’s until September 2010. Of course, the citation in this review is by no means complete. For example, an early active research topic such as manual tools for image segmentation has not been covered. It is also worthy the mentioning that it was difficult to assess the robustness of the various segmentation approaches because of many authors have used different OCT imaging setups and reported limited quantitative
validation. Accordingly, a careful evaluation of different available academic and commercial segmentation methods using common test datasets is required to choose the one that best solves the given image processing task.

Current research in the segmentation of OCT images is striving towards improving the accuracy, precision, and computational speed of segmentation methods, as well as reducing the amount of manual interaction. On the other hand, most of the reported computation times of segmentation methods on 2D and 3D OCT datasets (see Table 1) are not really practical for general clinical use. However, segmentation methods will be particularly valuable in areas such as computer assisted surgery, where real-time visualization of the anatomy is a crucial component. For increasing computational efficiency, multiscale processing and parallelizable methods appear to be promising approaches (Sylwestrzak et al., 2010). As a matter of fact, the current expanding use of 3D OCT systems along with the advances in volume rendering techniques, is now shifting slowly the focus of segmentation to volume segmentation. In addition, the potential of OCT image segmentation to evaluate therapeutic or adverse effects of experimental interventions in time-course experiments might prove to be even more important to translate insights from bench to bedside in a proficient and timely manner.

Since OCT allows real-time data acquisition, future research will strive towards improving automation and data evaluation in near real time to support retinal disease screening and diagnosis. Automated segmentation still remains one of the most difficult problems in the world of OCT retinal image segmentation. This difficulty mainly arises due to the sheer size of the datasets coupled with the complexity and variability of the pathological retinal anatomy. The situation is worsened by the shortcomings of OCT imaging systems, such as sampling artifacts, noise, low contrast etc. which may cause the boundaries of retinal structures to be indistinct and disconnected. Recently, Liu et al. introduced a very effective approach for automated macular pathology identification in retinal OCT images (Liu et al., 2010). This method uses a machine learning approach that has the potential to provide unsupervised objective classifications for automated OCT data analysis in real time. Computational efficiency is particularly important in real-time processing applications for computer aided diagnosis and surgical planning. As a matter of fact, segmentation algorithms do have the capability to run in parallel with the OCT scanning method and to provide a concrete support for clinical decision making in real time.

Finally, it is worthy of mention that automated segmentation methods will never replace physicians but they will likely become crucial elements of medical image interpretation. Thus, there are numerous challenges to improve clinical decision making based on automated processing of OCT data, as outlined throughout this chapter, for engineers, mathematicians, physicists and physicians working to advance the field of OCT image analysis.
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<table>
<thead>
<tr>
<th>First Author/Year/OCT system</th>
<th>Feature Studied Sample Size</th>
<th>Preprocessing</th>
<th>Segmentation Method</th>
<th>Automation</th>
<th>Error Correction/Refinement Method</th>
<th>Validation (key points)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hee, M.K., 1997/ TDOCT (Humphrey 2000 OCT)</td>
<td>Retinal and RNFL thickness Imaging data from various pathological retina</td>
<td>Low-pass filtering; 2D center-weighted kernel</td>
<td>3D edge-detection kernel/peak-detection approach</td>
<td>Automated</td>
<td>Interpolation and local edge-detection</td>
<td>Reproducibility of the RNFL thickness in 10 glaucomatous eyes</td>
</tr>
<tr>
<td>Huang, Y., 1998, TDOCT (Humphrey 2000 OCT)</td>
<td>Thickness of the retina and outer retina choroid complex (ORCC=photoreceptor layer+RPE+anterior choroid); and the reflectivity posterior to ORCC</td>
<td>OCT data from human subjects (normal &amp; with hereditary retinal degeneration) and degenerative avian and swine retina</td>
<td>2D lineal smoothing (5x3 center-weighted Gaussian smoothing filter applied 5 times)</td>
<td>Automated</td>
<td>None</td>
<td>Not reported</td>
</tr>
<tr>
<td>George, A., 2000/ TDOCT (Humphrey 2000 OCT)</td>
<td>Thickness and volume of the retina and choriocapillaries Information not available (I/N/A)</td>
<td>Median filter and image homogenization using Nagao filter</td>
<td>Dual threshold to segment the retina and choriocapillaries structures</td>
<td>Automated</td>
<td>(I/N/A)</td>
<td>(I/N/A)</td>
</tr>
<tr>
<td>Koozekanani, D., TDOCT (2001, Humphrey 2000 OCT)</td>
<td>Inner and outer borders of the retina</td>
<td>1450 images (B-scans) 4x4 median filter (applied twice)</td>
<td>3D edge detection kernel/Markov Boundary Model</td>
<td>Automated</td>
<td>Manual correction for evaluation purposes and linear interpolation to correct segmentation errors</td>
<td>Automatic and manual measurements differed by less than 25 μm, and in 89% of the tests the difference was less than 10 μm (near the resolution limit)</td>
</tr>
<tr>
<td>Herzog, A., 2004, TDOCT (Humphrey 3000 OCT)</td>
<td>ONH and retinal boundaries from axial OCT scans through the ONH</td>
<td>Exemplary OCT B-scans taken at the ONH</td>
<td>Median filter (4x4 applied twice)</td>
<td>Automated</td>
<td>Adaptive threshold algorithm based on edge maximization and smoothness constraints</td>
<td>None</td>
</tr>
<tr>
<td>Gregori, G., 2004, TDOCT (Stratus OCT) and SDOCT</td>
<td>Global boundaries (ELM, RPE), Stratus OCT: 80 OCT B-scans</td>
<td>Non-linear anisotropic filter</td>
<td>Iterative boundary detection</td>
<td>Automated</td>
<td>None</td>
<td>Agreement with boundaries determined by</td>
</tr>
<tr>
<td>Authors</td>
<td>Methodology</td>
<td>Data</td>
<td>Algorithm</td>
<td>Reproducibility of thickness measurements</td>
<td>Algorithm failure</td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td>------------------------------------</td>
<td>---------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>-------------------------------------------</td>
<td>-------------------</td>
<td></td>
</tr>
<tr>
<td>Shahidi, M., 2005</td>
<td>TDOCT (OCT)</td>
<td>NFL, GCL+IPL,</td>
<td>Structural Correlation Algorithm for Speckle Removal (SCASR)</td>
<td>Repeatability of thickness measurements</td>
<td>10% of the good-quality images.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>boundaries of</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>epiretinal membranes and other vitreous structures, the boundaries of cystic spaces, drusen, and RPE detachment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>SDOCT: 150 eyes (full range of retinal diseases), 30 glaucomatous eyes and 30 normal eyes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>algorithm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ishikawa, H., 2005</td>
<td>TDOCT (Stratus OCT)</td>
<td>Various retinal layers/segments (4)</td>
<td>Median filter (simple search of peaks corresponding to high- and low-intensity bands)</td>
<td>Automated</td>
<td>None</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Forty-seven subjects (23 normal and 24 with glaucoma)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>OCT data from 10 healthy subjects</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cabrera Fernández, D., 2005, TDOCT (Stratus OCT)</td>
<td>Kystoids and subretinal fluid-filled regions</td>
<td>OCT images from 7 patients with AMD</td>
<td>Gradient vector flow snake model</td>
<td>Semi-Automated</td>
<td>Manual correction for evaluation purposes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nonlinear anisotropic diffusion filter</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Two volumetric data sets of the same eye from a single subject</td>
<td>Anisotropic filtering</td>
<td>Automated</td>
<td>Mean distance between all extracted contours using the snake algorithm and the expert's contours was below 3 pixels.</td>
<td></td>
</tr>
<tr>
<td>Mujat, M., 2005</td>
<td>experimental SDOCT</td>
<td>RNFL thickness</td>
<td>Deformable splines (snake algorithm)</td>
<td>Automated</td>
<td>Algorithm performed well in 350 frames with only few and isolated boundary detection errors</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>event Nekomed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>RNFL thickness</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>250 eyes (full range of retinal diseases), 30 glaucomatous eyes and 30 normal eyes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Cabrera Fernández, D., 2005, TDOCT (Stratus OCT) Various retinal layers/segments (7) 72 OCT B-scans from normal subjects and 4 B-scans from pathological eyes Complex diffusion filter OCTRIMA software which uses a peak search algorithm based on local coherence information of the retinal structure. Automated/Semi-Automated Manual correction to eliminate segmentation pitfalls (if any) during the automatic procedure. All instances of algorithm failure were in regions which had extremely low reflectivity or almost no structural information.

Boyer, K., 2006, TDOCT (OCT 3000 Zees-Humphrey) ONH (cup-to-disk ratio) and RNFL thickness OCT data from 59 axial OCT nerve head scans 2D median filter (4x4 applied twice) along with a Palladian of Gaussian (1D) edge detector Parabolic model of cup geometry and an extension of the Markov model introduced by Koozekanani, et al. to segment the retinal-nerve head surface, identify the choroid-nerve head boundary, and the extent of the optic cup Automated A glaucoma specialist marked the cup end points in 59 images in order to compare cup endpoints selected by the ophthalmologist to those selected automatically by the algorithm. A correlation coefficient for cup diameter above 0.8 and above 0.9 for the disk diameter.

Baroni, M., 2007, TDOCT (OCT2 Carl-Zeiss Meditec) ILM, RNFL, inner retina (IR), including OPL and IPL, and outer retina (OR), including OPL and inner photoreceptor layers (IPL) 16 pathologic OCT images from patients with crinkled cellophane maculopathy Two 1D filters were used: 1) median filtering (5 pixels) along the A-scans; 2) Gaussian kernel in the longitudinally direction 2D dynamic programming where edge detection uses a Gaussian gradient applied cross-sectionally, as a 1D filter detection of peaks using cumulative horizontal histograms and boundaries obtained by Automated None None First approach demo in TDOCT co aid
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Layer(s)</th>
<th>Data Type</th>
<th>Noise Handling</th>
<th>Segmentation Method</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Szkulmowski, M., 2007, experimental SDOCT</td>
<td>Posterior retinal layers</td>
<td>OCT data from normal eyes and eyes with a selection of retinal pathologies</td>
<td>Noise is handled by considering voxel's mean value and variance across multiple resolutions in the SVM approach</td>
<td>Semi-Automated</td>
<td>Not reported</td>
</tr>
<tr>
<td>Ruggeri, M., 2007, experimental SDOCT</td>
<td>ILM, RPE layers along with tumor volume in small animals</td>
<td>OCT data from normal and diseased rodent eyes</td>
<td>Not reported</td>
<td>Semi-Automated</td>
<td>None</td>
</tr>
<tr>
<td>Fuller, AR., 2007, experimental 3D OCT</td>
<td>Thickness of the retina and the photoreceptor layer along with the volume of pockets of fluid</td>
<td>Data from patients with AMD and retinal detachment</td>
<td>Noise is handled by considering voxel’s mean value and variance across multiple resolutions in the SVM approach</td>
<td>Semi-Automated</td>
<td>68% of the thickness differences between the SVM segmentation and the manual segmentation fell below 6 voxel units</td>
</tr>
<tr>
<td>Author, Year</td>
<td>OCT Technology</td>
<td>Segments/Parts Assessed</td>
<td>OCT Data Source</td>
<td>Image Processing Techniques</td>
<td>Segmentation Methodology</td>
</tr>
<tr>
<td>-------------</td>
<td>----------------</td>
<td>------------------------</td>
<td>----------------</td>
<td>-----------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Tan, O., 2008, TDOCT (Stratus OCT)</td>
<td>Various retinal layers/segments</td>
<td>149 glaucomatous patients and 47 normal patients</td>
<td>Gaussian smoothing filtering</td>
<td>Gradient approach using dynamic programming (2D approach)</td>
<td>Automated Progressive segmentation</td>
</tr>
<tr>
<td>Garvin, M., 2008, TDOCT (Stratus OCT)</td>
<td>Various retinal layers/segments (5)</td>
<td>OCT data from 12 patients (24-3D image datasets) with unilateral anterior ischemic optic neuropathy (AION)</td>
<td>2D spectral reducing anisotropic diffusion filter</td>
<td>Optimal 3D graph search (graphs are constructed from edge/regional image information and a priori surface smoothness and interaction constraints)</td>
<td>Automated</td>
</tr>
<tr>
<td>Shrinivasan, VJ., 2008, UHR-OCT</td>
<td>Various retinal layers/segments (6) but main focus on the outer retina segmentation</td>
<td>OCT data from 43 healthy subjects</td>
<td>Median filter (3 pixels) in the transverse direction</td>
<td>Modification of Koozekanani algorithm</td>
<td>Automated</td>
</tr>
<tr>
<td>Ahlers, C., 2008, SNOCT (Cirrus HD-OCT)</td>
<td>Inner and outer borders of the retina along with the volume and area of fPEDs</td>
<td>OCT data from 22 patients with fPED</td>
<td>Morphological filtering to eliminate thin vitreous membranes from the thresholded image</td>
<td>Adaptive thresholding technique and intensity peak detection</td>
<td>Automated</td>
</tr>
<tr>
<td>Author</td>
<td>Year</td>
<td>OCT System</td>
<td>Data Description</td>
<td>Filtering Methods</td>
<td>Segmentation Method</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------</td>
<td>---------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Mayer, M.</td>
<td>2008</td>
<td>SDOCT (Spectralis HRA+OCT, Heidelberg Engineering)</td>
<td>RNFL thickness OCT data from 5 normal and 7 glaucoma eyes</td>
<td>2D mean filter (kernel size 7x5) for speckle denoising along with complex diffusion filtering to aid segmentation.</td>
<td>Fuzzy C-means clustering technique</td>
</tr>
<tr>
<td>Bagci, AM.</td>
<td>2008</td>
<td>Various retinal layers/segments (6)</td>
<td>Data from healthy subjects: TDOCT (15) and SDOCT (10)</td>
<td>Directional filtering (2D filter with a wedge-shaped pass band)</td>
<td>Automated</td>
</tr>
<tr>
<td>Tolliver, D.</td>
<td>2008</td>
<td>SDOCT (3D OCT Cirrus)</td>
<td>OCT data from 9 pathological subjects and 2 normative subjects</td>
<td>Spectral rounding</td>
<td>Automated</td>
</tr>
<tr>
<td>Farsiu, S.</td>
<td>2008</td>
<td>Drusen area, RPE and RNFL inner border</td>
<td>OCT data from 6 AMD eyes (a total of 228 SDOCT B-scans)</td>
<td>Low-pass filtering</td>
<td>Automated (Semi-) Automated</td>
</tr>
<tr>
<td>Gotzinger, E.</td>
<td>2008</td>
<td>RPE</td>
<td>OCT data from healthy volunteers (1) and patients with AMD (1) and pseudovitelliform</td>
<td>Fixed pattern noise removal</td>
<td>Automated</td>
</tr>
<tr>
<td>Mishra, A., 2009, experimental HR-OCT (high speed)</td>
<td>Various retinal layers</td>
<td>OCT data from healthy and diseased rodent retina</td>
<td>Speckle noise and other typical artifacts in OCT images are handled by using an adaptive vector-valued kernel function in the precise layer boundary optimization step</td>
<td>Modified active contour algorithm by using 1) sparse dynamic programming method and 2) two-step kernel based optimization scheme</td>
<td>Automated</td>
</tr>
<tr>
<td>Yazdanpanah, A., 2009, experimental FD-OCT</td>
<td>Various retinal layers (5)</td>
<td>20 OCT images from rodent models (4) of retinal degeneration</td>
<td>None</td>
<td>Modified Chan-Vese’s energy-minimizing active contour algorithm (augmented with shape prior and weight terms)</td>
<td>Automated / Semi-Automated (uses initialization prior to segmentation)</td>
</tr>
<tr>
<td>Fabritius, T., 2009, experimental SDOCT</td>
<td>Inner and outer borders of the retina</td>
<td>Data from a healthy volunteer and from patients with ARMD (1) and PCV (1)</td>
<td>No denoising required</td>
<td>Intensity signal-based thresholding segmentation</td>
<td>Automated</td>
</tr>
<tr>
<td>Authors</td>
<td>Year</td>
<td>Type of Data</td>
<td>Description of Data &amp; Methods</td>
<td>Filter Type</td>
<td>Automated</td>
</tr>
<tr>
<td>------------------</td>
<td>------</td>
<td>--------------</td>
<td>--------------------------------</td>
<td>-------------</td>
<td>-----------</td>
</tr>
<tr>
<td>Yi, K., 2009,</td>
<td>Experimental SDOCT</td>
<td>ONH drusen OCT data from one exenteration patient and 4 glaucoma patients</td>
<td>Anisotropic diffusion filter</td>
<td>Commercially available software from Amira interfaced with ITK's open source C++ algorithms</td>
<td>Automated</td>
</tr>
<tr>
<td>Abramoff, 2009,</td>
<td>SDOCT (Cirrus-OCT)</td>
<td>ONH cup and rim OCT data (200x200x102 4 voxels) from 34 glaucoma patients</td>
<td>Multiscale 3-D graph search algorithm to segment three retinal surfaces and a voxel column classification algorithm using a k-NN classifier</td>
<td>Automated</td>
<td>A nine k-NN classifier is used to refine/smooth the appearance of segmentation results. In addition, the correlation between algorithm-determined cup-to-disc (c/d) ratio and planimetry-derived c/d by 3 experts was calculated for evaluation purposes.</td>
</tr>
<tr>
<td>Tumlinson, 2009,</td>
<td>Experimental FD-OCT</td>
<td>Various retinal layers/segments (8) from a dark-adapted human subject</td>
<td>Thresholded edge-finding algorithm that first applies directionally biased filtering, finds positive and negative edges using derivative filters, and assigns those edges to layer boundaries based on a set of rules.</td>
<td>Automated</td>
<td>None</td>
</tr>
<tr>
<td>Koprowski, R., 2009, SDOCT (Copernicus)</td>
<td>Retinal contours (inner, outer and others) from various artificial images and one OCT scan</td>
<td>Random Contour detection algorithm based on area analysis</td>
<td>Automated</td>
<td>None</td>
<td>Error analysis only reported for artificial images</td>
</tr>
<tr>
<td>Author</td>
<td>Year</td>
<td>SD OCT</td>
<td>Various retinal layers</td>
<td>B-scans from 17 eyes</td>
<td>Statistical model based on texture and shape that captures the variance of the training data used to segment unseen data</td>
</tr>
<tr>
<td>-----------------</td>
<td>------</td>
<td>--------------</td>
<td>-------------------------</td>
<td>----------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Kajic, V.</td>
<td>2010</td>
<td>3DOCT</td>
<td>8</td>
<td>Dual-tree complex wavelet (DTCW) denoising</td>
<td>None</td>
</tr>
<tr>
<td>Zhilong. H.</td>
<td>2010</td>
<td>SDOCT (Cirrus HD-OCT)</td>
<td>Neural canal opening (NCO) and cup at the level of RPE/Bruch complexes</td>
<td>OCT data from 34 patients (68 eyes) with glaucoma or glaucoma suspicion</td>
<td>Automated</td>
</tr>
<tr>
<td>Chiu, SJ.</td>
<td>2010</td>
<td>SDOCT (Bioptigen Inc., Durham, NC)</td>
<td>Various retinal layers</td>
<td>Data from 10 healthy subjects</td>
<td>Gaussian filter along with rectangular averaging filter (3 × 19 pixels)</td>
</tr>
<tr>
<td>Lee, K.</td>
<td>2010</td>
<td>SDOCT (Cirrus HD-OCT)</td>
<td>ONH cup and rim</td>
<td>27 SD OCT scans (200x200x1024 voxels) from 14 glaucoma patients</td>
<td>Median filtering and averaging based smoothing</td>
</tr>
<tr>
<td>Author</td>
<td>Year</td>
<td>OCT Device</td>
<td>OCT Data Description</td>
<td>Layer Boundaries Algorithm</td>
<td>Manual Segmentation</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------</td>
<td>--------------------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
<td>---------------------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Lu, S. 2010</td>
<td>Spectralis OCT, Heidelberg Engineering</td>
<td>Various retinal layers (5)</td>
<td>OCT data from 4 normal healthy eyes</td>
<td>Bilateral filter and median filter</td>
<td>Automated</td>
</tr>
<tr>
<td>Yang, Q. 2010</td>
<td>Topcon 3D OCT-1000</td>
<td>Various retinal layers (9)</td>
<td>OCT data (38 scans) from 38 individuals, 19 glaucoma patients and 19 controls</td>
<td>Algorithm based on the Canny's edge detector for the non-vessel sections. Linear interpolation is used for the layer boundaries in the vessel sections</td>
<td>Automated</td>
</tr>
<tr>
<td>Quellec, G. 2010</td>
<td>Cirrus HD-OCT</td>
<td>Various retinal layers (10) along with fluid-filled regions</td>
<td>OCT data from 13 normal eyes and from 23 eyes with CNV, intra-, and sub-retinal fluid and pigment epithelial detachment</td>
<td>Wavelets 3-D graph search approach</td>
<td>Automated</td>
</tr>
</tbody>
</table>
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It was estimated that 80% of the information received by human is visual. Image processing is evolving fast and continually. During the past 10 years, there has been a significant research increase in image segmentation. To study a specific object in an image, its boundary can be highlighted by an image segmentation procedure. The objective of the image segmentation is to simplify the representation of pictures into meaningful information by partitioning into image regions. Image segmentation is a technique to locate certain objects or boundaries within an image. There are many algorithms and techniques have been developed to solve image segmentation problems, the research topics in this book such as level set, active contour, AR time series image modeling, Support Vector Machines, Pixon based image segmentations, region similarity metric based technique, statistical ANN and JSEG algorithm were written in details. This book brings together many different aspects of the current research on several fields associated to digital image segmentation. Four parts allowed gathering the 27 chapters around the following topics: Survey of Image Segmentation Algorithms, Image Segmentation methods, Image Segmentation Applications and Hardware Implementation. The readers will find the contents in this book enjoyable and get many helpful ideas and overviews on their own study.
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