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1. Introduction

The word Radar is the acronym of Radio detection and ranging. Radar is an active instrument, which measures the echo of scattering objects, surfaces and volumes illuminated by an electromagnetic wave internally generated belonging to the microwave portion of the electromagnetic spectrum. It was born just before the second world war for detecting and ranging target for non-civilian scopes. In this case the requested spatial resolution was not so challenging for the technology available that time. The opening of new technological frontiers in the fifties, including the satellites and the space vehicles, demanded a better spatial resolution for application in geosciences remote sensing (RS). Synthetic aperture radar (SAR) technique was invented to overcome resolution restrictions encountered in radar observations from space and generally to improve the spatial resolution of radar images. Thanks to the development of this peculiar technique, the radar observations have been successfully refined, offering the opportunity of a microwave vision of several natural media. Nowadays SAR instruments can produce microwave images of the earth from space with resolution comparable to or better than optical systems and these images of natural media disclosed the potentials of microwave remote sensing in the study of the earth surfaces. The unique feature of this radar is that it uses the forward motion of the spacecraft to synthesize a much longer antenna, which in turn, provides a high ground resolution. The satellite SEASAT launched in 1978 was the first satellite with an imaging SAR system used as a scientific sensor and it opened the road to the following missions: ERS, Radarsat, ENVISAT, JERS till the recent TerraSARX and Cosmo-SkyMED. The measurement and interpretation of backscattered signal is used to extract physical information from its scattering properties. Since a SAR system is coherent, i.e. transmits and receive complex signals with high frequency and phase stability, it is possible to use SAR images in an interferometric mode. The top benefit from microwave observations is their independence from clouds and sunlight but this capability can weaken by using interferometric techniques. Among the several applications of SAR images aimed at the earth surface monitoring, in the last decades interferometry has been playing a main role. In particular, it allows the detection, with high precision, of the displacement component along the sensor-target line of sight. The feasibility and the effectiveness of radar interferometry from satellite for monitoring ground displacements at a regional scale due to subsidence (Ferretti et al., 2001),
earthquakes and volcanoes (Zebker et al., 1994, Sang-Ho, 2007 and Massonnet et al. 1993 (a)) and landslides (Lanari et al., 2004; Crosetto et al., 2005) or glacier motion (Goldenstein et al., 1993; Kenyi and Kaufmann, 2003) have been well demonstrated. The use of Differential Interferometry based on SAR images (DInSAR) was first developed for spaceborne application but the majority of the applications investigated from space can be extended to observations based on the use of a ground-based microwave interferometer to whom this chapter is dedicated. Despite Ground based differential interferometry (GBInSAR) was born later, in the last years it became more and more diffused, in particular for monitoring landslides and slopes.

After this introduction the first following sections of this chapter resume SAR and Interferometry techniques basics, taking largely profit from some educational sources from literature (Rosen 2000; Massonnet, 2003a; Askne, 2004, Ferretti, 2007). The following sections are devoted to the GBInSAR and to three case studies as examples of application of the technique.

2. General radar properties

2.1 The radar equation

Conventional radar is a device which transmits a pulsed radio wave and the measured time for the pulse to return from some scattering object, is used to determine the range. The fundamental relation between the characteristics of the radar, a target and the received signal, is called the radar equation, a relationship among radar parameters and target characteristics. Among the possible formulations we comment that indicated by the following expression:

$$P_R = P_T \cdot G_{tx} \cdot G_{rx} \cdot \frac{\lambda^2}{4\pi} \cdot \frac{\sigma}{R^4}$$

where $P_t$ is the transmitted power, $G_{tx}$ and $G_{rx}$ are the transmitting and receiving gains of the two antennas, with respect to an isotropic radiator, $\sigma$ is the radar cross section, $R$ the distance from the target, $\lambda$ is the pulse carrier wavelength. In (1) a factor which takes into account the reduction in power due to absorption of the signal during propagation to and from the target is neglected. This expression allows to estimate the power of the signal backscattered from a target at a known range, at a specific radar system configuration. The minimum detectable signal of a target, proportional to the received power $P_R$, can be estimated knowing the transmitted power, $P_T$, the antennas’ characteristics and the system noise; of note that the range strongly influences the strength of the measuring signal. A radar image consists of the representation of the received signal in a two dimensional map, obtained through the combination of a spatial resolution along two directions, namely range and azimuth or cross-range, which correspond in a satellite geometry to cross-track and along the track directions. Normally the radar transmitting and receiving antennas are coincident or at the same location: in this case we speak about a monostatic radar and the measured signal is considered coming from the backward direction. In (1) we introduced the radar cross section, the parameter that describes the target behavior. The radar cross section of a point target is a hypothetical area intercepting that amount of power which, when scattered isotropically, produces an echo equal to $P_R$ as received from the object. Consequently $\sigma$ can be found by using the radar
equation and measuring the ratio $P_R/P_t$ and the distance $R$, supposing the system parameters $\lambda$, $G_{tx}$, $G_{rx}$, are known. In RS we are interested in the backscatter from extended targets then we normalize the radar cross section with respect to a horizontal unit area, and we define a backscattering coefficient, $\sigma_0$, usually expressed in dB. This fundamental information recorded by a radar is a complex number namely an amplitude and a phase value at a certain polarisation, electromagnetic frequency and incidence angle (Ulaby et al., 1984). The complex backscattering coefficient in SAR system is usually measured at four orthogonal polarisation states. Normally these polarization states are chosen to be HH (horizontal transmission and horizontal reception), HV (horizontal transmission and vertical reception) and analogously VH and VV. In this chapter we only consider the case of a single linear polarization, usually VV. Finally we remind that the Microwave portion of the electromagnetic spectrum is usually subdivided in bands, and Remote Sensing instrumentation mainly operates at L, S, C, X, Ku and Ka band, corresponding to the following intervals: L (1GHz-2GHz), S (2GHz-4GHz), C (4GHz-8GHz), X (8GHz-12 GHz), Ku (12-18 GHz) and Ka (26.5GHz-40 GHz) spanning in vacuum wavelengths from 30. cm to 8.mm. A radar signal is subject to a specific noise, due to the echoes coming from different parts of a reflecting body within a resolution cell which will have different phases and hence causing in the signal summation constructive or destructive interference between the different components. The resulting noise-like behaviour is called the speckle noise. To reduce the effect of speckle we may use filters. One way to reduce speckle is to use multi look processing which improves the S/N but worsening the spatial resolution (Curlander et McDonough, 1991). Temporal coherent averaging is possible in case of large number of images as in the Ground Based SAR Ground Based SAR – GBSAR case.

### 2.2 The range resolution

The range measurement is based on the fact that the signal echo is received after a delay of $T=2R/c$, where $R$ is the distance to the scattering object and $c$ is the speed of the electromagnetic pulse. In practice we use a pulse train where pulses are separated by a time $T_{prf}$, corresponding to a pulse repetition frequency, $PRF = 1/T_{prf}$. This means that we have an ambiguity problem: the measured radar echo can be caused by one pulse or the subsequent. This translates in the following expression: $PRF < c/2R_{max}$ which relates the maximum usable Range, $R_{max}$ to PRF. The range resolution is determined by the pulse width $\Delta T$ of the pulse where the factor 2 is caused by the radar pulse going back and forth. Figure 1 shows the working principle of range measurement through radar.

![Fig. 1. The Radar functioning principle](https://www.intechopen.com)
The backscattered signal has an extension in time $\Delta T$ due to the pulse width and in order to obtain a good range resolution we need a short pulse. However, recalling Fourier transform properties, a short pulse width means a large frequency bandwidth. At the same time as dictated by the radar equation, at large distances, high amplitude is requested as the pulse energy determines the detection possibilities of the system i.e. its signal to noise ratio (S/N). This means that in designing a radar we are faced with the problem to want a long pulse with high energy and a wide bandwidth which implies a short pulse. To reduce these difficulties a signal processing technique, namely pulse compression, obtained by using a “chirp radar” (Ulaby et al., 1982) can be used. In this case the transmitted frequency is varying linearly with time and by correlating the return signal with a frequency modulated signal, a sharp peak is obtained for a distance related to the time offset. The resolution depends on the ability to sample sufficiently often the returned signals not to be aliased by the sampling rate.

Fig. 2. SLAR geometry (after Mohr, 2005)

Active microwave RS observations usually employ a specific configuration: the side looking aperture radar (SLAR), whose line of sight (LOS) corresponds to a lateral view with respect to the track direction (see Figure 2). First it introduces a projection factor in the range resolution expression depending upon the incidence angle of the beam $\Delta r = \Delta T c/(2\sin \theta)$. Secondly a SLAR image suffers from some distortions due to slant range configuration resulting in errors related to the conversion of the measured slant range to the ground range; this contributes to make the radar image very different from the optical view (Rosen et al., 2000). When the surface is not flat, but we have topographic features, the terrain elevation distorts the distance to the radar sensor in such a way that slopes facing the radar appear shorter than they are when imaged in a normal map projection, while those that face away from the radar appear longer than in the map the latter are illuminated by the radar sensor very rarely: this is the foreshortening effect. Foreshortened areas appear brighter than their
surroundings because the reflected radar energy from the slope is compressed to correspond to fewer pixels; when the slope of the terrain facing the radar is greater than the look-angle, the top of the slope is closer to the radar than the bottom we have a layover; finally shadowing can occur when terrain area cannot be illuminated and only system noise is imaged in the shadowed areas of radar images (Curlander and McDonough, 1991). These errors are of minor concern in observations where the slope area is imaged from below, that is to say in Ground Based cases.

2.3 The azimuth or cross-range resolution and SAR
The energy transmitted by a conventional radar is concentrated into a beam with an angular dimension, the field of view, $\theta_\alpha$, basically determined by the ratio between the operating wavelength and its mechanical size (Silver, 1986) and alike happens for the receiver which collects the energy coming from the antenna beam. In a radar image targets that differ from each other in their azimuth coordinates only, generate overlapping radar echoes and thus they cannot be distinguished. Conceptually azimuth location can be achieved by changing the viewing angle of a very directive antenna. In order to produce at a distance $R$ a good azimuth resolution, $R \theta_\alpha$, in the along-track direction, we need short ranges and large antennas. At the same time to cover a wide swath, $S$, as requested e.g. in satellite geometry, we need a large $\theta_\alpha$ meaning a small antenna. Viewing a target during the entire time it is within a beamwidth, determines a situation analogous to an artificially long antenna. If we acquire the amplitude and phase of the echoes an artificially narrow beamwidth in terms of resolution can be realized. The further a target is from the radar, the longer it is within the actual beamwidth, the longer the “antenna” and hence the narrower the resolution beamwidth. If the sensor is moving towards or away from the scattering object/surface, we can measure the velocity of the scattering object by measuring the Doppler effect which induces a frequency variation according to the apparent radial velocity of a certain scatterer on the ground. In order to make use of the forward motion, both the amplitude and phase of the return signal have to be recorded. The timing measurement is used to discriminate individual cells across the satellite track while the Doppler-induced variations in the frequency of the return signal are employed to provide the along track resolution. The SAR platform flies along a straight trajectory with a constant velocity illuminating a strip of terrain parallel to the flight track (see Figure 2). The data set can be stored in a two-dimensional array according to the SAR imaging geometry. The first step in SAR processing includes the pulse compression in range direction, usually denoted as range compression. The range compression is followed by the azimuth compression, which also yields the principle of the pulse compression technique. The azimuth chirp, which is approximately linear frequency modulated, is determined by the wavelength, the forward velocity and the slant range distance to the target. If all these parameters are known a priori, the reference function for a certain slant range distance is calculated to obtain a desired geometrical resolution after pulse compression in azimuth direction. A SAR image with a range independent azimuth resolution is obtained (Curlander and McDonough, 1991). Finally the azimuth compression is carried out. The final result of this acquisition and processing is a radar image with fine spatial resolution both in range and in azimuth directions: a few meter square cell from hundreds of kilometers.
3. SAR Interferometry from space

3.1 Introduction

Interferometry is a technique which uses the phase information retrieved from the interaction of two different waves to retrieve temporal or spatial information on the waves propagation. First developed in optics, during the 20th century it has been later applied to radio waves and in the last decade to spaceborne SAR images. Since the SAR system is coherent, i.e. transmits and receive a complex signal with high stability, it is possible to use its interferometric signal, provided that propagation does not introduce decorrelation, namely a loss of information in irreversible way. This means that the scattered signal of the two images must be sufficiently correlated. We may combine images using different overpasses (multi-pass interferometry) where a baseline, a path difference due to satellite track separation, is present. In this case interferometric phase contains a contribution of topography which can be taken into account through the use of a digital elevation model (DEM). A simple scheme of how two images of the same area gathered from two slightly different across track positions, interfere and produce phase fringes that can be used to accurately determine the variation of the LOS distance is depicted in Figure 3. An interferogram is the map whose pixel values, \( s_i \), are produced by conjugate multiplication of every pixel of two complex SAR images \( I_{1,i} \) and \( I_{2,i} \) in one image as shown in eq. 2a, where \( I_{1,i} \) and \( I_{2,i} \) are the complex pixel amplitudes, \( R_{1,i} \) and \( R_{2,i} \) are the two slant range coordinates, \( B_p,i \) is the baseline described by \( B_0 \) and \( B_p \) the baseline normal and parallel respectively to the line of sight, the last the only component affecting the phase, \( \Phi_{\text{noise},i} \) is the phase noise that is due to speckle and thermal noise and usually including contribution from scattering too.

\[
s_i = I_{1,i} I_{2,i}^* = |I_{1,i} I_{2,i}^*| e^{\frac{4\pi}{\lambda} (R_{2,i} - R_{1,i}) + \Phi_{\text{noise},i}} = |h| e^{j\phi}
\]

The amplitude of this product contains information on the noise of the phase observations and it is related to coherence, discussed in the next paragraph. Starting from the phase in equation (2b) and by assuming that the scene is stable, it is possible to derive a linear expression for the variations of the interferogram phase, between different pixels (Ferretti J., 2007; Askne J. et al., 2003):

\[
\Delta \phi = \frac{4\pi}{\lambda} B_p \Delta \theta + \frac{4\pi B_n}{\lambda R \tan \theta} \Delta R + \frac{4\pi B_z}{\lambda R \sin \theta} \Delta z + \Phi_{\text{noise}} + n \cdot 2\pi
\]  

Here \( B_n \) and \( R \) are defined above, \( \Delta \theta \) is the difference in elevation angle, \( \Delta R \) is the slant range difference and \( \Delta z \) is the altitude difference between pixels in the interferogram. The noise term is the phase noise, which determines how well the phase variations can be determined, also quantified by the coherence as described below.
The first term in (3) is purely a systematic effect that can easily be removed in the processing by applying “the flat earth compensation”. In the second term there is a direct relation between the phase and the altitude in the image $\Delta z$. The last term represents the phase ambiguity induced by the modulo $2\pi$ phase registration. The ambiguity has to be removed in the processing by adding the correct integer number of $2\pi$ to each measured value. This is called phase unwrapping. If the $2\pi$ ambiguities are removed this phase difference can be used to calculate the off-nadir angle and the height variations i.e. a topographic map. As far as the problem of phase unwrapping is concerned, this topic is not tackled with in this chapter (see for instance Ghiglia & Romero, 1994). This factor can influence the choice of the operating frequency: long wavelengths can represent a good compromise between a moderate displacement sensitivity and a reduced occurrence of phase wrapping when the expected landslide velocity is high.

Baseline cannot increase over certain limit where the coherence is lost (baseline decorrelation effect). The use of the topographic effect which relates to the height of the portion of terrain corresponding to a pixel in the interferogram is one of the successful InSAR application, aiming at deriving a DEM of the imaged area (Zebker et al., 1986). It disappears for image pairs taken exactly from the same position (zero baseline). In this simpler case when further sources of phase variation are negligible the displacement of the ith point is recovered from the interferometric phase, $\phi_i$, by the following equation.

$$\Delta r_i = \frac{\phi_i}{4\pi\lambda}$$

In GBInSAR this is the ordinary configuration which provides “topography-free” interferogram and whose phase can be directly related to terrain movements.

![Fig. 3. (Left) InSAR geometry. The along the track direction is perpendicular to the graph plane. (Right) the rationale of the fringes formation due to baseline (Modified from Shang-Ho, 2008).](www.intechopen.com)
3.2 Coherence and phase

The statistical measurability of the interferometric phase from images collected at different times is related to its coherence (Bamler and Just, 1993). The spatial distribution of this parameter can be associated to the quality of the interferometric phase map. The interferometric coherence is the amplitude of the correlation coefficient between the two complex SAR images forming the interferogram. In a few words a common measure of the degree of statistical similarity of two images can be calculated through the following expression:

$$\gamma = \frac{\langle |I_1| |I_2| \rangle}{\langle |I_1|^2 \rangle^{1/2} \langle |I_2|^2 \rangle^{1/2}} = c \cos \phi$$

(5)

where $c$ is coherence and the brackets $\langle \rangle$ mean the average value of the argument and $\phi$ is the corresponding interferometric phase, assuming the ensemble average can be determined by spatial averaging. The assumption that dielectric characteristics are similar for both acquisitions and have no impact on the interferometric phase cannot be assumed to have general validity and deserves a specific analysis taking into account the relevant conditions during each acquisition and in particular the time span between them (temporal baseline). E.g. vegetated area is usually rapidly decorrelating. On the other hand some features as buildings or artificial targets in coherence images may be stable over many years. Targets with such performances are called “permanent scatterers” (see Ferretti et al. 2001) and by using the phase of such reference points one may correct for the atmospheric screen effect with specific algorithm (Colesanti et al., 2003). In general the measured phase difference can be expressed as the summation of five different terms:

$$\Delta \phi = \Delta \phi_{\text{base}} + \Delta \phi_{\text{topo}} + \Delta \phi_{\text{defo}} + \Delta \phi_{\text{atm}} + \Delta \phi_{\text{noise}}$$

(6)

The first term $\Delta \phi_{\text{base}}$ is from baseline, $\Delta \phi_{\text{topo}}$ is due to topography, $\Delta \phi_{\text{defo}}$ is the ground deformation term, $\Delta \phi_{\text{atm}}$ is due to atmospheric propagation and $\Delta \phi_{\text{noise}}$ resumes random noise due different sources including the instrumental ones and variations occurring on the phase of the scattering surfaces. Limiting factors are due to delays in the ionosphere and atmosphere, satellite orbit stability variations occurred on the scattering surfaces during the time elapsed between the two acquisitions (Zebker et al., 1992). Although we normally say that microwaves are independent of clouds and atmospheric effects this is not entirely true and troposphere, and sometimes ionosphere, can affect the phase delay of waves and the accuracy of interferometric phase according to the water vapor and temperature fluctuations. Lastly it must be remembered that errors introduced by coregistration of the images can also affect coherence. The advantage of a ground based approach is mainly due to two factors: its zero baseline condition and its elevate temporal sampling both deeply reducing the decorrelation sources.

4. Ground Based SAR interferometry

4.1 The landing of a space technique

It is possible to acquire SAR images through a portable SAR to be installed in stable area. The motion for synthesizing the SAR image is obtained through a linear rail where a microwave transceiver moves regularly. Ground-based radar installations are usually at
their best when monitoring small scale phenomena like buildings, small urban area or single hillsides, while imaging from satellite radar is able to monitor a very large area. As for satellite cases GBSAR radar images acquired at different dates can be fruitful for interferometry when the decorrelation among different images is maintained low. In ground based observations with respect to satellite sensors there is the necessity of finding a site with good visibility and from where the component of the displacement along the LOS is the major part. Recent papers have been issued about the feasibility of airborne (Reigber et al., 2003), or Ground Based radar interferometry based on portable instrumentation as a tool for monitoring buildings or structures (Tarchi et al. 1997), landslides (Tarchi et al., 2003b), (Leva et al. 2003), glaciers (Luzi et al. 2007). On the other hand satellite observations are sometimes not fully satisfactory because of a lengthy repeat pass time or of changes on observational geometry. Satellite, airborne and ground based radar interferometry are derived from the same physical principles but they are often characterized by specific problems mainly due to the difference of the geometry of the observation. A number of experimental results demonstrated the GBSAR effectiveness for remote monitoring of terrain slopes and as an early warning system to assess the risk of rapid landslides: here we briefly recall three examples taken from recent literature. The first is the monitoring of a slope where a large landslide is located. The second deals with an unstable slope in a volcanic area where alerting procedures are a must. Finally an example of a research devoted to the interpretation of interferometric data collected through a GB SAR system to retrieve the characteristics of a snow cover is discussed.

4.2 The GB DInSAR instrumentation

Despite the use of the same physical principle, the satellite and ground based approaches differ in some aspects. In particular radar sensors of different kinds are usually employed mainly because of technical and operational reasons. While satellite SAR systems due to the need of a fast acquisition are based on standard pulse radar, continuous wave step frequency (CWSF) radar are usually preferred in ground based observations. The Joint Research Center (JRC) has been a pioneer of this technology and here the first prototype was born. The first paper about a GB SAR interferometry experiment dates back to 1999 (Tarchi et al., 1999), reporting a demonstration test on dam financed by the EC JRC in Ispra and the used equipment was composed of a radar sensor based on Vectorial Network Analyser (VNA), a coherent transmitting and receiving set-up, a mechanical guide, a PC based data acquisition and a control unit.

After some years a specific system, known as GBInSAR LiSA, reached an operative state and became available to the market by Ellegi-LiSALab company which on June 2003 obtained an exclusive licence to commercially exploit this technology from JRC. The use of VNA to realize a scatterometer, i.e. a coherent calibrated radar for RCS measurement, has been frequently used by researchers (e.g. Strozzi et al., 1998) as it easily makes a powerful tool for coherent radar measurements available. The basic and simplest schematic of the radiofrequency set-up used for radar measurements is shown in Figure 4 together with a simple scheme of the GBSAR acquisition. Advanced versions of this set-up have been realized in the next years to improve stability and frequency capabilities (Rudolf et al., 1999 and Noferini et al., 2005). This apparatus is able to generate microwave signals at definite increasing frequencies sweeping a radiofrequency band. This approach apparently different
from that of the standard pulse radar owns the same physical meaning because a temporal pulse can be obtained after Fourier anti transforming the frequency data (the so called synthetic pulse approach).

The rapid grow of microwave technology occurred in the last years encouraged the development and realization of different instruments (Pipia et al., 2007 Bernardini et al., 2007); recently a ground based interferometer with a non-SAR approach has been designed with similar monitoring purposes (Werner et al., 2008). Data are processed in real time by means of a SAR processor. An algorithm combines the received amplitude and phase values stored for each position and frequency values, to return complex amplitudes (Fortuny J. and A.J. Sieber, 1994). The optimization of focusing algorithms has been recently updated by Reale et al, 2008; Fortuny, 2009. To reduce the effect of side lobes in range and azimuth synthesis (Mensa D.L., 1991), data are corrected by means of a window functions (Kaiser, Hamming etc), for range and azimuth synthesis. The attainable spatial resolutions and ambiguities are related to radar parameters through the relationships shown in Table 1. The accuracy of the measured phase is usually a fraction of the operated wavelength: by using centimetre wavelengths millimetre accuracy can be attained. As previously introduced, the phase from complex images can suffer from the ambiguity due to the impossibility of distinguishing between phases that differ by 2π. Single radar images are affected by noise and related interferometric maps must be obtained through an adequate phase stability between the pair of images: only pairs whose coherence loss can not affect the accuracy of the interferometric maps are usable. This task is of major difficulty when the considered time period is of the order of months.

Fig. 4. A) Basic scheme of the RF section of the C band transceiver based on the Vectorial Network Analyser VNA. B) GB SAR acquisition through a linear motion.

A detailed analysis to the possible causes of decorrelation in the specific case of GBInSAR observations gathering many images per day for continuous measurements has been discussed by some researchers (Luzi et al., 2004 and Pipia et al., 2007) while for campaigns carried out on landslides moving only few centimeters per year, when the sensor is periodically installed at repeated intervals several months apart over the observation period, a novel method has been proposed (Noferini et al. 2005).
A novel method has been proposed (Noferini et al. 2005). Periodically installed at repeated intervals several months apart over the observation period, carried out on landslides moving only few centimeters per year, when the sensor is discussed by some researchers (Luzi et al., 2004 and Pipia et al., 2007) while for campaigns observations gathering many images per day for continuous measurements has been.

A detailed analysis to the possible causes of decorrelation in the specific case of GBInSAR Network Analyser VNA. B) GB SAR acquisition through a linear motion. Fig. 4. A) Basic scheme of the RF section of the C band transceiver based on the Vectorial

The rapid growth of microwave technology occurred in the last years encouraged the fundamental to validate the proposed technique were at our disposal. For the same reason this site has been used by different research teams to test their instrumentation, starting from the first campaign carried out by JRC in 2000 (Tarchi et al., 2003a), following with University of Florence in Luzi et al. 2006 and later with Bernardini et al., 2007 and Werner et al., 2008. The GBInSAR monitoring executes analyzing maps of phase differences or equivalently displacements' map of the observed scenario, obtained from time sequences of SAR images.

5. Examples of GB INSAR data collections

5.1. The monitoring of a landslide

This first example of how to benefit from the use of GBInSAR in Geoscience, is its employ as a monitoring tool for instable slopes, a well consolidated application largely reported in literature (Leva et al. 2003, Pieraccini et al., 2003, Tarchi et al., 2003a). The investigation and interpretation of the patterns of movement associated with landslides have been undertaken by using a wide range of techniques, including the use of survey markers: extensometers, inclinometers, analogue and digital photogrammetry, both terrestrial and aerial. In general, they suffer from serious shortcomings in terms of spatial resolution. GB SAR, thanks to its spatial and temporal sampling can overcome the restrictions of the conventional point-wise measurement. Here some results of an experimental campaign carried out through a portable GB radar to survey a large active landslide, the “Tessina landslide”, near Belluno in north-eastern Italy are shown. In this site a exhaustive conventional networks of sensors fundamental to validate the proposed technique were at our disposal. For the same reason this site has been used by different research teams to test their instrumentation, starting since the first campaign carried out by JRC in 2000 (Tarchi et al., 2003a), following with University of Florence in Luzi et al. 2006 and later with Bernardini et al., 2007 and Werner et al., 2008. The GBInSAR monitoring executes analyzing maps of phase differences or equivalently displacements’ map of the observed scenario, obtained from time sequences of SAR images.

5.2 The test site

The area affected by the landslide extends from an elevation of 1200 m a.s.l at the crown down to 610 m a.s.l at the toe of the mudflow. Its total track length is approximately 3 Km, and its maximum width is about 500 m, in the rear scar area, with a maximum depth of about 50 m. Range measurements in different points were carried out through conventional instrumentation with benchmarks positioned in different locations as depicted in Figure 5, where a sight from the measurements facility is shown. Two of the optical control points correspond to high reflecting radar targets. In particular, point 1 refers to a passive corner reflector (PCR), an artificial target usually used as calibrator, which consists of a metal trihedral with a size of 50 cm. Point 2 is an active radar calibrator (ARC), specifically designed and built for this experimentation: an amplifier of the radar signal which allows acquisition of high reflection pixels on the radar image at far distances that are useful for amplitude calibration (radiometric calibration) and map geo-referencing. The GB radar instrumentation available for the experiments here reported consists of a microwave (C band) transceiver unit based on the HP8753D VNA, a linear horizontal rail where the

| Range resolution | \[ \Delta R = \frac{c}{2B} \] |
| Azimuth resolution | \[ \Delta \psi = \frac{2\pi}{2\pi R} \] |
| Non ambiguous range (m) | \[ R_{\text{na}} = \frac{c}{2B} \] |

Table 1. calculated resolution available from a CWSF radar observation; B radiofrequency bandwidth, \( \lambda_c \) in vacuum wavelength, \( \Delta f \) frequency step, Lx rail length, R range, c light velocity.
antennas move while scanning the synthetic aperture, and a PC controlling the VNA, the antenna motion, the data recording, and all the other operations needed to carry out the measurement. Collected radar images are used for the calculation of the interferogram and converted into multi-temporal maps of the displacement component along the radar line of sight in geo-referenced raster format for GIS applications.

The measurement campaign on the Tessina landslide was continuously carried out between the 4th of June and the 9th of June 2004. The instrumentation was installed at an elevation of 997.3 m a.s.l., in a stable area on the opposite slope in front of the landslide, mainly visible at a minimum and maximum distance of 100. m and 500. m, respectively. The mechanical frame was fixed on a concrete wall. The radar image exhibits a fixed spatial resolution of 2 m along the range direction and a variable cross-range spatial resolution better than 6 m. The area selected for SAR imaging is a rectangle with size 400m per 1000m. The images obtained with the ground-based SAR system are usually projected as a two dimensional image of the scenario along two directions, range and azimuth, with a plane representation.

Fig. 5. View from the radar installation of the monitored area. Red figures indicate benchmarks for optical measuring (After Luzi et al., 2006).

The interpretation of bi-dimensional SAR images of a complex scenario, where terrain slope changes abruptly, is often unsatisfactory for comparison to an optical view. The availability of a DEM of the observed scene allows us to obtain SAR images on a three-dimensional space where radar and optical features are better detectable. Figure 6 shows an example of an intensity SAR image projected on the DEM: all three coordinates of the pixel are reconstructed. In this image the position of the radar is marked by a red dot; the signatures of the two high reflectivity targets, consisting of the passive corner reflector (PCR) and the active radar calibrator (ACR), used for referencing the map, are neat.

5.3 Data analysis
As previously discussed in GB SAR observations the main source of decorrelation is that one due to atmospheric propagation. At the C band radar frequencies the attenuation due to atmospheric path is low but the signal propagating through atmosphere suffers anyhow a time delay, mainly changing with air humidity and temperature fluctuations which ask for correction procedures of the acquired data. Briefly, the applied method consists of subtracting the phase value measured on a stable, highly reflecting reference point artificial
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or natural, from the measured phase of the selected pixel. In our case the characteristics of
the observed scenario, mainly composed of sliding bare soil or by sparse vegetation, made it
difficult to find stable natural scatterers. The passive corner reflector and the active radar
calibrator were installed in two different positions along the upper contour of the landslide,
and their positions were continuously checked by means of a theodolite to verify their
effective stability. The PCR position, measured by theodolite, resulted stable along the entire
duration of the campaign within ±1mm. The scarce vegetation on the main area under
investigation allowed to get high coherence values.

Displacements measured by the theodolite and corresponding values retrieved from radar
data are plotted as a function of time in Figure 7. Some data gaps are due to interruptions
during heavy rain events or small adjustments on the installation of radar targets. The
measured phase of point 1 (PCR), whose position was confirmed to be stable within the
millimetric accuracy of the optical instrumentation, is subtracted from the measured phases
of the other points to take into account atmospheric induced error. Observing Figure 7,
agreement appears viable and the displacements measured respectively through optical
benchmarks and radar show similar trends. A noticeable discrepancy appears for the faster
points (P10 and P17), whose corresponding pixels include inhomogeneous areas in terms of
slope and surface characteristics. The uncertainty can be ascribed to the fact that the
theodolite measures a single point, while radar data are obtained through a spatial
averaging on an area of some meters. From these data a maximum 2.5mm/30’ displacement
rate results. Regarding phase wrapping, this rate value ensures that the phase variation
occurred between two subsequent measurements (<30’) is small compared to the centimetre
half-wavelength.

Moving from a point-wise analysis to the entire observed surface, the displacement of each
pixel can be depicted in colour scale corresponding to different values in millimetres,
making it possible to compare the radar data with an overlapped map of the scenario. In
Figure 8 is shown the interferometric map obtained through a masking procedure which
excludes areas with coherence lower than the 0.7 threshold. The geometry of observation

![Image](https://www.intechopen.com)
was never changed during the overall campaign, and approximately 300 images were collected, one every 16-18 minutes. The map in Figure 8 is obtained considering the data collected from 17h.48m GMT+1 to 22h.53m GMT+1 of the 6 June. As mentioned above, these data are very interesting because they refer to areas that are inaccessible for the placement of benchmarks. For example, we can monitor a minor central area where the movement rate is so high as to cause displacement of up to ten centimetres in 5 hours, while the rest of the landslide area shows a slower motion, about 1mm/hour. This map making available an estimate of the displacement along the LoS over the entire slope, can be the starting point to understand and analyze the behaviour of the landslide. Relationships between slope movement and other factors as rain rate, can be studied (Luzi et al., 2006) to understand landslide dynamic.

![Fig. 7. Displacements measured by the theodolite (solid line) and corresponding values retrieved from radar data (symbols) for some reference points supplied with optical benchmarks, as a function of time. Figure points refers to Figure 5. (After Luzi et al., 2006)](image1)

![Fig. 8. Displacement map projected on the corresponding cartographic map obtained with data from 17:48 to 22:53 of 6 June. Colour bar represents displacement towards radar location (approaching), in mm (After Luzi et al., 2006).](image2)
5.4 Volcano deformations monitoring through GBInSAR monitoring

5.4.1 Introduction
Deformations monitoring through GB SAR has been applied in several different circumstances of slope instability. One of the most interesting case is the monitoring of a Volcanic area, presently in progress, and herein briefly described. When non-remote conventional approach can be inapplicable GB SAR can offer a good opportunity. To continuously monitor the behaviour of the morphological depression, known as Sciara del Fuoco, SdF, with alerting purposes, a GB-In SAR system, working at Ku band, was set up on the stable right flank of the Stromboli volcano in Italy. The monitoring started in March 2003 (Antonello et al., 2003) and ever since it is continuously acquiring. This lateral location was chosen due to the logistic impossibility to place the system in front of the unstable slope and permitted to follow the temporal and spatial evolution of the mass movement in the SdF and to obtain information about the crater area through interferometric maps acquired with ten minutes cadence. This monitoring was arranged as a consequence of the collapse of a large landslide which caused a tsunami on December 2002. More generally the presence of deformations in a volcanic area can be often related to volcanic activities. Stromboli volcano is characterized by a typical “Strombolian activity” which consists of very low energy explosions, every 10-15 minutes. The investigation and interpretation of the movement associated with deformations have been undertaken by using a wide range of techniques, including the use of survey markers, extensometers, inclinometers. However, they often incur serious shortcomings in terms of spatial or temporal resolutions. Although these techniques provide abundant datasets on movement styles, they are difficult to interpret in terms of the overall evolution of movement and cannot be installed in a risky area as the slope of an active volcano. GBInSAR, can provide excellent spatial coverage and temporal resolution, and large movement events can be easily captured from remote.

5.4.2 The test site and the experimental data
The GB SAR installed in Stromboli Island, was designed by the Joint Research Centre of the European Commission (Rudolf & Tarchi, 1999) and it is built and supplied by Ellegi/Lisalab company. Data are acquired from an elevation of 400 m a.s.l. and at an average distance from the target area of about 600 m. The instrument points up toward the NE Crater, with a 25° inclination angle of the radar antennas. It is continuously active since 20 February 2003 (Antonello et al., 2003; Antonello et al., 2007) and produces, on average, 120 images per day of the area under investigation (NE flank of crater and the upper part of the SdF). With an accuracy of the measurement of less than 1 mm it produces a synthesized radar image of the observed area every 12 minutes, with a pixel resolution of about 2 m in range, and 2 m on average in cross range. The interferometric analysis of sequences of consecutive images allows us to derive the entire displacement field of the observed portion of the SdF and of the crater along the LoS in the time interval. A negative displacement means a shortening of the LoS length. On the crater area this direction of movement corresponds to the inflation of the volcanic cone while, on the SdF, this is usually related to a local bulging or to the downslope sliding of the volcanoclastic material accumulated on the SdF slope. Conversely, a positive value of displacement identifies a movement backward with respect to the sensor that on the crater area could be related to the deflation of the volcanic cone. As usual the radar image must be interpreted after a carefully understanding of the monitored
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area. In this case, as shown in Figure 9 different areas can be identified from the power image. In particular the SdF slope and the crater areas are well separated.

An example of an interesting and useful achievement from GB SAR data acquisition is here briefly recalled. Since 8 March 2007 the velocity recorded on the SdF increased again with movements toward the sensor. The interferogram highlighted a very high deformation rate (more than 300 mm/h), which exceeds the capability of the correct phase unwrapping. The arrangement of the interferometric fringes, clearly detectable in Figure 10, can be related to the bulging due to the opening of a new vent, actually occurred at 14.30 UT of 9 March. Following the method proposed by Voight (1988), Casagli et al. 2009 discuss how to predict in advance the opening of the vent.

![Fig. 9. Observed scenario from the radar system. (a) Picture of the SdF as viewed from the radar installation; (b) radar image projected on a DEM. Four main areas, as indicated by the numbering, can be identified: 1) the “Bastimento”, the stable right flank of the SdF; 2) the upper part of the SdF; 3) the flank of the NE crater; 4) the outer part of the NE crater. The colour scale expresses the power of the backscattered signal.](image)

![Fig. 10. 3D model of the Stromboli Island superimposed a displacement map obtained from the GB-InSAR. Time interval: 11 minutes (from 11.17 UT and 11.28 UT 03.09.2007) showing a velocity greater than 300 mm/h enhanced through the fringes density (After Casagli et al., 2009).](image)
5. 5 Interferometric phase and snow water equivalent

As a last example we report on a not yet consolidated but promising application: the use of GB SAR interferometry to retrieve of snow depth (SD) and snow water equivalent (SWE) of slopes. Information on the mass of snow through the knowledge of related parameters such as, SWE or SD, are important issues for climate studies, hydrology, and water resources managing. The spatial and temporal distribution of snow depth is one of the key parameters in the assessment of avalanche hazards, snow drift and avalanche modelling, and model verification. Most of the conventional methods including snow pits, probing or profiling, deliver point information and direct on site measurements are often risky in high mountains areas which are exposed to avalanche risk. Nevertheless the several RS available techniques for the measurement of SWE of dry snow is yet an open matter. The use of optical data is limited by adverse meteorological conditions and they are not well correlated to snow depth. Microwave radiometry is very sensitive to the presence of snow on soil and is used for estimating SWE and melting/refreezing cycles at both basin scale (Macelloni et al., 2005). It does however have difficulty in distinguishing wet snow from wet soil and at lower frequencies usually suffers from a limited spatial resolution. As far as microwave active techniques are concerned, different algorithms have been developed and refined for use in multipolarization/multifrequency data sets (Shi et al., 2000 ; Nagler et al., 2000). The use of SAR images aimed at snow monitoring from satellite started since the 1990s (Bernier et al., 1998) but the use of differential SAR Interferometry, DInSAR, to monitor dry snow is a relatively recent application (Gunierussen et al., 2001; Oveishgram et al. 2007) and the use of ground based SAR sensors is also a novelty (Martinez et al., 2005). As far as the strongly related avalanche risk reduction and innovative study has been carried out by JRC summarized in the paper from Martinez et al., 2006.

5.5.1 The functioning principle

The use of SAR interferometry to evaluate snow mass characteristics, is based on relating the interferometric phase shift obtained from two or more SAR images to a change in the snow mass. Snow is a mixture of air, ice crystals and if melting, liquid water. In wet snow, a microwave signal suffers from attenuation due to the presence of liquid water and the interaction is complicated owing to the fact that even a very small amount of liquid water drastically influences the phase and amplitude of the backscattered field. When snow is dry, liquid water is absent and at longer wavelengths (L to C band) it can be considered almost transparent with a moderate volume scattering depending on observed frequency and the incidence angle. Higher frequencies showed a good sensitivity to dry snow properties but they have a limited penetration into snow cover. In the case of dry snow at low frequencies (lower than X band) sensitivity of the amplitude of backscattering to variations of the depth of a dry snow pack is weak (Strozzi et al., 1998). These considerations invited the start of some investigations about the retrieving of dry snow characteristics from microwave interferometric data.

Dry snow is a mixture of air and ice crystals. The main processes of backscattering from a snow pack depicted in Figure 11 are: surface scattering at air-snow interface (1 in Figure 11), at the ground-snow interface (2 in Figure 11), and volume scattering at snow grains within the snow-pack (3 in Figure 11). Numerical backscatter simulations (Nagler et al., 2004) show that in the frequency range from L- to C-Band, surface scattering at the snow - ground
interface is the dominating process. In this case the modifications of this signal due to scattering at the air-snow interface and within the snow volume are small compared to the phase shift resulting from the changes of the propagation path length through the snow pack due to refraction. The variation of the path length due to thickening of the snow pack can be measured in terms of the interferometric phase shift according to (Gunierussen et al., 2001):

$$
\Delta \phi_{\text{snow}} = \frac{4\pi}{\lambda} \delta z \cdot \left( \cos \theta - \sqrt{\varepsilon - \sin^2 \theta} \right)
$$

(7)

where $\Delta \phi_{\text{snow}}$ is the interferometric phase (rad), $\lambda$ the in vacuum wavelength(m), $\delta z = z2 - z1$ (m) corresponds to the change in the snow depth, $z$, between SAR data acquisition 1 and 2, $\theta$ is the local incidence angle, and $\varepsilon$ is the snow permittivity, the physical parameter responsible for refraction and corresponding to the square of the refractive index used in optics. This parameter in the case of dry snow can be estimated through a third order polynomial function for $\rho_s < 450$ kg/m$^3$ (Matzlzer, 1996). For low local incidence angles (up to approximately 50°), the relationship between $\Delta \phi_{\text{snow}}$ and SWE, estimated as $\text{SWE} = \delta z <\rho_s>$, can be approximated to a linear relationship but due to the imaging geometry of GB SAR systems, slopes are often imaged at incidence angles above 50° and this linearization is not applicable. In this case (7) must be used in the not approximated form. Using in-situ point measurements or optionally an assumption on the snow density, $\delta z$ can be derived but local variations of the snow density value will be reflected in the estimation of the snow height.

Fig. 11. To the left: simple scheme of the backscattering processes of a snow pack: surface scattering at air-snow interface 1); at the ground-snow interface 2); volume scattering at snow grains within the snow-pack 3). To the right a picture of the GB SAR apparatus and the TLS.

Also in this application we must care of decorrelation and as far as the coherence problem is concerned a snow pack can suffer from some decorrelation sources such as: melting, snow drift (wind erosion and deposition), snowfall, snow metamorphosis and aging. Starting from satellite observations coherence over snow covered alpine terrain is lost in most cases after 1 and 3 days, and generally after 35 days (typical repeat pass of ERS) coherence is very low compromising any operational scopes. The measured phase difference of a pixel, consists not only of $\Delta \phi_{\text{snow}}$ estimated by (7), coming from the two-way propagation difference in the
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described model and the snow depth measurements obtained through the ultrasonic sensor at the AWS, were compared. A small plot inside the imaged area, located at 2160 m asl at about 1 km distance from the GB SAR is considered. The phase values for the selected points were obtained after focusing on an area 400 m x 1800 m wide, with a resulting pixel resolution of 2 m x 2 m. Figure 12 shows a data record from the 24th February (0:00h) 2006 to 1st March (0:00h) 2006: the snow depth measured by means of the ultrasonic sensor at the closest station is compared to the snow depth retrieved from interferometric data measured at the same time in some points. The points depicted in Figure 12 show the SD retrieved through the equations (1) and (2) for an incidence angle=60° and a snow density=100 kg/m³. It is worth noting that the snow was dry with a low probability of melting. To retrieve snow depth from interferometric phase, and removing the atmospheric component, the measured values were subtracted from the phase measured on a passive corner reflector, which is a metal trihedral 0.5 m in size and located at a distance of 1766 m from the radar. Observing Figure 12, according to the assumed model, the snow fall induces a regular increase of the SD retrieved from interferometric phases and also taking into account the non-coincident location of the two measurements, we obtain a consistent agreement between the value retrieved from interferometric phase and those measured at the AWS. In the last part of the plot there is an inversion of the two curves: retrieved values are first lower than US values and then they get higher. A possible explanation is the settlement of the snow pack which can reduce the height of the snow measured by US without changing SWE, while the values retrieved from interferometric phases stand, being sensitive to SWE. The agreement can be considered satisfactory if we take into account both the general variability of the snow depth and secondly the not-coincidental location of the ground truth with radar pixels.

Fig. 12. Temporal record of the snow depth (grey filled points) measured through an US sensor and SD retrieved by means of GB InSAR at different points (Δ, ◊, □); elapsed time from 0h0m 24.02.2006 to 0h0m 01.03.2006 (After Luzi et al., 2009).

In winter the of 2006/2007 similar data were obtained confirming the effectiveness of the approach. The retrieval approach tested on the selected points has also been applied to the entire slope, the aiming at comparing TLS data and GB SAR observations. The local incidence angle for each pixel was calculated through the DEM of the observed area, provided to BFW by the Federal Office of Metrology and Surveying (10m resolution),
assuming that the air to snow interface is parallel to terrain surface. Considering the same
time interval elapsed between the two TLS scans (9 to 14 February 2007), a snow depth map
was calculated both at C and S band. The results, corresponding to an area of 1000m x 2000m
in front of the GB SAR location, are shown in Figure 13A and 14B respectively. A circle
locates in Figure 13 the area surrounding the automatic weather station where the data
analysis is focused. The data are depicted on a section of the map together with a coherence
map calculated at C band for the same area (Figure 13D). The difference in data coverage
between Figure 13A and Figure 13B is due to the antenna pattern which at S band is coarser.
The TLS map provided by BFW of the SD variation that occurred between the two dates is
shown in Figure 13C: a SD increase of about 0.25 m is measured.

![Fig. 13. A) Map of snow depth difference with respect to the initial value, obtained through cumulative interferogram starting 09.02.2007 and ending 14.02.2007: S band; snow density=100 kg/m$^3$; B) C band C) Snow depth difference compared to the initial value measured through TLS from 9 to14 February 2007; D) Coherence map calculated at C band corresponding to the time interval from 9 to14 February 2007. The green circle highlights the area where the US was placed (After Luzi et al., 2009).](Image 1844x4399 to 4486x6903)

Maps retrieved from microwave data (Figure 13A and Figure 13B) show a discontinuous
texture compared to TLS; this is due to different factors: the coarser spatial resolution, a
certain noise as testified by a barely homogeneous coherence behaviour (Figure 13D) and
the presence of possible residuals of atmospheric effect after correction. At the same time
and for the same area, the maps indicate similar SD values, with S band closer to TLS
estimates and C band lower. It is worth noting that GB SAR and the TLS use a different time
sampling; a TLS map is obtained by using two measurements (scans) only while the GB SAR
differential phase is the result of the summation of an interferogram series acquired with an
hourly sampling over the whole period, and secondly, their governing physical principle
differs as well. TLS refers directly to the SD and it is affected by the first few millimetres of
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the snow layer surface while through the microwave interaction (at large incidence angles), we are not able to separate depth and density effects. Notwithstanding the difficulty of providing both lengthy data record in dry snow conditions and detailed knowledge of the observed snow characteristics, the obtained results confirmed the presence of a clearly measurable interferometric phase variation in relation to the growing height of the snow layer.

6. Conclusions

The brief introduction of the GBInSAR here presented is certainly incomplete but it was simply aimed at introducing the reader to this novel tool. In the discussed examples we focused on the slope monitoring because this is nowadays the most consolidated and operative use. At the same time we introduced the snow monitoring application as an opposite case where the technique is yet at a research stage. The spreading of new instrumentations, and the related issued papers, confirm that Remote Sensing community is more and more convicted that this technique can be very useful often providing a complementary information to the more popular spaceborne SAR interferometry. Some papers have been issued about the DEM retrieval and GBInSAR but the application is still in progress. Finally a set of applications addressed to buildings and civil structures as bridges and dam, have not been tackled here but they represent further hopeful frontiers for GB SAR interferometry.
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Our planet is nowadays continuously monitored by powerful remote sensors operating in wide portions of the electromagnetic spectrum. Our capability of acquiring detailed information on the environment has been revolutionized by revealing its inner structure, morphology and dynamical changes. The way we now observe and study the evolution of the Earth’s status has even radically influenced our perception and conception of the world we live in. The aim of this book is to bring together contributions from experts to present new research results and prospects of the future developments in the area of geosciences and remote sensing; emerging research directions are discussed. The volume consists of twenty-six chapters, encompassing both theoretical aspects and application-oriented studies. An unfolding perspective on various current trends in this extremely rich area is offered. The book chapters can be categorized along different perspectives, among others, use of active or passive sensors, employed technologies and configurations, considered scenario on the Earth, scientific research area involved in the studies.
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