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Abstract
The human face is one of the most important biometric modalities for automatic authentication. Three-dimensional face recognition exploits facial surface information. In comparison to illumination based 2D face recognition, it has good robustness and high fake resistance, so that it can be used in high security areas. Nevertheless, as in other common biometric systems, potential risks of identity theft, cross matching and exposure of privacy information threaten the security of the authentication system as well as the user’s privacy. As a crucial supplementary of biometrics, the template protection technique can prevent security leakages and protect privacy.
In this chapter, we show security leakages in common biometric systems and give a detailed introduction on template protection techniques. Then the latest results of template protection techniques in 3D face recognition systems are presented. The recognition performances as well as the security gains are analyzed.

1. Introduction
Biometrics is technique to automatically recognize a person based on his/her physiological or behavior characteristics. Since the characteristics used are unique to each individual, biometrics can create a direct link between users and their identity. From this point of view, it can provide more secure authentication in comparison to password and token based methods. Moreover, it is very convenient to use.

Applications of biometrics have spread rapidly in last decade and are still growing. In European e-passports, images of faces and fingerprints are stored. Many countries employ biometric information in citizen cards. In the US visit program, 10 fingers and the facial image are also acquired to support visa application and border control. It is efficient to prevent identity fake and increase the security against terrorists. Additionally, biometrics are widely used in access control, payment, banking and so on.

As biometrics markets are blooming, novel security and privacy leakages, such as exposure of private sensitive information, unchangeability and impersonate of biometric identities, and profiling, attract a lot of attention from public sectors, data protection officers, service providers and end users. After carefully analyzing the weakness of biometrics and summarizing requirements for secure biometric authentication, template protection techniques have been developed as an important supplement to common biometric system with improved security and enhanced privacy protection.
In this chapter we address the template protection techniques for 3D face recognition systems. Among fingerprints and iris, face is one of the most popular biometric modalities. So
far, facial information is mainly acquired as 2D illumination based images, 3D surfaces, or 2D near infra-red images. In comparison with other methods, 3D face recognition utilizes rich geometric information of facial surfaces, is less sensitive to ambient light conditions and robust to face variation due to different poses. Especially due to its resistance to fake attack it is very attractive in high security applications. Recently, 3D scanners become more and more efficient and economically priced. A sufficiently precise 3D face scan can be accomplished in several milliseconds. 3D face recognition shows a better recognition performance than 2D face recognition and other kinds of biometrics modalities. By implementing template protection techniques for 3D facial information not only the 3D facial information itself is protected. Also potential risks are avoided and high secure authentication systems become realizable.

2. Motivation

As biometrics is applied in manifold areas and users enjoy its benefits, vulnerabilities of biometric system and potential security risks cannot be neglected or underestimated as shown in following example.

Bob is a frequent traveller. He does not like waiting in long queues including the queue in front of a border control desk. Thus, he registers at the airport for the automatic verification system that is based on 3D face recognition. When crossing the border, the system reads his travel document, performs a 3D scan of his face and compares it with the stored information. This saves the busy businessmen Bob a lot of time. He gets enthusiastic about biometrics and enrolls himself in 3D face recognition in the bank for cash points. Later he visits a casino and leaves his 3D face information to access the casino.

In this example, he used the same biometric information in different areas. Some of them are trustworthy. But can he really trust all the different service providers? What will happen, if his biometric information is compromised? In the following we elaborate the privacy and security issues in biometrics.

Aggravation of identity theft/fraud Biometric characteristics can not be stolen or handed over like token or password, but they can be faked. For example, it is shown in (2; 20) how effortless it is to make a gummy or laminate finger using a trace left on a glass. With one more surveillance camera, facial information can be completely exposed even without knowledge or consent of victims. Also, a synthetic artifact can be created with stored biometric templates (4; 10; 15). Remote authentication systems based on digital transmitted biometric data can be even attacked without reconstructing biometric modalities. As a consequence, on the one hand integrating liveness detection techniques in sensors is essential to prevent impersonation. On the other hand, protection of stored and transmitted biometric data is significant.

3D face recognition has advantages in comparison with other modalities from a security point of view. It is hard to obtain 3D face information, since it can not leave a trace like fingerprints. Besides the up-to-now minor risk of deriving a 3D face surface from photos, there is the risk to reconstruct a 3D face surface from stored biometric templates. ¹

Unchangeability On the one hand, one of the advantages using biometrics is that users and their identity are linked together with their personal unique biometric characteristics. On the other hand, the exposure of biometric data is critical since it can not be easily revoked or renewed as in common password or token based authentication. One

¹ It is difficult to keep some biometric modalities such as fingerprint, 2D face images, “secret”. In applications requiring high security, using these modalities should be avoided.
can only choose another biometric modality or try to modify the exposed one. Unfortunately, both are not suitable solutions: we only have a limited number of biometric modalities, e.g. ten fingers, one face and two irises. And alteration of our biometric modalities is only possible with very complicated methods such as transplantation or cosmetic surgery. In the report of defense science board (3), it is also emphasized that revocation of biometric keys used for identity or privilege is indispensable.

Cross matching As the same biometric modality is adopted in multiple applications, all these applications are potentially coupled. A untrustworthy data collector can track the activities of a subject in external applications and misuse these informations. Additionally, if the biometric identity is compromised in one application, all the others get in danger.

Privacy Biometric data is derived from human bodies or the behavior of a person. Per-se this personal information is sensitive information. For example, in (30) it is shown that some diseases and sexual orientation have influence on fingerprint. The disease such as free-floating iris cyst, diffuse Iris Melanoma, can change iris pattern. From a face photo, gender and race of users can be recognized. DNA-analysis can expose sensitive genetic information. 3D face information is widely used in medical analysis. Moreover, many genetic syndromes can effect the facial trait. Therefore, 3D face scans is used to analyze facial morphology (13) as well as to diagnose some gene syndromes (29). Such private information is not relevant for the authentication purpose. But it is contained in every 3D face scan and therefore retrievable from the scan results.

Legislation Since biometrics belongs to personal information, usage of biometrics including storage and collection is very critical from the legislation point of view. In the European data protection directive (1), it is emphasized to protect individuals regarding to the processing of their personal data. In the white paper of TeleTrustT Deutschland e.V. (7), it is elaborated the importance of data protection in biometrics in compliance with the legislation.

Hill climbing Decision of biometric authentication rests on the similarity (or distance) measurement between stored templates and a live derived template. A feedback of a comparison can be obtained, e.g. directly from the authentication response, or from a Trojan horse embedded in a computer. An attacker can exploit such information to reconstruct the stored biometric template or the biometric sample recursively (33). It is so called hill climbing attack

The above issued security and privacy problems arise from the uncertainty of stored or transmitted biometric data. The Information and Privacy Commissioner/Ontario also dwelt on the problems of biometrics and drew the conclusions that applying biometrics causes “a zero-sum game” for this reason: biometrics provide additional security guarantees, meanwhile, it brings also new leakages. Therefore techniques to protect biometric data is necessary (11). In the next session we introduce the possible solutions to overcome these drawbacks.

3. Template Protection Techniques

Recently template protection techniques – also known as biometric encryption, untraceable biometrics, cancelable or revocable biometrics – have been developed in order to meet the requirements of protecting stored biometric data. These methods convert biometric data elements into multiple (ideally) uncorrelated references, from which it is infeasible to retrieve the original information. Template protection is a generalized and efficient method to preserve
privacy and to enhance the security of biometric data by limiting the exposure of template data which must not be revoked. They have the following key properties:

**One-Way and Robustness** The computational complexity of deriving a secure reference from a biometric datum (template) is limited, while it is either computationally hard or impossible to deduce the template from such a reference. The derivative references can be compared to a biometric datum under similarity metrics for the underlying biometric template. This allows the successful comparison of measurements exhibiting small variations or measurement errors to a derivative reference.

**Diversity and Randomness** Template protection can create numerous secure references from one biometric feature with the references independent of each other, i.e. knowledge of one reference does not yield information on other references derived from the same template.

The resulting various references are also called pseudo identities (9). Different methods to protect the biometrics data exist. They can be classified into four categories: cancelable biometrics, biometric salting, fuzzy encryption and biometric hardening passwords (36). *Cancelable biometrics* modifies the original biometric features or samples with “non-invertible” functions such as scrambling, morphing so that the original data is no longer to be recognized (26), (8), (27). *Biometric salting* randomizes biometric data with random patterns. For example, in biometric encryption (28), biometric data is convoluted with randomly generated code and in the biohashing algorithm (16), biometric features are projected into different orthogonal spaces generated from large amount random sequences. *Biometric hardening passwords* fuses password-based authentication with biometrics (22), (21). Finally, *fuzzy encryption* combines cryptographic hashing or secret sharing protocol with error correction codes (ECC) (17; 18). Among these methods, fuzzy commitment is one of the most successful algorithm. In the next section, we give detailed introduction on the helper data scheme, a practical realization of fuzzy commitment.

### 4. Template Protection with Helper Data Scheme

In 1999, Juels et al. proposed the “fuzzy commitment” to protect biometric information by using an existing cryptographic scheme (18). It is similar to password authentication system on Unix computers. There, passwords are never stored or compared in a plain text form but in an encrypted form. The system can authenticate a user without knowing the original password. Accordingly, a fuzzy template can be generated from biometric information and can be safeguarded with cryptographic functions. Yet, the protection scheme must have tolerance to variation of biometric data due to measurement noise or alteration of modalities. To overcome this problem, error correction coding is used.

Later, the Helper Data Scheme (HDS) has been developed to make the idea of fuzzy commitment feasible for biometric systems. HDS can extract secure templates from biometric data. This secure template is stable to biometric variation and it is impossible to retrieve original biometric information from it. The mathematical formulation of these properties is summarized as delta-contracting and epsilon-revealing by J. P. Linnartz et al. (19). The block diagram of the HDS is depicted in figure 1.

In figure 1 $M$ is a biometric template extracted from a biometric measurement. In the enrollment process, the binarization converts the biometric template $M$ into a binary vector $Q$. Ideally, the binarization results in a binary string that is uniformly distributed for different users and invariant for an identical user. The detailed description of binarization is given.
in section 4.1. In parallel, a random number generator creates a secret code $S$. First, $S$ is hashed and stored. Thus, it enables randomness in the system so that distinct references can be created from the same biometric characteristics for different applications. Second, a error correction encoder adds redundancy in the secret $S$. As a consequence, the resulting codeword $C$ is longer than $S$. Depending on the characteristics of the bit errors, different error correction codes can be adopted. For example, when bit errors are uniformly distributed in the codeword, a BCH-code, which has a codeword length of $2^L - 1^2$, can be employed. If the length of the binarized vector $Q$ extends the length of the codeword $C$, then the most reliable bits in $Q$ are selected so that the resulting binary string $X$ is as long as the codeword $C$ and robustness is improved. $R$ indicates the position of reliable bits. $W$, the result of the bitwise XOR-function of $X$ and $C$, is so called helper data. With help of $W$ and for a suitable input, the secret $S$ can be recovered in the verification process. Instead of storing the secret $S$, the position vector $R$, the helper data $W$, the hashed secret code $h(S)$ and user identity information are stored in data storage. It can be proved that both $W$ and $h(S)$ reveal little information about $S$, $X$ as well as the biometric template $M$.

During the verification process, with claimed identity, $R$, $W$ and $h(S)$ are retrieved from the data storage. The binary string $Q'$ is extracted from biometric template $M'$, which is $M$ potentially distorted by noise. The binary string $X'$ is estimated with $Q'$ and $R$. A potentially distorted codeword $C'$ can be acquired from $W$ and $X'$. The following error correction decoder removes errors in $C'$ and results in the reconstructed secret code $S'$. By comparing $h(S)$ with $h(S')$, a positive or negative response for a verification query can be given. In contrast to common biometrics system, only a “hard decision” (rejected or accepted) is given and no similarity score is available in the comparator of the template protection system due to the applied hash function. The previously described hill climbing attack, which iteratively reconstructs biometrics using matching scores (5), is not applicable.

$2^L$ is a natural number
The length of the secret code is one security issue. If the length of the codeword is fixed, the length of the secret code is restricted by the error correction ability. The maximum length of the codeword relies on the entropy for the considered biometric characteristics. Obviously, the processes of binarization and selection of reliable bits strongly affects the performance of the template protection scheme. In the following sections we introduce their functionalities and construction.

4.1 Binarization
Binarization is the core component of the helper data scheme. The requirements of its output binary vector can be summarized as follows: binarized vectors of different users should be uniformly and independently distributed, and the binary vector of a specific user should be robust to variation of biometric data. It guarantees that no prediction of a binary vector is possible and the discriminability of binary vector is optimized. And no information of a user can be obtained using binary vectors of other users. The binarized features have certain resilience to noise. Moreover, binarization tries to extract a long binary vector from biometric template without any degradation of authentication performance. The construction of binarization depends on the statistical analysis of the input biometric templates. Assuming that a training template set contains \( N \) users and each user has \( K \) samples and \( M_{n,k} = [m_{n,k,1}, m_{n,k,2}, \cdots, m_{n,k,T}] \) is the template with \( T \) components extracted from the \( k \)-th samples of the user \( n \) with \( k \in \{1, \cdots, K\} \) and \( n \in \{1, \cdots, N\} \). If each component is statistically independent and at least one bit can be extracted from each component, the binarization function can be defined as:

\[
q_{n,t} = B\{m_{n,k,t}|k \in [1, \cdots, K]\} = \begin{cases} 
1 & \text{if } \mu_{n,t} \geq \mu_t \\
0 & \text{if } \mu_{n,t} < \mu_t 
\end{cases}
\]

where \( \mu_{n,t} \) is an estimation of the real template for user \( n \) and \( \mu_t \) is the threshold of binarization. In order to achieve uniform distribution of the binary vector, \( \mu_t \) could be the median of \( \mu_{n,t} \) of all the users. Instead of the median, the mean can also be adopted. If the training data set is large enough, there is no significant difference between median and mean. In practice, we suggest to use the median, which is resistant to extreme values caused by measure errors.

4.2 Selecting Reliable Bits
Selecting reliable bits contributes to the robustness of the system. It is based on the estimation of the error probability for each bit. Only the bits with the lowest error probability are selected. In the previously presented binarization method, the error probability depends on the distance between \( \mu_{n,t} \) and \( \mu_t \) as shown in equation 1. \( \mu_{n,t} \) of a relative stable bit should derive from \( \mu_t \). On the other hand, intra-class variation also affects the error probability. The smaller the intra-class variation is, the more reliable the corresponding bit is. Statistical analysis of intra-class characteristics for each user has a major effect on the performance of selecting reliable bits. If biometric templates are Gaussian distributed, then:

\[
\mu_{n,t} = E\{m_{n,k,t}|k \in [1, \cdots, K]\} \tag{2}
\]

\[
p_{n,t} = \frac{|\mu_{n,t} - \mu_t|}{\sigma_{n,t}} \tag{3}
\]

where \( E \) is the function calculating the expected value, \( p_{n,t} \) is the error probability of the \( t \)-th component of user \( n \), and \( \sigma_{n,t} \) is the standard deviation of \( m_{n,k,t} \) for \( k \in [1, \cdots, K] \) (see also (34)).
If biometric templates are not Gaussian distributed or it is impossible to estimate intra class variation, then:

\[
\mu_{n,t} = \text{MEDIAN}_{k=1}^{K} \{ m_{n,k,t} \} \quad (4)
\]

\[
p_{n,t} \propto |\mu_{n,t} - \mu_t| \quad (5)
\]

Actually, the reliable estimation of error probabilities can only be achieved with a sufficient number of samples. In the next section we show how the template protection using the helper data scheme is integrated in 3D face recognition system.

5. An Example of Secure 3D Face Recognition System

The above sections stressed the importance of protecting biometric data and introduced the details of template protection systems. In this section, we show how such a method can be integrated in a 3D face recognition system. Our experimental results show the effect on the performance. At first, we will give an introduction on 3D face recognition algorithm.

5.1 3D Face Recognition Algorithm

In a 3D face recognition system, a 3D face image can be acquired by using a structured light projection approach. To compensate pose variation during acquisition, the 3D face images are normalized in a pre-processing step to a frontal view. The normalized facial image represents the face geometry and can be used as a biometric feature. For example, the normalized images can be compared using the Hausdorff distance classifier (24), (23)). This normalized data, however, cannot directly be utilized in the template protection, since these features are strongly correlated and very sensitive to noise. A process to extract compact and robust features is required. The Eigenface and Fisherface feature extraction algorithms (e.g. (12), (14) and (6)) are widely used to reduce dimensions of the original data. These statistics-based algorithms achieve a good verification performance, however, the size of the features is strongly reduced and it is difficult to extract binary vectors of sufficient length, which is required for an input for the helper data scheme.

In our experiments, we use a histogram-based feature extraction algorithm. It is based on the distribution of depth-values of the face region to characterize facial geometry. In this algorithm, a three dimensional rectangular region of a normalized image is used to limit the considered facial surface points. In Figure 2, the intermediate processes of the proposed algorithm is depicted. The algorithm consists of the following processing steps:

1. The facial surface points to be evaluated are selected from a normalized range image as shown in the dark area of the image at the lower left of Figure 2.
2. The selected facial region is further divided into \( J \) disjunct horizontal stripes \( S_j \), where \( j \in [1, \cdots , J] \) (see the image at the lower right of Figure 2). By this, the algorithm evaluates local geometric surface information. Due to the symmetric properties of a human face, the stripes are perpendicular to the symmetry plane.
3. The distribution of the facial points \( p_i \) in stripe \( S_j \) is counted. If \( \{d_0, \cdots , d_L\} \) is a vector with \( L + 1 \) elements. This vector is used to partition the surface points in the horizontal stripes according to their depth-value. \( d_0 \) and \( d_L \) indicate the upper band and lower band of depth limit, the \( l \)-th feature of the stripe \( S_j \) is given as follows:

\[
f_{ij} = \frac{\left\{ p_i = (x_i, y_i, z_i) | p_i \in S_j, d_{l-1} < z_i < d_l \right\}}{|S_j|}, \quad (6)
\]
where \( l \in [1, \cdots, L] \), \( j \in [1, \cdots, J] \), \( z_i \) is the depth value (z-value) of point \( p_i \), \( |S_j| \) is the number of the facial points in \( S_j \), \( f_{i,l} \) represents the proportions of the points in \( S_j \), whose z-values are located in the region \([d_{l-1}, d_l]\).

The resulting feature corresponds to the histogram count of the stripe. Therefore the proposed algorithm is called histogram-based face recognition algorithm. An example of feature values is shown in the image at the top right of Figure 2, where the feature vector corresponding to each stripe is represented as a row in the image and the color indicates their absolute feature values.

The algorithm adopts a simple statistical analysis to describe the geometrical character of a facial surface. This algorithm efficiently filters noise and reduces the correlation in the range image. The resulting feature vectors can be used as an input to the quantizer preceding the template protection scheme. More details about this algorithm are shown in (35).
5.2 Experimental Results
We have implemented HDS in the 3D face recognition system. The 3D facial images of face recognition grant challenge (FRGC) (25) database version 2 are used as testing data. The 3507 samples from 454 subjects are correctly normalized. During the test, only the users, who have at least 4 samples, are chosen. Three samples per user are chosen as enrollment data and one sample as verification data. A different sample for the verification is chosen for each test and the tests are repeated 4 times.

The previously described feature extraction process is applied with the following parameters. The 3D facial data is normalized to compensate the pose variation in the acquisition. The normalized 3D facial data is projected into regular grids. Then a fixed face region is selected for each resulting range image. The selected face region is divided into 68 sub-areas. A histogram-based extraction algorithm is applied in each sub-area. A feature vector containing $68 \times 6 = 408$ real values is obtained. The false acceptance rate (FAR) and the false rejection rate (FRR) using the correlation classifier is plotted in figure 3. The equal error rate (EER) is equal to 3.38%.

![Fig. 3. Classification results of the histogram-based face recognition algorithm](image1)

![Fig. 4. ROC curves of real-valued feature vectors and binary feature vectors](image2)

Then, we use the above mentioned binarization function to convert the extracted feature vectors into binary strings. To compare the authentication performance before and after binarization, we show the receiver operation characteristic (ROC) curves in figure 4. The solid line of the binary feature vectors is obviously above the dashed line of the real-valued feature vector. That is to say, binarization function improves slightly the authentication performance. Generally, a good binarization can be applied with acceptable changing on the authentication performance.

If we compare the distribution of interclass and intraclass distance before and after binarization process as shown in figure 5 and figure 6, the binarization has much stronger influence on the distribution of the inter-class distance than on the intra-class distance. After binarization, the inter-class distance becomes more symmetrical and concentrates on 50%.

In the above binarization process, the median was adopted to calculate the binarization threshold. If we compare the FAR and FRR curves of the binarization using median (figure 7) and mean (figure 8), there is no significant difference regarding authentication performance. Both
EERs are around 3%. However, the FRR-curve of the mean-based binary vectors deviates from the probability-axis in comparison with the one of the median-based binary vectors. The median-based binarization has higher robustness to noise. This is an advantage over the mean-based binarization, since the performance of template protection is restricted by errors occurring in the binary feature vectors.

In the implemented scheme, a BCH-code is chosen as error correction code. The binary features have the length of 408. The maximum length of a codeword under 408 is 255. The 255 most reliable bits is chosen from the 408-bits long binary vector. The classification results under the assumption of uniquely distributed templates and Gaussian distributed templates are shown in Figure 9 and in Figure 10. Both classification results are similar. Under the assump-
tion of uniquely distributed templates, the robustness is better than under the assumption of Gaussian distributions, however, the discriminative power is slightly worse. With codeword of 255 bits, only a discrete set of the secret code length \( s \) and the correctable errors length \( e \) is possible. Several examples and their corresponding bit error rate (BER), FRR and FAR are given in Table 1. The FRR under the assumption of a uniquely distribution is significantly better than under the assumption of a Gaussian distribution, while its FAR decreases slightly.

![Fig. 9. The classification results for the selected binary vectors under the assumption of uniquely distributed templates](image1)

![Fig. 10. The classification results for the selected binary vectors under the assumption of Gaussian distributed templates](image2)

<table>
<thead>
<tr>
<th>BCH ((c/s/e))</th>
<th>Correctable BER</th>
<th>Results for uniquely distribution</th>
<th>Results for Gaussian distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>255/107/22</td>
<td>8.6%</td>
<td>FRR=12%; FAR=0.4%</td>
<td>FRR=21%; FAR≈ 0</td>
</tr>
<tr>
<td>255/91/25</td>
<td>9.8%</td>
<td>FRR=11%; FAR=0.6%</td>
<td>FRR=16%; FAR=0.2%</td>
</tr>
<tr>
<td>255/79/27</td>
<td>10.5%</td>
<td>FRR=10%; FAR=0.7%</td>
<td>FRR=13%; FAR=0.3%</td>
</tr>
</tbody>
</table>

Table 1. Examples of possible BCH codes and the corresponding FRR and FAR

6. Discussion

Template protection techniques can derive different secure independent references from biometric data. Secure references can not reveal information of biometric data. No biometric related information is available in authentication systems. Not only biometric data is protected, security leakages such as crossing match, impersonation or cross matching are also avoided. Moreover, they enable revocation and renewing of templates, which are crucial functionalities for authentication process.

Our implementation of a 3D face recognition system shows the general feasibility of a template protection technique. A minor performance degradation is observed in the experimental...
results. This might originate in the binarization process and feature selection process: Converting continuously distributed feature vectors into binary vectors can result in information lost.

Although the performance after binarization is improved in our experiments, this can not be generalized for other cases. If feature extraction and the corresponding comparator are optimal, using the biometric features directly has the best performance characteristics. Similarly, the performance degradation for an optimal binarization method is expected to be very small. The selection of reliable components is the requirement of the coding schemes. Additionally, the error probabilities of biometric features normally are not equal. The filtering of unreliable features is helpful to increase the code rate of ECC and secret length. The reduced feature vector, however, may lose discriminative power in comparison to the unabridged feature vector. Although the performance degradation after integrating template protection in the 3D face recognition exist, the resulting performance is still acceptable and comparable with the system without template protection. Moreover, there is potential for improvement: data-source specific adaptation of the coding scheme or the binarization method. Furthermore, the fusion of different modalities or different feature extraction algorithms – in other words deriving more biometric features for one user – can enhance the security and performance.

As the security of template protection schemes is crucial, their evaluation and analysis should not be limited to their performance. In the given experiment, the security evaluation is based on the length of the secret. However, different security levels can be defined depending on the information that is available and accessible to the attacker. If the attacker has only access to individual entries in database, the only way to obtain the secret or the biometric related information is the brute-force attack for the desired hash value. The length of secret is representative to security. However, if they know the details of the template protection algorithm and also distribution of biometric features, the risk of tracking system with much lower complexity is possible. In the second case, the security is over-estimated if security is simply defined by the secret length. Even worse, an attacker with a sufficiently large biometric database can exploit the false acceptance. By doing this, he can identify individual users which share similar biometric data, i.e. biometric twins.

7. Conclusions

In this chapter we show the privacy and security of common biometric systems, which can not be neglected. Template protection techniques are introduced. They can safeguard biometric data and prevent exposing user’s private information. They can stop crossing matching, impersonation and hill climbing problems, meanwhile they enable renewing and revocation of identities. They are an very important supplementary to biometric technique. An implementation in 3D face recognition is demonstrated. 3D face recognition has good resistance to counterfeit and is widely used in high security area. The experimental results show feasibility of template protection technique. The system performance after integration is comparable with the one without template protection. High security can be achieved with sufficient length of the secret. However, it is possible to improve performance and security with optimized binarization and coding methods. Hopeful this work can draw more attention of security enhancement in biometrics and motivate more research in this area.
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