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Human Facial Expression Recognition Using
Fisher Independent Component Analysis and
Hidden Markov Model

Tae-Seong Kim and Jee Jun Lee
Kyung Hee University, Dept. of Biomedical Engineering
Republic of Korea

1. Introduction

Facial expression recognition (FER), a special part of gesture recognition, is one of the
fundamental technologies for Human Computer Interface (HCI), which allows computers or
other devices to interact with humans in a similar way to human to human interactions
(Mitra & Acharya, 2007). A FER system can contribute to a HCI system by responding to the
expressive states of a user upon recognizing his or her emotional state from the facial images.
Various approaches have been attempted to solve the FER problem so far. In one major
category of approaches known as the Facial Action Units (FAU)-based FER, FAUs are
identified and classified to understand facial muscle movements according to facial
expressions such as joy, anger, disgust, fear, sadness, and surprise. In another category of
approaches known as the emotion-specified FER, facial expressions are represented by
holistic or local features and the combination of these features are used to recognize each
specific expression. In general, FER involves various feature extraction and recognition or
classification techniques.

Among the various feature extraction techniques, the most commonly utilized technique so
far in the FER research community is Principle Component Analysis (PCA). PCA is a
second-order statistical method that produces orthogonal basis of given data. In general, PC
images provide global features of facial expressions. In the FAU-based FER, Padgett &
Cottrell (1997) applied PCA on facial expression images to identify FAUs and to recognize
facial expressions in which their best analysis was performed on the separated face regions
such as eyes and mouth. Donato et al. (1999) also employed PCA for FER with their Facial
Action Coding System (FACS). In the later approaches of FER, PCA is commonly
augmented with Fisher Linear Discriminant (FLD) which is based on the class information
which projects the data onto a subspace with the criterion that the between-class scatter of
the projected data is maximized and the within-class scatter is minimized. This PCA-FLD
augmentation much improved the accuracy of the classification and the performance of FER.
For example, Calder et al. (2001) employed PCA and FLD using the pixel intensities of
holistic face images and Dubuisson et al. (2002) performed the PCA-FLD based feature
extraction on facial images to classify the expressions. However, the nature of PCA, which
only relies on the second-order statics and decorrelation of data, limits the performance of
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FER. To overcome this deficiency, some higher order statistical methods have been
suggested lately.

As one of the higher order feature extraction techniques, lately independent component
analysis (ICA) has been utilized extensively for FER tasks due to its ability to extract local
features (Donato et al., 1999; Bartllet et al., 2002; Chen & Kotani, 2008; Buciu & Kotropoulos,
2003). ICA is a generalization of PCA which learns the higher order statistics of data,
producing the facial features that are statistically independent to each other. It actually
performs blind source separation with the assumption that the given data is a linear mixture
of sources which produces statistically independent basis and coefficients (Karklin &
Lewicki, 2003). For the FAU-based FER, Bartlett et al. (2002) extracted the features using ICA
to classify twelve facial actions for facial expressions coding referred to as FACS. Also,
Chuang & Shih (2006) utilized ICA to extract the independent features of facial expression
images and recognized the upper and lower parts of FAUs and the whole face parts of FAUs.
However, these works mostly focused on the successful extraction of FAUs not on the
recognition of facial expressions. Also, their works encountered the limitation of AUs due to
the fact that the separate facial actions do not directly draw the comparisons with human
data (Calder et al., 2000). For the emotion-specified FER, Buciu et al. (2003) reported their
highest recognition accuracy of 86.39% when applying ICA on the Japanese female facial
expression data (Lyons et al., 1998). However, they only used the peak expressional state of
each expression images to recognize the expressions while the temporal information of
facial expression changes is ignored. Bartlett et al. (2002) later utilized the enhanced ICA
(EICA) with the two different architectures where the first architecture finds spatially local
basis images for the faces and the second produces the factorial face codes. In their proposed
settings, they found that the local features of face images are sensitive to FER meanwhile the
factorial code is preferred for face recognition. Later, Kwak and Pedrycz introduced the
fisher version of independent component analysis (FICA) in the two different architectures
similar to the way of Bartlett’s, and they reported that FICA outperforms the generic ICA
and EICA methods in face recognition (Kwak & Pedrycz, 2007). So far, EICA and FICA are
successfully utilized for face recognition, but rarely utilized for FER.

As for the recognition techniques in FER, various distance measures such as Euclidian,
Mahalonobis, and Cosine distances have been used to assign the facial data to a relevant
expression class (Lyons et al., 1998). Neural network systems have been employed to extract
FAUs with the Gabor wavelet based features (Tian et al., 2002). Then, a bank of Support
Vector Machine (SVM) classifiers was used on the regions of facial expression images in FER
(Chuang & Shih, 2006; Kotsia & Pitas, 2007). For instance, Chuang & Shih (2006) used
independent components as facial expression features, and SVM was performed to extract
FAUs. Recently, Hidden Markov Model (HMM), a method for dynamic and sequential
event recognition, has been popularly applied for FER (Otsuka & Ohya, 1997; Aleksic &
Katsaqgelos, 2006). Zhu et al. (2002) used HMM to recognize the emotions with moment
invariants as their feature. In their work, they report the overall average accuracy of 96.77%
where only four expressions were recognized. Cohen et al. (2003) also adopted HMMs for
temporal and static modeling of FER. They used the dynamic HMM models with the facial
expression features extracted using the Naive-Bayes classifiers and they reached their best
accuracy rate of 73.22% on the Cohn-Kanade database. More recently, Aleksic & Katsaqqelos
(2006) introduced a FER system using multi-stream HMMSs and demonstrated the best
performance of 93.66%. In their system, however, only separated facial animation
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parameters such as eyebrow and outer-lip were used as decision cues for FER and they
trained the HMM models using FAUs as input parameters. In other words, only the spatial
information was utilized for training while the temporally changing patterns are not utilized.
In summary, most of these works have used static facial expression images for FER, not
utilizing the information of temporal and sequential changes of facial expression features.

In this chapter, we present a novel spatiotemporal modeling approach of FER, fully dealing
with sequential facial expression images analyzed with FICA and recognized with HMM
(Lee et al., 2008a; Lee et al., 2008b). The fundamental differences between our method and
the previous approaches are i) we focus on the sequential holistic facial images to derive
local spatiotemporal features so that we can model temporally evolving spatial patterns of
the facial expression feature changes and ii) we exploit the natural feature behaviors rather
than finding FAUs, and lastly, iii) we come up with the spatiotemporal model of each facial
expression via HMM. In our method, spatially local independent features are extracted
using FICA from sequential facial expression images. These FICA features are coded of
temporally changes of the spatial feature via codebook generation which provides the
symbolized spatiotemporal signatures. Then, discrete HMMs are constructed and trained
for dynamic FER, encoding the spatiotemporal signatures of various facial expressions. To
analyze the performance of our presented approach, some conventional feature extractors
including PCA, ICA, EICA, and FLD over PCA (i.e., PCA-LDA) in combination with HMM
are tested. Our results show that our presented method significantly outperforms the
conventional approaches.

2. Methods

2.1 System Overview

Our FER system consists of i) spatiotemporal FE feature extraction including preprocessing
of sequential FE images, ii) codebook generation for temporal signature coding, iii)
modeling and training of HMMs, and iv) recognition via HMMSs. Fig. 1 shows the overall
architecture of our FER system where, L denotes the likelihood, O the observation, and H
HMM (Lee et al., 2008a).

= = k==

— — Modeling and Training of HMMs
—- h=d | (H)
v L =PO|H)...L,=PO|H,)

Spatial Feature Extraction
(PCA, ICA, EICA, or FICA)

¢ Facial Expression Recognition
Temporal Signature Coding using Trained HMMs
(Code Generation) > decision = max{L,}

Fig. 1. Overview of our FER system.

www.intechopen.com



630 Biomedical Engineering

2.2 Facial Expression Feature Extraction

The major objective of feature extraction is to find efficient FE spatial features in a lower
dimensional subspace and reveal the patterns of temporal behaviors of the FE spatial
features corresponding to the changes of facial expression from a neutral to a peak state of
each facial expression. In preprocessing, face re-alignment, histogram equalization, and
delta image generation have been performed to obtain the input images to our FER system.
Then, temporally evolving spatial features are obtained in the feature extraction step.

2.2.1 Preprocessing

In preprocessing of sequential images of facial expressions, image alignment is performed
first to realign the common regions of the face. In this study, we have utilized a face
alignment approach described in (Zhang & Cottrell, 2004) by manually matching the eyes
and mouth of the face in the designated coordinates. The facial images are scaled and
translated so that the sum of square distance between the target coordinates and those of the
transferred features was minimized: the triangular shape from two eyes and one mouth is
scaled and translated to fit the reference location. The typical realigned image consisted of
60 by 80 pixels. Histogram equalization is then performed on the realigned images for
lighting correction. Afterwards, the first frame of each input sequence is subtracted from the
following frames to obtain the delta image (Donato et al., 1999), reflecting the facial
expression change differences over time. Fig. 2 shows an exemplar set of a facial expression
sequence of anger and the corresponding delta images.

(b)
Fig. 2. Sequential facial expression images of anger: (a) a set of the aligned images and (b)
the corresponding delta images.

2.2.2 Feature Extraction Using FICA

The key idea of FICA is the combination of ICA and FLD with the purpose to extract the
local features such that the facial expression images are represented with them in a low
dimensional space: the extracted features must be well separated in space in conjunction
with temporally evolving spatial patterns. Extracting theses features via FICA consists of
three fundamental stages: i) PCA is first performed for dimension reduction, ii) ICA is
applied on the data in the reduced PCA subspace to find statistically independent basis
features (i.e., images) for the corresponding facial expression images, and iii) FLD is finally
employed to compress the features such that the similar features put close as possible and
the different features put as far as possible.
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For the first stage of FICA, we initially apply PCA to the data to reduce the dimension of
data: PCA is a popular subspace projection method that transforms the high dimensional
space to a reduced space by capturing the maximum variability which still contains the
associated high order relationships. Basically, PCA basis vectors are obtained by the
eigenvectors of the covariance data matrix such that

P Y")P=A (1)

where Y is the data matrix, A the diagonal matrix of eigenvalues, and P the orthogonal
eigenvector matrix. The eigenvector associated with the largest eigenvalue indicates the axis
of maximum variance and the following eigenvector with the second largest eigenvalue
indicates the axis of the second largest variance. Thus, a certain number of eigenvectors
associated with the higher eigenvalues defines the reduced subspace.

If we denote the image dataset as X = (x, ,X5,...X,)" and its corresponding feature vectors

in the reduced dimension by V =(¥,,V,--»v,)"  Then, the PCA algorithm finds the
following feature vectors such that

VA, @
where £, is the few selected m eigenvectors. Fig. 3 shows the PCs of the facial expression
images.

As the second stage of FICA, ICA is applied to the PCA-reduced facial features to obtain

statistically independent features. Basically ICA finds a linear transformation matrix to
extract linear combinations of statistically independent sources from a set of random data. If

we denote the observed data matrix again by X =(x,,x,,...,x,)" and the sources of ICs by

S =(s,,8,,...,5,)" The linear ICA assumes that the data X is a linear combination of ICs
such that

X =MS 3)

where M is the matrix of size of nxm containing the mixing coefficients. The ICA
algorithm performed on the data matrix finds an unmixing matrix # and independent

source S That is to say, the source images estimated in the rows of S are used as basis
images to represent the dataset and are described as

U=wx 4)
where U is an estimated independent sources and W represents the linear unmixing
matrix.

Generally, ICA performance can be improved with a proper dimension reduction procedure
such as PCA as a preprocessing step. ICA performed on the PCA space is also known as
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EICA (Liu, 2004). Here, we apply the ICA algorithm on P, which is in the reduced

subspace containing the first m eigenvectors. To find the statistically independent basis
images, each PCA basis image is the row of the input variables and the pixel values are
observations for the variables. Thus,

U= WICA P mT (5)

where U is the obtained basis images comprised with the coefficient W, and the
eigenvectors F, . Some of the basis images are shown in Fig. 4. The reconstructed image set

X is then described as

X =vPl =vw U. (6)

Ic4

Therefore, the IC representation U can be computed by the rows of the feature vector R
followed as

R=VW,, . (7)

For the final step of FICA, FLD is performed on the IC feature vectors of R.FLD is based on
the class specific information which maximizes the ratio of the between-class scatter matrix

and the within-class scatter matrix. The formulas for the within, S;, and between, S; scatter
matrix are defined as follows:

Sy =2 (- n) - ©)
i=1 rkGCi
Sy = XN -1, ©)

where C is the total number of classes, », the number of facial expression images, 7 the

feature vector from all feature vector R , E the mean of class C,, and 7, the mean of all
feature vectors R .
The optimal projection W, is chosen from the maximization of ratio of the determinant of

the between class scatter matrix of the projection data to the determinant of the within class
scatter matrix of the projected samples as

YUAR VAN A (10)

where W, is the set of discriminant vectors of S; and S, corresponding to the c¢—1 largest

generalized eigenvalues. The discriminant ratio is derived by solving the generalized
eigenvalue problem such that
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S, =AS, (11)

where A is the diagonal eigenvalue matrix. This discriminant vector W, forms the basis of

the (¢ -1) dimensional subspace for a € -class problem.

Fig. 3. Facial expression representation onto the reduced feature space using PCA. These are
also known as eigenfaces.

Fig. 4. Sample IC basis images.

Finally, the final feature vector G and the feature vector G, for testing images can be
obtained by the criterion

G=RW/], (12)

Gtest =R IesthT = Xtesth WI;«I WdT : (13)
As the result of FICA, the vectors of each separated classes can be obtained. As can be seen
in Fig. 5, the feature vectors associated with a specific expression are concentrated in a
separated region in the feature space showing its gradual changes of each expression. The
features of the neutral faces are located in the centre of the whole feature space as the origin

of the facial expression, and the feature vectors of the target expressions are located in each
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expression region: within each expression feature region contains the temporal variations of
the facial features. As shown in Fig. 6, a test sequence of sad expression is projected onto the

sad feature region. The projections are evolving according to the time from P(#) to P(),
describing facial feature changes from the neural to the peak of sad expression.

Fig. 5. Exemplar feature plot for four facial expressions.
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Fig. 6. (a) Test sequences of sad expression and (b) their corresponding projections onto the

feature space.
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2.3 Spatiotemporal Modelling and Recognition via HMM

Hidden Markov Model (HMM) is a statistical method of modeling and recognizing
sequential information. It has been utilized in many applications such as pattern recognition,
speech recognition, and bio-signal analysis (Rabiner, 1989). Due to its advantage of
modeling and recognizing consecutive events, we also adopted HMM as a modeler and
recognizer for facial expression recognition where expressions are concatenated from a
neutral state to a peak of each particular expression. To train each HMM, we first perform
vector quantization of training dataset of facial expression sequences to model sequential
spatiotemporal signatures. Those obtained sequential spatiotemporal signatures are then
used to train each HMM, learning each facial expression. More details are given in the
following sections.

2.3.1 Code Generation

As HMM is normally trained with the symbols of sequential data, the feature vectors
obtained from FICA must be symbolized. The symbolized feature vectors then become a
codebook which is a set of symbolized spatiotemporal signature of sequential dataset, and
the codebook is then regarded as a reference for recognizing the expression. To obtain the
codebook, vector quantization is performed on the feature vectors from the training datasets.
In our work, we utilize the Linde, Buzo and Gray (LBG)’s clustering algorithm for vector
quantization (Linde et al, 1980). The LBG approach selects the first initial centroids and
splits the centroids of the whole dataset. Then, it continues to split the dataset according to
the codeword size.

After vector quantization is done, the index numbers are regarded as the symbols of the
feature vectors to be modeled with HMMs. Fig. 7 shows the symbols of the codebook with
the size of 32 as an example. The index of codeword located in the center of the whole
feature space indicates the neutral faces and the other index numbers in each class feature
space represents a particular expression reflecting gradual changes of an expression in time.

4 S
N ~
| ~ ~
3 - = -~ ~
I~ ~ | N
2 T T T
N ~ ~ ~
! oo N Uy
3"\ ‘\ ~ I~ ~
o I R AR
I~ ~ ~ ~
~ ~ N ~
-1 — =N IS ~ N
8 ‘\\ N ~N ~ |
RS ~
2 4-‘.:1‘,1?20 S SN N‘
. e ~
3 JO8 % 04 L .
S NN
-4 R N SN
~ ~ ~ N
'5 \\ \‘\ \\ \\4
Angry ~ s ~
5 ~ ~ ~
Happy [ - - ~ 5
: ~ N
surprise ~ ~

sad ~
codebook

Fig. 7. Exemplary symbols of the codebook in the feature space. Only four out of six
expressions are shown for clarity of presentation.
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2.3.2 HMM and Training
HMM used in this work is a left-to-right model useful to model a sequential event in a
system (Rabiner, 1989). Generally, the purpose of HMM is to determine the model

parameter 4 with the highest probability of the likelihood Pr(O|4) when observing the
sequential data 0=1{0, 0, -:0;}. A HMM model is denoted as A= {4, B, 7} and each
element can be defined as follows (Zhu et al., 2002). Let us denote the states in the model by
S =1{s,8,,"",Sy} and each state at a given time ¢ by O =1{¢,,4,,"**,¢,} . Then, the state

transition probability 4 , the observation symbol probability B, and the initial state
probability 7 are defined as

A={a,}, a,=Pr(q,, =S, | q,=5), 1<i,j<N, (14)
B={b,(0)}. b, =Pr(0,| ¢,=5,). 15 j<N. (15)
m=A{n;}, =, =Pr(q =S5)). (16)

In the learning step, we set the variable, §(i,/), the probability of being in the state ¢, at
time 7 and the state ¢, at time 7+1, to re-estimate the model parameters, and we also define

the variable, 7,(i), the probability of being in the state ¢; at time 7 as follows

at (i)ai/bj(OHl )ﬂl+l (J)

é:,(i,j)= PI‘(O|/1)

, (17)

y (=2, 86 )) (18)

where @,(i) is the forward variable and f, (i) is the backward variable such that

o (i)=7,b(0), (1<i<q) (19)

(1) =13, 0,08, 16,0, (1=1,2,...7 1) 20)
pr(D=1, (1<i<q) @)
ﬂxﬂ=ﬁawAQﬂwMU)U:T—LT—zWJ) (22)
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Using the variables above, we can estimate the updated parameters 4 and B of the model of
A via estimating probabilities as follows

7-1

D& (L))

. 23
Z%(i) (#)

7_ 7, ()
b(k) =2t 24
7, (D) 24

where a; is the estimated transition probability from the state / to the state / and b, (k)

the estimated observation probability of symbol & from the state /.

When training each HMM,, a training sequence is projected on the FICA feature space and
symbolized using the LBG algorithm. The obtained symbols of training sequence are
compared with the codebook to form a proper symbol set to train the HMM. Table 1
describes the examples of symbol set for some expression sequences. Symbols in the first
two frames are revealing the neutral states whose symbols are on the center of the whole
feature subspace and the symbols are assigned into each frame as each expression gradually
changes to its target state.

After training the model, the observation sequences O={Q, O,, --1G;} from a video dataset
are evaluated and determined by the proper model with the likelihood Pr(O[4) . The

likelihood of the observation O given the trained model 4 can be determined via the
forward variable in the form

PHO| 2)= () - (25)

The criterion for recognition is the highest likelihood value of each model. Figs. 8 and 9
show the structure and transition probabilities for the anger case before and after training
with the codebook size of 32 as an example.

Expression Frame | Frame | Frame | Frame | Frame | Frame | Frame | Frame
1 2 3 4 5 6 7 8
Joy 24 32 30 30 14 14 10 10
Sad 32 32 24 16 13 12 4 12
Angry 21 21 13 9 7 8 22 25
Surprise 23 34 34 26 19 19 27 27

Table 1. Example of codebook symbols of the training expression data.
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0.333 0.333

0.333 0.333 0.5 1
Fig. 8. HMM structure and transition probabilities for anger before training.

0.261 0.333

0.429 0.615 0.780 1
Fig. 9. HMM structure and transition probabilities for anger after training.

3. Experimental Setups

To assess the performance of our FER system, a set of comparison experiments were
performed with each feature extraction method including PCA, generic ICA, PCA-LDA,
EICA, and FICA in combination with the same HMMs. We recognized six different, yet
commonly tested expressions: namely, anger, joy, sadness, surprise, fear, and disgust. The
following subsections provide more details.

3.1 Facial Expression Database

The facial expression database used in our experiment is the Cohn-Kanade AU-coded facial
expression database consisting of facial expression sequences with a neutral expression as
an origin to a target facial expression (Cohn et al., 1999). The image data in the Cohn-
Kanade AU-coded facial expression database displays only the frontal view of the face and
each subset is comprised of several sequential frames of the specific expression. There are
six universal expressions to be classified and recognized. Facial expressions include 97
subjects with the subsets of some expressions. For data preparation, 267 subsets of 97
subjects which contain 8 sequences per expression are selected. A total of 25 sequences of
anger, 35 of joy, 30 of sadness, 35 of surprise, 30 of fear, and 25 of disgust sequences are used
in training and for the testing purpose, 11 of anger, 19 of joy, 13 of sadness, 20 of surprise, 12
of fear, 12 of disgust subsets are used.

3.2 Recognition Setups for RGB Images

From the database mentioned above, we selected 8 consecutive frames from each video
sequences. The selected frames are then realigned with the size of 60 by 80 pixels.
Afterwards, histogram equalization and delta image generation were performed for the
feature extraction. A total of 180 sequences from all expressions were used to build the
feature space.
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As we tried to assess our FER system, we applied a total of 180 and 87 image sequences for
training and testing respectively. Next, we performed the experiments to empirically
determine the optimal number of features and the size of the codebook. To do this, we
tested a range of feature numbers selected in the PCA step. Once the optimal number of
features was determined, the experiment for the size of the codebook was conducted. We
test the performance with the different sizes (20, n=4, 5, 6) of the codebook for vector
quantization along with HMM in order to determine the optimal settings.

Finally, we compared the different feature extraction methods under the same HMM
structure. Previously, PCA and ICA have been extensively explored due to its strong ability
of building a feature space, and PCA-LDA has been one of the good feature extractor
because of the LDA classifier that finds out the best linear discrimination from the PCA
subspace. In this regard, our FICA results have been compared with the conventional
feature extraction methods namely PCA, generic ICA, EICA, and PCA-LDA based on the
results for the optimal number of features with the same codebook size, and HMM
procedure.

3.3 Recognition Setups for Depth Images

Some drawbacks associated with RGB images are known that they are highly affected by
lighting conditions and colors causing the distortion of the facial shapes. As one way of
overcoming these limitations is the use of depth images. These depth images generally
reflect 3-D information of facial expression changes. In our study, we performed
preliminary studies of testing depth images and examined their performance for FER. Fig.
10 shows a set of facial expression of surprise from a depth camera called Zcam
(www.3dvsystems.com). We tested only four basic expressions in this study: namely, anger,
joy, sadness, and surprise using the method presented in the previous section (Lee et al.,

ey
el + -4
2\ i

Fig. 10. Depth facial expression images of joy.

4. Experimental Results

Before testing the presented FER system, the system requires setting of two parameters:
namely the number of features and the size of codebook. In our experiments, we have tested
the eigenvectors in the range from 50 to 190 with the training data and have decided
empirically 120 as the optimal number of eigenvectors since it provided the best overall
recognition rate. As for the size of the codebook, we have tested the codebook size of 16, 32,
and 64, and then decided 32 as the optimal codebook size since it provided the best overall
recognition rate for the test data (Lee et al., 2008a).
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4.1 Recognition via RGB Images

For recognition comparison between FICA and four other types of conventional feature
extraction methods including PCA, ICA, EICA, and PCA-LDA, all extraction methods
mentioned above were implemented with the same HMMSs for recognition of facial
expressions. The results from each experiment in this work represent the best recognition
rate with the empirical settings of the selected number of features and the codebook size.
For the PCA case, we computed eigenvectors of all the dataset and selected 120 eigenvectors
to train the HMMs. As shown in Table 2, the recognition rate using the PCA method was
54.76%, the lowest recognition rate. Then, we employed ICA to extract the ICs from the
dataset. Since the ICA produces the same number of ICs as the number of original
dimensions of dataset, we empirically selected 120 ICs with the selection criterion of
kurtosis values for each IC for training the model. The result of ICA method in Table 3
shows the improved recognition rate than the result of PCA. We also compared the EICA
method. We first chose the proper dimension in the PCA step, and processed ICA from the
selected eigenvalues to extract the ECIA basis. The results are presented in Table 4, and the
total mean of recognition rate from EICA representation of facial expression images was
65.47% which is higher than the generic ICA and PCA recognition rates. Moreover, the best
conventional approach PCA-LDA was performed for the last comparison study and it
achieved the recognition rate of 82.72% as shown in Table 5. Using the settings above, we
conducted the experiment of FICA method implemented with HMMs, and it achieved the
total mean of recognition rate, 92.85% and expression labeled as surprise, happy, and sad
were recognized with the high accuracy from 93.75% to 100% as shown in Table 6.

Label Anger Joy Sadness Surprise Fear Disgust
Anger 30 0 20 0 10 40
Joy 4 48 8 8 28 4
Sad 0 6.06 81.82 12.12 0 0
Surprise 0 0 0 68.75 12.50 18.75
Fear 0 8.33 50 8.33 33.33 0
Disgust 0 8.33 25 0 0 66.67
Average 54.76

Table 2. Person independent confusion matrix using PCA (unit : %).

Label Anger Joy Sadness Surprise Fear Disgust
Anger 30 0 10 30 10 20
Joy 4 60 0 0 36 0
Sad 0 6.06 87.88 6.06 0 0
Surprise 0 0 12.50 81.25 0 6.25
Fear 0 25 25 8.33 33.33 8.33
Disgust 0 8.33 25 0 0 66.67
Average 59.86

Table 3. Person independent confusion matrix using ICA.
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Label Anger Joy Sadness Surprise Fear Disgust
Anger 60 0 0 0 20 20

Joy 4 72 8 4 12 0

Sad 0 6.06 87.88 6.06 0 0
Surprise 0 0 12.50 81.25 0 6.25

Fear 0 16.67 16.67 8.33 50 8.33
Disgust 25 8.33 25 0 0 41.67
Average 65.47

Table 4. Person independent confusion matrix using EICA.

Label Anger Joy Sadness Surprise Fear Disgust
Anger 60 0 10 0 0 30
Joy 0 88 0 0 8 4
Sad 0 6.06 87.88 6.06 0 0
Surprise 0 0 0 93.75 6.25 0
Fear 0 8.33 8.33 8.33 75 0
Disgust 0 0 0 0 8.33 91.67
Average 82.72
Table 5. Person independent confusion matrix using PCA-LDA.
Label Anger Joy Sadness Surprise Fear Disgust
Anger 80 0 0 0 0 20
Joy 0 96 0 0 4 0
Sad 0 0 93.75 0 6.25 0
Surprise 0 0 0 100 0 0
Fear 0 8.33 0 0 91.67 0
Disgust 0 0 0 0 8.33 91.67
Average 92.85

Table 6. Person independent confusion matrix using FICA.

As mentioned above, the conventional feature extraction based FER system produced lower
recognition rate than the recognition rate of our method, 92.85%. Fig. 11 shows the summary
of recognition rate of the conventional compared against our FICA-based method.

4.2 Recognition via Depth Images

A total of 99 sequences were used with 8 images in each sequence, displaying the frontal
view of the faces. A total of 15 sequences for each expression were used in training, and for
the testing purpose, 10 of anger, 10 of joy, 8 of surprise, and 11 of sadness subsets were used.
We empirically selected 60 eigenvectors for dimension reduction, and test the performance
with the codebook size of 32. On the data set of RGB and depth facial expressions of the
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same face, we applied our presented system to compare the FER performance. Table 7 and 8
show the recognition results for each case. More details are given in Lee at al. (2008b).

Fig. 11. Recognition rate of facial expressions using the conventional feature extraction
methods and the presented FICA feature extraction method.

Table 7. Person independent confusion matrix using the sequential RGB images (unit :%).

Label Anger Joy Sadness | Surprise
Anger 100 0 20 0
Joy 10 90 0 0
Sadness 9.09 9.09 81.82 0
Surprise 12.5 12.5 0 75
Average 86.5

Label Anger Joy Sadness Surprise
Anger 100 0 0 0
Joy 0 100 0 0
Sadness 0 0 100 0
Surprise 0 0 0 100
Average 100

Table 8. Person independent confusion matrix using the sequential depth images.

5. Conclusion

In this work, we have presented a novel FER system utilizing FICA for facial expression
feature extraction and HMM for recognition. Especially in the framework of FICA and
HMM, the sequential spatiotemporal feature information from holistic facial expressions is
modeled and used for FER. The performance of our presented method has been investigated
on sequential datasets of six facial expressions. The result shows that FICA can extract
optimal features which are well utilized in HMM, outperforming all other conventional
feature extraction methods. We have also applied the presented system to 3-D depth facial
expression images and showed its improved performance. We believe that our presented
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FER system should be useful toward real-time recognition of facial expressions which could
be also useful in many other applications of HCI.
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