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Abstract

The change in forest cover plays a vital role in ecosystem services, atmospheric carbon balance, and, thus, climate change. In this study, land use maps for the periods 1984 and 2012, derived from Landsat TM satellite imagery, were used. The goal of this study is comparison of three procedures of artificial neural network, logistic regression, and similarity weighted instance-based learning (SIM Weight) to predict spatial trend of forest cover change. The SimWeight considers the nearest instances in the variable space, which are computed based on past changes and the relative importance of the driving variables. The LogReg approach, on the other hand, is a type of generalized linear model that assumes that the current land use pattern reflects the processes of land use in the past. Artificial Neural Network is a nonparametric algorithm that is capable of fitting complex nonlinear functions to find the relations between past changes and their driving variables. Such approaches are expected to produce better fitting between the change potential and their complex relationships with their driving variables. Artificial neural networks in comparison with logistic regression and SimWeight have higher accuracy and less error in modeling and predicting of forest changes.
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1. Introduction

The change in forest cover plays an essential role in ecosystem services, the carbon balance in the atmosphere, and climate change [1, 2]. The forest ecosystems of Gorganrood watershed play a very important role in controlling surface runoff and
reducing floods, protecting surface soil and reducing soil erosion, adjusting temperature, and reducing the amount of greenhouse gases.

In consideration of the process of forest destruction in recent decades, it is valuable to examine the changes that have occurred in the fields of natural resources and to interpret the cause and extent of these changes and their impact on other sources [3]. Golestan province forests are very important among the forests in the north of Iran, because of their climatic conditions [4]. Golestan province forests have the highest annual destruction rate among the other northern provinces [5].

So far, many studies have used remote sensing (RS) and geographic information system (GIS) methods to effectively monitor forest cover changes [6–10]. Mahiny and Turner [11] modeled vegetation changes in the watershed of the Boorowa river in Australia by using artificial neural network and logistic regression. The results of their study indicated that artificial neural networks generally achieved better outcomes than logistic regression. Mas et al. [12] in a study that modeled deforestation by GIS and artificial neural network, and the results of their study showed that the rate of forest destruction was higher in areas with gentle slopes, high altitudes, and fertile soils. In addition, their outcomes demonstrated that the intensity of deforestation is greatly reduced by maintaining distance from the road and residential areas. Khoi and Murayama [13] modeled deforestation in an area in northern Vietnam using artificial neural networks and Markov chain models. They found that the destruction is intensive in the borders between forests and agricultural lands, fields near water sources, and areas with lower altitudes.

Kumar et al. [14] modeled and predicted forest cover changes in forested areas in India. In order to explain the effects of human interventions in the forest, they used three distance variables, as explanatory variables for forest change (the distance from the edge of the forest, the road, and the city, and the map of the slope classes). The highest regression coefficient ($\beta = -26.892$) was related to the distance from the forest, which present that changes in the forest are more significant near the edge of the forest. Bagheri and Shetaei [15] in the research titled modeling the reduction of forest extent using logistic regression in the Chehel Chai watershed of Golestan province during the years 2016 to 2015, determined that the variables of the slope, distance from the village and the road have an inverse relationship with the amount of destruction. In addition, with the increase in height above the sea level in this area, the amount of destruction increased. Hassanzadeh [16] modeled deforestation in Falred forests by using the multivariate methods and artificial neural networks. According to the estimation error of modeling, artificial neural networks are a better method for modeling such variables than multivariate regression. In a study conducted by Arkhi et al. [17], the forests of North Ilam were simulated using logistic regression. According to the modeling results, it was found that the slope variables, the distance from the population centers and the road, have an opposite relationship with the amount of destruction, and the increase of the height above the sea level in this area resulted in decreasing the amount of destruction. Sardarzadeh et al. [18] predicted the destruction of forests in Chehel Chai watershed of Golestan province using artificial neural networks and Markov chain analysis. The obtained results indicate the destruction of 15.8% of dense forests during the years 1988 to 2010. Gholamalifard et al. [19] conducted a study with the aim of comparing logistic regression and artificial neural networks for modeling the transfer potential of coastal land cover change in Mazandaran province. The results showed that logistic regression has higher accuracy.
2. Materials and methods

2.1 Prediction of land cover changes

In recent years, land cover changes have received special attention. Land cover changes are the result of the complex interaction of several factors such as management, economy, culture, human behavior, and environment [20, 21]. Familiarity with how land cover changes is very important because these changes cause major effects on the environment such as hydrological cycles changing [22], the size and order of natural habitats such as forest areas [23], and species diversity [24] and can overshadow the region’s economy [25].

Modeling the spatial pattern of land cover changes provides valuable information for a better understanding of the change process, determining the effective factors, and predicting the areas subject to change. Spatial models of land cover change can be divided into three main groups: Empirical Estimation Models, Dynamic Simulation Models, and Rule-base Simulation Models [26]. Empirical estimation methods use statistical techniques to model the relationship between the change based on the user rule and the factors affecting it.

Knowing the effective processes in change is possible by interpreting the output of statistical models. Empirical estimation methods are one of the most widely used methods for simulating the spatial pattern of land cover and its changes over time due to the simplicity of the structure and the ability to analyze multiple variables [27].

2.2 Land change modeler

The land change modeler is a software for creating sustainable ecological development, which was designed to understand and identify land cover changes and environmental and protection requirements caused by these changes. This software exists as a vertical application in the IDRISI software system [28]. This model is also available as Extension for ArcGIS software. In Land Change Modeler (LCM), tools for the assessment and prediction of land cover change and its implications are organized around major task areas: change analysis, change prediction, and planning interventions. Land change prediction in land change modeler is an empirically driven process that moves in a stepwise fashion from 1) change analysis, 2) transition potential modeling, to 3) change prediction. It is based on the historical change from time 1 to time 2 land cover maps to project future scenarios [29].

2.3 Sensitivity analysis of artificial neural network

The artificial neural network option can model multiple transitions at one time. Initially, the dialog for the multilayer perceptron neural network may seem daunting, but most of the parameters presented do not need to be modified (or in fact understood) to make productive use of this very powerful technique.

As launched by LCM, the multilayer perceptron starts training on the samples it has been provided of pixels that have and have not experienced the transitions being modeled. At this point, the MLP is operating in automatic mode whereby it makes its own decisions about the parameters to be used and how they should be changed to
better model the data. Automatic mode monitors and modifies the start and end learning rate of a dynamic learning procedure. The dynamic learning procedure starts with an initial learning rate and reduces it progressively over the iterations until the end learning rate is reached when the maximum number of iterations is reached [29].

Figure 1 illustrates a single hidden layer MLP feed-forward neural network. The back-propagation algorithm [30] is the most widely used learning algorithm for an MLP neural network. The learning process consists of two parts: feed-forward and backward pass. The outputs of the Artificial Neural Network (ANN) are calculated in the feed-forward pass process and the output errors are propagated backward to adjust the weights and biases of the ANN.

In the present research, Skill Measure [28] and Accuracy Rate were used to analyze the sensitivity of the multilayer perceptron artificial neural network model. Skill Measure is a statistic to evaluate the ability of the model based on the validation data and measures the skill of the model to predict future changes based on the training data. In fact, this statistic is used to compare the accuracy of the model based on the validation data and the expected accuracy that is supposed to occur randomly.

This statistic considers the ability of the model for each land cover transfer separately and shows the role of variables in the accuracy of the model for predicting change. This statistic is between −1 and −1. The closer to 1, it indicates the high accuracy of the model in predicting changes, and if it is zero, it indicates the random performance of the model. The expected accuracy and Skill Measure statistics are calculated from Eq. (1) and (2) [29].

\[ E(A) = 1 + (T + P) \]  \hspace{1cm} (1)

\[ S(\text{Skill Measure}) = \frac{(A - E(A))}{(1 - E(A))} \]  \hspace{1cm} (2)

Figure 1.
Example of a single hidden layer MLP feed-forward neural network. \( x_1, x_2, \ldots, x_R \) are input parameters, \( y_1, \ldots, y_T \) are output targets, \( R \) is the number of input parameters, and \( T \) is the number of output targets. \( f_1(x) \) is the activation function of the hidden layer, and \( f_2(x) \) is the activation function of the output layer.
A is the measured accuracy provided by the model, and E(A) is the expected accuracy.

### 2.4 Sensitivity analysis of logistic regression

It is one of the experimental models that has been used in many researches in the field of forest area change analysis, urban growth modeling, and agricultural land modeling and has provided very good results [14]. Logistic regression is a probabilistic model that fits between land use change (as a dependent variable) and factors affecting it (as independent variables). Based on this model, the relationship between variables can be explained, the relative importance of index variables can be estimated, and the land cover change probability map can be extracted [31].

In the logistic function, the probability of land use change was defined as a function of explanatory variables, which includes a uniform curve between 0 and 1 [14]. One of the statistical characteristics that are examined in the logistic regression model is Goodness of fit. The goodness of fit is determined based on the difference between the observed values and the predicted values of changes in the value of the dependent variable. The following equation is used to calculate the Goodness of fit (Eq. (3)) [32]:

\[
\text{Goodness of fit} = \sum_{i=1}^{N} \left( y_i - u_i \right) / u_i \times (1 - u_i)
\]

(3)

where \( u_i \) are the observed values for the dependent variable, and \( y_i \) are the predicted values for the dependent variable. The basis of Goodness of fit in logistic regression is the probability ratio, which is determined based on two statistical characteristics -2log (L0) and -2log(Likelihood), where L0 is the value of the probability function, provided that all coefficients except the intercept are 0 and Likelihood represents the amount of the probability function for the model. The following two statistical characteristics are defined based on the aforementioned two statistical characteristics (Eq. (4) and (5)) [33]:

\[
\text{Pseudo R Square} = 1 - \frac{\text{log(Likelihood)}}{\text{log(L0)}}
\]

(4)

Therefore, if the value of R (Pseudo R Square) is equal to 1, it indicates a good Goodness of fit; if the value of this characteristic is 0, it means that there is no relationship between the variables, and if its value is greater than 0.2, it indicates a relatively good Goodness of fit:

\[
\text{ChiSquare(K)} = -2(\text{log(Likelihood)} - \text{log(L0)})
\]

(5)

Chi-square is also introduced as a statistical characteristic of the probability ratio, which follows the chi-square distribution when the null hypothesis is correct. This statistical characteristic examines hypotheses in which all coefficients are zero except the intercept. The chi-square degree of freedom (K) is equal to the number of independent variables used in land change modeling.

The characteristic of the ROC (Relative Operating Characteristic) is a very suitable statistic for measuring the degree of Goodness of fit in the logistic regression model. The amount of this statistic are between 0 and 1, where 1 indicates proper Goodness of fit and 0.5 indicates random Goodness of fit [14]. Finally, the logistic regression equation is defined as follows (Eq. (6)):
\[
\log_e(P) = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \ldots + \beta_n X_n + \text{errorterm}
\] (6)

\(\beta_0\): intercept,
\(\beta_0, \beta_1, \ldots, \beta_n\): regression coefficients,
\(X_1, X_2, \ldots, X_n\): used variables.

2.5 Sensitivity analysis of SimWeight

The similarity-weighted sample-based learning method is a sample-based learning algorithm based on the K-nearest neighbor (KNN) algorithm. This method identifies the relationship between the stimulus variable and the transmission potential prediction for areas that show cases of change. This method is based on the calculation of weighted distances in variable space for known examples of user classes. SimWeight should have two classes (fixed pixel and variable pixel) for each transfer to create transfer potential in the direction of land change modeling.

In this method, the K-nearest neighbor was extracted for each pixel (fixed or variable) and calculates the distance in the variable space from each unknown location to the locations around it (within the range of K) (Figure 2). This distance is obtained in the exponential weighting function \((e^1/di)\) in order to calculate a continuous level of membership of existing land use classes for each pixel from Eq. (7) [34]:

\[
\text{Membership of Class} = \sum_{i=1}^{c} \left( \frac{1.0 - \frac{1}{1 + e^d}}{k} \right) (c \leq k)
\] (7)

where K represents the total number of the closest variable and fixed pixels, \(c\) represents the number of variable pixels in the nearest neighbor \(k\), and \(d\) is the linear distance of the variable pixel \(i\).

This algorithm, like the K-nearest neighbor method, may be influenced by irrelevant variables [35]. Different stimulus variables may have different importance in

Figure 2.
A representation of the variable space created by two hypothetical variables. In this figure, the triangles represent the variable pixels, and the diamonds represent the fixed pixels. The black square represents the pixel that will be evaluated under the influence of the hypothetical and unknown transmission potential. The dotted circle in the figure represents the range of \(k\) (\(k = 9\)), which is hypothetically 6 pixels for the changing state and 3 pixels for the fixed state, and also the lines showed are the linear distances from the considered pixel in the space is variable [34].
determining transmission potential. This different importance is due to the relative weight by which each variable is multiplied to determine its ability among different classes of land use. In this method, the weight of the importance of each variable is determined by comparing the standard deviation of the variables that have changed within the considered area to the standard deviation of the variables in the study area (Eq. (8)) [34]:

\[
\text{The correlation weight of each variable} = \frac{\text{the standard deviation of the variable pixels in the change area}}{\text{the standard deviation of the variables in the study area}}
\]  

(8)

2.6 The location of the study

The Gorganroud river watershed with an area of about 9350 square kilometers with a longitude of 54°20' to 56°22' and a latitude of 36°22' to 37°47' North is in Golestan province (Figure 3). The said river is from Golestan National Park originates from Goldagh Heights, and flows into the Caspian Sea after passing through Gonbadekavous and Aghqala in the west of Khajenafas. This river is located in the southeastern part of the Caspian Sea. Most of its branches are from Alborz mountain and flow from south to north. Among its rivers, we can mention the Madersu, Zaringol, Tilabad, and Chehelchai rivers. The Gorganroud river length is about 300 km, and the direction of the river water flow is from east to west [36].

2.7 Data used

In this study, in order to prepare the forest cover map of 1984 and 2012, the land use maps produced in the Golestan province survey plan have been used. In order to evaluate the accuracy and determine the extent of the forest in 2015, the previous studies [37] by using the TM sensor of the Landsat satellite and also the visual classification of the area through Google Earth images, have been used.
2.8 The transmission potential modeling by using the logistic regression and artificial neural network and similarity weighted instance-based learning (SIM weight)

In this study, by using the forest cover maps of 1984 and 2012, the calibration period is considered, and the transfer potential is modeled by using six variables, and by using the driver variables of the digital model, height, slope, distance from the road, distance from agricultural land, the distance from the edge of the forest and the distance from the village in 1984, the relationship between the change of use from forest to nonforest is determined by using cramer’s correlation coefficient. The probability of changing each user to another user is calculated by using the Markov chain [38]. In this study, changes are predicted for the year 2015 using the hard forecasting model and the calibration period of 1984–2012.

2.9 Validation of the model

For evaluating the accuracy of the modeling, the forest cover map of 2015 and statistics such as the relative performance characteristic curve (ROC), figure of merit [39], and ratio Hits/False Alarms [40] are used. From the ROC/AUC statistic, the range is 0–1 based on the percentage of false positives and true positives. It is used to compare a continuous image of merit with a Boolean image, where a value of 1 indicates complete spatial agreement and a value of 0.5 indicates random agreement. The merit number statistic has a value between zero and one hundred, where the value of one hundred indicates the complete agreement of the predicted map with the ground reality, and the value of zero indicates noncompliance [41]. The closer the figure of merit is to 100. It means that the predicted map has higher accuracy [39]. The figure of merit is obtained from Eq. (9):

\[
\text{Figure of merit} = \frac{B}{A + B + C}
\]  

A: The number of pixels that have changed in reality but remained constant in the prediction (Miss).
B: The number of pixels that have changed in the ground reality, and these changes were correctly predicted by the model (Hits).
C: The number of pixels that have remained constant in the ground reality, but these pixels have changed in the model prediction (False Alarm).

If the ratio of success to error warning in the used model is more than 25%, it can be said that the model has good accuracy in predicting the considered changes [29].

At this stage, according to the relevant statistics, for evaluating the accuracy, the best model with the highest accuracy was selected to continue the research process.

3. Results

The investigation of the changes in the land cover of the Gorganroud watershed showed that during the study period (1984–2012), the largest amount of changes occurred in the field of forest cover destruction (77,214 hectares), and the largest amount of increase is related to agricultural use (28,866 hectares) (Table 1).
Figure 4 shows the increase and decrease for each user class during the period of 1984 to 2012 based on the percentage of the study area. The largest increase observed during this period is related to agricultural use (with an increase of 1.2%), and the largest decrease occurred in dense forest use (with an increase of 1.54%).

As Figure 5 presents, forest destruction during the years 1984 to 2012 mostly occurred in the northeastern part of the area. Severe erosion in the loess soils and destructive floods in this region are among the most important reasons for forest degradation in the northeastern part of this area [42].

<table>
<thead>
<tr>
<th>Class</th>
<th>1984</th>
<th>2012</th>
<th>Changed area Between 1984 and 2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Residential</td>
<td>3258/4</td>
<td>13,577/3</td>
<td>10,319</td>
</tr>
<tr>
<td>Forest</td>
<td>353,128/7</td>
<td>275,914/3</td>
<td>-77,214</td>
</tr>
<tr>
<td>Rangeland</td>
<td>178,108/3</td>
<td>197,763/3</td>
<td>19,655</td>
</tr>
<tr>
<td>Agriculture</td>
<td>386,290/6</td>
<td>415,156/9</td>
<td>28,866</td>
</tr>
<tr>
<td>Water bodies</td>
<td>7253/9</td>
<td>9887/5</td>
<td>2634</td>
</tr>
<tr>
<td>Rivers</td>
<td>6825/4</td>
<td>19,821/3</td>
<td>12,996</td>
</tr>
</tbody>
</table>

Table 1. Changes in all classes of land cover in 1984 and 2012 in terms of hectares.

Figure 4. Gains, losses, and net change for each land cover category between 1987 and 2012 in percentage of the study area.
3.1 Modeling of transfer potential and predicting changes by using artificial neural network, logistic regression, and SIM weight model and examination of correctness or integrity

With the aim of transfer potential modeling, the connection between motivator factors variants and jungle cover changes by using Crammer coefficient methods has been accomplished for all three modeling (Table 2). Crammer’s V amounts for the most of variants is upper than 0.15 that demonstrates desirable suitable described power of coefficients that been researched [33]. Highest and lowest cramer’s V is related to slope and distance from the village respectively.

3.2 Predicting changes for year 2015 using artificial neural network model

Demanding changes has occurred using Markov chain, and predicting changes for the year 2015 has been accomplished (Figure 6). Correction and analyze numbers of Skill Measure for examining term had been 84.52% and 0.6850 ordinarily that is declaring suitable and right prediction. The results of correction examining of this model show that the outcome resulted from model with ROC amount, 0.975 has high

<table>
<thead>
<tr>
<th>Driver variables</th>
<th>Cramer’s V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope</td>
<td>0.44</td>
</tr>
<tr>
<td>Elevation</td>
<td>0.41</td>
</tr>
<tr>
<td>Distance from agriculture</td>
<td>0.41</td>
</tr>
<tr>
<td>Distance from forest</td>
<td>0.36</td>
</tr>
<tr>
<td>Distance from roads</td>
<td>0.22</td>
</tr>
<tr>
<td>Distance from village</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 2. Values of the Crammer coefficient for driver variables.
harmony with occurred changes. The ratio of Hits/False Alarms for artificial multi-layer perceptron neural network model is 63%, and the ratio of the figure of merit equals 12.

3.3 Predicting changes for year 2015 using logistic regression model

In this case also demanding change has been occurred using Markov chain and changes by prediction for year 2015 has been done (Figure 6). Correction examining results logistic regression model shows that outcome resulted from model with ROC amount 0.922 has high harmony with occurred changes. Ratio Hits/False Alarms for logistic regression model is 50% based on similarity weight model, and also amount of figure of merit is 10.

3.4 Predicting changes for year 2015 using SIM weight

In this case, demanding change has also been occurred by using Markov chain and has been done by prediction for year 2015 (Figure 6). Correction examining results for SIM Weight Process shows that ROC amount is 0.979. Ratio of Hits/False Alarms for SIM Weight is 52% based on similarity weight model, and also figure of merit is 10.

According to Table 3, artificial neural network, in two factors ratio Hits/False Alarms and figure of merit, for examining correction has shown higher quality and, compared to other processes, has more ability and capability for predicting forest

Figure 6. A: Actual map for 2015; B: Predicted map for 2015 using artificial neural network; C: Predicted map for 2015 using logistic regression; D: Predicted map for 2015 using SIM weight.
coverage changes. The amount of ROC has not been observed so much differences between three approaches used. Therefore, artificial neural network model has been chosen as the best model for predicting forest changes prediction.

3.5 Predicting changes of land coverage by using artificial neural network method

Results produced by researching forest cover changes in years 2015 to 2020 shows that in this time 11,561 acres of forest surface (equal to 46 % of region forest surface) been corrupted or ruined. Besides, around 2020 to 2025, approximately 11,147 forest surface (equal to 44 % of the region forest surface) will be declined. Examining forest cover changes between 2025 and 2030 also shows the reduction of 10,788 acres of region forest surface (equal to 42 % of region forest surface) (Table 4).

4. Discussion

Although many methods are available to model land transition potentials, they are usually not user-friendly and require the specification of many parameters, making the task difficult for decision-makers not familiar with the tools, as well as making the process difficult to interpret. SimWeight is an instance-based learning algorithm based on the logic of the K-nearest neighbor algorithm. The method identifies the relevance of each driver variable and predicts the transition potential of locations given known instances of change. Although computationally simple, the method cannot handle complex nonlinear relations, which is often visible in built-up growth in heterogeneous environments. However, this method can be useful for areas to project infilling or edge-expansion type of built-up growth [43]. SimWeight focused on the distance from the past transitions producing most potential zones near the

### Table 3.
Comparison between accuracy of the modeling of three approaches was used.

<table>
<thead>
<tr>
<th>Modeling procedures</th>
<th>Ratio Hits/False Alarms</th>
<th>Figure of merit</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial neural network</td>
<td>63%</td>
<td>12%</td>
<td>0/975</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>50%</td>
<td>10%</td>
<td>0/922</td>
</tr>
<tr>
<td>SIM Weight</td>
<td>52%</td>
<td>10%</td>
<td>0/979</td>
</tr>
</tbody>
</table>

### Table 4.
Areas under forest cover and nonforest during 1984, 2012, 2015, 2020, 2025, and 2030 (actual and predicted).

<table>
<thead>
<tr>
<th>Class</th>
<th>1984</th>
<th>2012</th>
<th>2015 (Actual)</th>
<th>2015 (Predicted)</th>
<th>2020 (Predicted)</th>
<th>2025 (Predicted)</th>
<th>2030 (Predicted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest</td>
<td>353,128</td>
<td>275,914</td>
<td>256,659</td>
<td>264,877</td>
<td>253,316</td>
<td>242,169</td>
<td>231,381</td>
</tr>
<tr>
<td>Nonforest</td>
<td>585,351</td>
<td>662,565</td>
<td>681,820</td>
<td>673,602</td>
<td>685,163</td>
<td>696,310</td>
<td>707,098</td>
</tr>
<tr>
<td>Total</td>
<td>938,479</td>
<td>938,479</td>
<td>938,479</td>
<td>938,479</td>
<td>938,479</td>
<td>938,479</td>
<td>938,479</td>
</tr>
</tbody>
</table>
change areas, LogReg produced suitable areas considering the linear relationship between driving factors and the built-up change.

While the LogReg approach is straightforward and easy to reproduce, it cannot mimic the complex relationship between the variables and the land use pattern in the changing space. This, therefore, indicates the unsuitability of the method for prediction, especially for dynamic and heterogeneous built-up growth. However, this statement might be applicable for only short-time-scale studies and might not be true for applications that incorporate larger time-scale predictions [44].

The Artificial neural networks, as it iterates multiple times to produce the best fit between the transition and driving variables are able to estimate high change potentials for areas of actual change. Artificial neural networks are a sum of the complex of improving methods that can analyze and calculate nonlinear relations after well training and adjusting weights between income and outcome parameters by high currency. Although the SIM weight model and also logistic regression model are not able to calculate nonlinear relations between variants [40]. Artificial neural networks compared to Logistic Regression Model and SIM weight model, do not need a specific formulation for the statement relation between income and outcome data; otherwise, the relation between income and outcome data has been taken by the learning process [45]. At last, using the artificial neural network method to predict jungle cover changes in the future (years 2020, 2025, and 2030) has been discussed.

In relation to the better performance of the artificial neural network, we can mention the following: high processing speed, the ability to learn the pattern, the ability to generalize the pattern after learning, flexibility against unwanted errors, and not causing significant disruption in case of problems in part of the connections due to the distribution of network weights. This discussion declares that artificial neural network has higher power capability for predicting forest changes.

The results of this part demonstrate forest cover changes in the Gorganroud watershed as well and declare that continuing of the current process in recent 30 years, what kind of problems and huge big enormous obtains, and obstacles to the forest of this region will occur. Putting an obvious clear picture of the future in front of Managers and program makers, scheduling Personals can be efficient and effective capable in scheduling for saving and cohabitating forest regions.

5. Conclusion

According to high valued importance of Golestan province forest study and researching and modeling of corruption amount of these forest seems to be urgent and important. In this research of Land Changer Modeler by using Markov chain utilizing three approach logistic regression, artificial neural network, and learning based on similarity weight sample, researching, and examination of forest cover changes has been done. Produced results from evaluating of model showed higher capability and power of land change modeler for predicting forest cover changes that after investigating and comparing dignity correctness of three modeling approaches based on three factors, ratio of Hits/False Alarms and figure of merit and ROC amount, results show a high level of efficiency and potential for artificial neural network and lower errors obtain from this method compared to other two approaches. In fact, the result shows artificial neural networks could correctly predict changes in pixels that have been changed in ground reality (Hit). On the other hand, models mistake pixels that have been changed in ground reality but stayed constant in prediction for artificial
neural network model compared to Logistic Regression Model and SIM weight model was lower (Miss). Also, mistakes and bugs resulted from the prediction of pixels that have stayed unchanged but changed in predicting model was also lower in the artificial neural network model compared to the other two approaches (false alarm).

This research’s results have coordination with those of Mahiny and Turner who compared artificial neural networks to logistic regression. Also, Bayati et al. [46] compared two models of artificial neural networks and logistic regression in forest surveys. In their study, the artificial neural network model produced better results; In justifying this phenomenon, they stated that the reason for the difference between the better performance of artificial neural networks compared to statistical methods could be found in the ability to estimate and predict artificial neural networks with a small amount of data. This is despite the fact that the performance and accuracy of regression methods depend on the sample size strongly, and the small sample size can be a limitation of statistical models. Therefore, in the designed models of the artificial neural network, the small number of samples has not created a significant limitation.
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