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1. Introduction

We present theoretical aspects of high-harmonic generation (HHG) in this chapter. Harmonic generation is a nonlinear optical process in which the frequency of laser light is converted into its integer multiples. Harmonics of very high orders are generated from atoms and molecules exposed to intense (usually near-infrared) laser fields. Surprisingly, the spectrum from this process, high-harmonic generation, consists of a plateau where the harmonic intensity is nearly constant over many orders and a sharp cutoff (see Fig. 5). The maximal harmonic photon energy $E_c$ is given by the cutoff law (Krause et al., 1992),

$$E_c = I_p + 3.17U_p,$$

where $I_p$ is the ionization potential of the target atom, and $U_p$ [eV] = $E_0^2 / 4\omega_0^2 = 9.337 \times 10^{-14}$ I [W/cm²] ($\lambda$ [μm])² the ponderomotive energy, with $E_0$, $I$ and $\lambda$ being the strength, intensity and wavelength of the driving field, respectively. HHG has now been established as one of the best methods to produce ultrashort coherent light covering a wavelength range from the vacuum ultraviolet to the soft x-ray region. The development of HHG has opened new research areas such as attosecond science and nonlinear optics in the extreme ultraviolet (xuv) region.

Rather than by the perturbation theory found in standard textbooks of quantum mechanics, many features of HHG can be intuitively and even quantitatively explained in terms of electron rescattering trajectories which represent the semiclassical three-step model and the quantum-mechanical Lewenstein model. Remarkably, various predictions of the three-step model are supported by more elaborate direct solution of the time-dependent Schrödinger equation (TDSE). In this chapter, we describe these models of HHG (the three-step model, the Lewenstein model, and the TDSE).

Subsequently, we present the control of the intensity and emission timing of high harmonics by the addition of xuv pulses and its application for isolated attosecond pulse generation.

2. Model of high-harmonic generation

2.1 Three Step Model (TSM)

Many features of HHG can be intuitively and even quantitatively explained by the semiclassical three-step model (Fig. 1)(Krause et al., 1992; Schafer et al., 1993; Corkum, 1993). According to this model, in the first step, an electron is lifted to the continuum at the nuclear position with no kinetic energy through tunneling ionization (ionization). In the second step,
the subsequent motion is governed classically by an oscillating electric field (propagation). In the third step, when the electron comes back to the nuclear position, occasionally, a harmonic, whose photon energy is equal to the sum of the electron kinetic energy and the ionization potential $I_p$, is emitted upon recombination. In this model, although the quantum mechanics is inherent in the ionization and recombination, the propagation is treated classically.

![Diagram of three-step model of high-harmonic generation](image)

**Fig. 1.** Three step model of high-harmonic generation.

Let us consider that the laser electric field $E(t)$, linearly polarized in the $z$ direction, is given by

$$E(t) = E_0 \cos \omega_0 t,$$

where $E_0$ and $\omega_0$ denotes the field amplitude and frequency, respectively. If the electron is ejected at $t = t_i$ by solving the equation of motion for the electron position $z(t)$ with the initial conditions

$$z(t_i) = 0,$$

$$\dot{z}(t_i) = 0,$$

we obtain,

$$z(t) = \frac{E_0}{\omega_0^2} \left[ (\cos \omega_0 t - \cos \omega_i) + (\omega_0 t - \omega_i) \sin \omega_i \right].$$

It is convenient to introduce the phase $\theta = \omega_0 t$. Then Equation 5 is rewritten as,

$$z(\theta) = \frac{E_0}{\omega_0^2} \left[ (\cos \theta - \cos \theta_0) + (\theta - \theta_0) \sin \theta_0 \right],$$

and we also obtain, for the kinetic energy $E_{\text{kin}}$,

$$E_{\text{kin}}(\theta) = 2U_p \left( \sin \theta - \sin \theta_0 \right)^2.$$

One obtains the time (phase) of recombination $t_r(\theta)$ as the roots of the equation $z(t) = 0$ ($z(\theta) = 0$). Then the energy of the photon emitted upon recombination is given by $E_{\text{kin}}(\theta) + I_p$. 
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Figure 2 shows $E_{\text{kin}}(\theta_r)/U_p$ as a function of phase of ionization $\theta_i$ and recombination $\theta_r$ for $0 < \theta < \pi$. The electron can be recombined only if $0 < \theta < \pi/2$; it flies away and never returns to the nuclear position if $\pi/2 < \theta < \pi$. $E_{\text{kin}}(\theta)$ takes the maximum value $3.17U_p$ at $\theta = 17^\circ$ and $\theta_r = 255^\circ$. This beautifully explains why the highest harmonic energy (cutoff) is given by $3.17U_p + I_p$. It should be noted that at the time of ionization the laser field, plotted in thin solid line, is close to its maximum, for which the tunneling ionization probability is high. Thus, harmonic generation is efficient even near the cutoff.

Fig. 2. Electron kinetic energy just before recombination normalized to the ponderomotive energy $E_{\text{kin}}(\theta_r)/U_p$ as a function of phase of ionization $\theta_i$ and recombination $\theta_r$. The laser field normalized to the field amplitude $E(t)/E_0$ is also plotted in thin solid line (right axis).

For a given value of $E_{\text{ion}}$, we can view $\theta_i$ and $\theta_r$ as the solutions of the following coupled equations:

\[
(\cos \theta_r - \cos \theta_i) + (\theta_r - \theta_i) \sin \theta_i = 0,
\]

\[
(\sin \theta_r - \sin \theta_i) \cos \theta_i = \frac{E_{\text{ion}}}{2U_p}
\]

The path $z(\theta)$ that the electron takes from $\theta = \theta_i$ to $\theta$ is called trajectory. We notice that there are two trajectories for a given kinetic energy below $3.17U_p$: $17^\circ < \theta < 90^\circ$, $90^\circ < \theta < 255^\circ$ for the one trajectory, and $0^\circ < \theta < 17^\circ$, $255^\circ < \theta < 360^\circ$ for the other. The former is called short trajectory, and the latter long trajectory.

If $(\theta_i, \theta_r)$ is a pair of solutions of Equations 8 and 9, $(\theta_i + m\pi, \theta_r + m\pi)$ are also solutions, where $m$ is an integer. If we denote $z(\theta)$ associated with $m$ as $z_{m}(\theta)$, we find that $z_m(\theta) = (-1)^mz_{m-1}(\theta - m\pi)$. This implies that the harmonics are emitted each half cycle with an alternating phase, i.e., field direction in such a way that the harmonic field $E_h(t)$ can be expressed in the following form:

\[
E_h(t) = \cdots + F_1(t + 2\pi / \omega_h) - F_1(t + \pi / \omega_h) + F_1(t) - F_1(t - \pi / \omega_h) + F_1(t - 2\pi / \omega_h) - \cdots.
\]

One can show that the Fourier transform of Equation 10 takes nonzero values only at odd multiples of $\omega_h$. This observation explains why the harmonic spectrum is composed of odd-order components.
In Fig. 3 we show an example of the harmonic field made up of the 9th, 11th, 13th, 15th, and 17th harmonic components. It indeed takes the form of Equation 10. In a similar manner, high harmonics are usually emitted as a train of bursts (pulse train) repeated each half cycle of the fundamental laser field. The harmonic field as in this figure was experimentally observed (Nabekawa et al., 2006).

Fig. 3. Example of the harmonic field composed of harmonic orders 9, 11, 13, 15, and 17. The corresponding harmonic intensity and the fundamental field are also plotted.

2.2 Lewenstein model

The discussion of the propagation in the preceding subsection is entirely classical. Lewenstein et al. (Lewenstein et al., 1994) developed an analytical, quantum theory of HHG, called Lewenstein model. The interaction of an atom with a laser field \( E(t) \), linearly polarized in the \( z \) direction, is described by the time-dependent Schrödinger equation (TDSE) in the length gauge,

\[
\frac{i}{\hbar} \frac{\partial \psi(r,t)}{\partial t} = \left[ -\frac{1}{2} \nabla^2 + V(r) + zE(t) \right] \psi(r,t),
\]

where \( V(r) \) denotes the atomic potential. In order to enable analytical discussion, they introduced the following widely used assumptions (strong-field approximation, SFA):

- The contribution of all the excited bound states can be neglected.
- The effect of the atomic potential on the motion of the continuum electron can be neglected.
- The depletion of the ground state can be neglected.

Within this approximation, it can be shown (Lewenstein et al., 1994) that the time-dependent dipole moment \( x(t) \equiv \langle \psi(r,t) | z | \psi(r,t) \rangle \) is given by,

\[
x(t) = i \int_{-\infty}^{\infty} dt' \int d^d p \, d^d p' \, \langle \mathbf{p} + \mathbf{A}(t) | \mathbf{p} + \mathbf{A}(t') - i S(\mathbf{p} + \mathbf{A}(t'), \mathbf{p} + \mathbf{A}(t)) \rangle \cdot \exp[-iS(\mathbf{p} + \mathbf{A}(t'), \mathbf{p} + \mathbf{A}(t)) \cdot E(t') dt (\mathbf{p} + \mathbf{A}(t')) + c.c.,
\]

where \( S(\mathbf{p} + \mathbf{A}(t'), \mathbf{p} + \mathbf{A}(t)) \) is the action.
where \( p \) and \( d(p) \) are the canonical momentum and the dipole transition matrix element, respectively, \( A(t) = -i\mathbf{E}(t)dt \) denotes the vector potential, and \( S(p, t, t') \) the semiclassical action defined as,

\[
S(p, t, t') = \int_t^{t'} dt'' \left\{ \frac{[p + A(t'')]^2}{2} + I_p \right\}.
\]  

(13)

If we approximate the ground state by that of the hydrogenic atom,

\[
d(p) = \frac{i 8\sqrt{2}(2I_p)^{3/4}}{\pi} \frac{p}{(p^2 + 2I_p)^{3/2}}.
\]

(14)

Alternatively, if we assume that the ground-state wave function has the form,

\[
\psi(r) = (\pi \Lambda^2)^{-3/4} e^{-(r^2/\Lambda^2)},
\]

(15)

with \( \Delta (\sim I_p^{1/3}) \) being the spatial width,

\[
d(p) = i\left( \frac{\Lambda^2}{\pi} \right)^{3/4} \Lambda^2 e^{-(p^2/2\Lambda^2)}.
\]

(16)

In the spectral domain, Equation 12 is Fourier-transformed to,

\[
\tilde{\hat{x}}(\omega) = \int_{-\infty}^{\infty} dt \int_{-\infty}^{\infty} dp \int_{-\infty}^{\infty} d'p' d^2(p + A(t)) \cdot \exp[i\omega t - iS(p, t, t')] \cdot E(t') dt (p + A(t')) + c.c..
\]

(17)

Equation 12 has a physical interpretation pertinent to the three-step model: \( E(t')d(p + A(t)) \), \( \exp[-iS(p, t, t')] \), and \( d^2(p + A(t)) \) correspond to ionization at time \( t' \), propagation from \( t' \) to \( t \), and recombination at time \( t \), respectively.

The evaluation of Equation 17 involves a five-dimensional integral over \( p, t, t' \), i.e., the sum of the contributions from all the paths of the electron that is ejected and recombined at arbitrary time and position, which reminds us of Feynman's path-integral approach (Salières et al., 2001). Indeed, application of the saddle-point analysis (SPA) to the integral yields a simpler expression. The stationary conditions that the first derivatives of the exponent \( \omega t - S(p, t, t') \) with respect to \( p, t, t' \) are equal to zero lead to the saddle-point equations:

\[
p(t - t') + \int_t^{t'} A(t'') dt'' = 0,
\]

(18)

\[
\frac{[p + A(t')]^2}{2} = -I_p,
\]

(19)

\[
\frac{[p + A(t)]^2}{2} = \omega_h - I_p.
\]

(20)

Using the solutions \((p, t, t', \omega_h)\), \( \tilde{\hat{x}}(\omega_h) \) can be rewritten as a coherent superposition of quantum trajectories \( s \):

\[\text{www.intechopen.com} \]
\[ \hat{x}(\omega_h) = \sum_i \left( \frac{\pi}{\epsilon + \frac{1}{2}(t_i - t_i')} \right)^{3/2} \frac{i2\pi}{\sqrt{\det S(t,t')}} \left| \frac{d'(p_i + A(t_i))}{dt} \right| \times \exp[i\omega_h t_i - iS(p_i,t_i,t_i')]E(t_i)d(p_i + A(t_i)), \]

where \( \epsilon \) is an infinitesimal parameter, and

\[ \det S(t,t') = \left( \frac{\partial S}{\partial t} \right)^2 - \frac{\partial^2 S}{\partial t^2} \left| \frac{\partial^2 S}{\partial t'^2} \right|, \]

\[ \frac{\partial^2 S}{\partial t^2} = \frac{(p + A(t))(p + A(t'))}{t - t'} \]

\[ \frac{\partial^2 S}{\partial t'^2} = -\frac{2(\omega_h - I_p)}{t - t'} - E(t)(p + A(t)), \]

\[ \frac{\partial^2 S}{\partial t^2} = \frac{2I_p}{t - t'} + E(t')(p + A(t')), \]

The physical meaning of Equations 18-20 becomes clearer if we note that \( p + A(t) \) is nothing but the kinetic momentum \( v(t) \). Equation 18, rewritten as

\[ \int v(t')dt' = 0 \]

indicates that the electron appears in the continuum and is recombined at the same position (nuclear position). Equation 20, rewritten together with Equation 19 as \( v(t)/2 - v(t')^2/2 = \omega_h \) means the energy conservation. The interpretation of Equation 19 is more complicated, since its right-hand side is negative, which implies that the solutions of the saddle-point equations are complex in general. The imaginary part of \( t' \) is usually interpreted as tunneling time (Lewenstein et al., 1994).

Let us consider again that the laser electric field is given by Equation 2 and introduce \( \theta = \omega_0 t \) and \( k = p\omega_0/E_0 \). Then Equations 18-20 read as,

\[ k = \frac{\cos \theta - \cos \theta'}{\theta - \theta'}, \]

\[ (k - \sin \theta)^2 = \frac{I_p}{2U_p} = \gamma^2, \]

\[ (k - \sin \theta')^2 = \frac{\omega_h - I_p}{2U_p}, \]

where \( \gamma \) is called the Keldysh parameter. If we replace \( I_p \) and \( \omega_h - I_p \) in these equations by zero and \( E_{lw} \), respectively, we recover Equations 8 and 9 for the three-step model. Figure 4 displays the solutions \( (\theta, \theta') \) of these equations as a function of harmonic order. To make
our discussion concrete, we consider harmonics from an Ar atom ($I_p = 15.7596\text{eV}$) irradiated by a laser with a wavelength of 800 nm and an intensity of $1.6 \times 10^{14}\text{W/cm}^2$. The imaginary part of $\theta'$ (Fig. 4 (b)) corresponds to the tunneling time, as already mentioned. On the other hand, the imaginary part of $\theta$ is much smaller; that for the long trajectory, in particular, is nearly vanishing below the cutoff ($\approx 32$nd order), which implies little contribution of tunneling to the recombination process. In Fig. 4 (a) are also plotted in thin dashed lines the trajectories from Fig. 2, obtained with the three-step model. We immediately notice that the Lewenstein model predicts a cutoff energy $E_c$,

$$E_c = 3.17U_p + gl_p \quad (g \approx 1.3), \quad (29)$$

even slightly higher than the three-step model (Lewenstein et al., 1994). This can be understood qualitatively by the fact that there is a finite distance between the nucleus and the tunnel exit (Fig. 1); the electron which has returned to the position of the tunnel exit is further accelerated till it reaches the nuclear position. Except for the difference in $E_c$, the trajectories from the TSM and the SPA (real part) are close to each other, though we see some discrepancy in the ionization time of the short trajectory. This suggests that the semiclassical three-step model is useful to predict and interpret the temporal structure of harmonic pulses, primarily determined by the recombination time, as we will see later.

2.3 Gaussian model

In the Gaussian model, we assume that the ground-state wave function has a form given by Equation 15. An appealing point of this model is that the dipole transition matrix element
also takes a Gaussian form (Equation 16) and that one can evaluate the integral with respect to momentum in Equation 12 analytically, without explicitly invoking the notion of quantum paths. Thus, we obtain the formula for the dipole moment $x(t)$ as,

$$x(t) = i\Delta^{-2} \int_{-\infty}^{\infty} (2C(t,t'))^{1/2} E(t') \times \left[ A(t)A(t') + C(t,t')[1 - D(t,t')(A(t) + A(t'))] + C^2(t,t')D^2(t,t') \right] \times \exp\left\{ -i[I, (t-t') + B(t,t')] - \frac{[A^2(t) + \dot{A}^2(t')]\Delta^2 - C(t,t')D^2(t,t')}{2} \right\} dt', \quad (30)$$

where $B(t, t')$, $C(t, t')$, and $D(t, t')$ are given by,

$$B(t, t') = \frac{1}{2} \int_{-\infty}^{\infty} dt' \dot{A}^2(t') , \quad (31)$$

$$C(t, t') = \frac{1}{2\Delta^2 + i(t-t')} , \quad (32)$$

$$D(t, t') = [A(t) + \dot{A}(t')][\Delta^2 + \int_{-\infty}^{\infty} dt'' A(t'')] . \quad (33)$$

The Gaussian model is also useful when one wants to account for the effect of the initial spatial width of the wave function within the framework of the Lewenstein model (Ishikawa et al., 2009b).

2.4 Direct simulation of the time-dependent Schrödinger equation (TDSE)

The most straightforward way to investigate HHG based on the time-dependent Schrödinger equation 11 is to solve it numerically. Although such an idea might sound prohibitive at first, the TDSE simulations are indeed frequently used, with the rapid progress in computer technology. This approach provides us with exact numerical solutions, which are powerful especially when we face new phenomena for which we do not know a priori what kind of approximation is valid. We can also analyze the effects of the atomic Coulomb potential, which is not accounted for by the models in the preceding subsections. Here we briefly present the method developed by Kulander et al. (Kulander et al., 1992) for an atom initially in an $s$ state.

There are also other methods, such as the pseudo-spectral method (Tong & Chu, 1997) and those using the velocity gauge (Muller, 1999; Bauer & Koval, 2006).

Since we assume linear polarization in the $z$ direction, the angular momentum selection rule tells us that the magnetic angular momentum remains $m = 0$. Then we can expand the wave function $\psi(\mathbf{r}, t)$ in spherical harmonics with $m = 0$,

$$\psi(\mathbf{r}, t) = \sum_{l,0} R_l(r, t) Y_{l0}^0(\theta, \phi). \quad (34)$$

At this stage, the problem of three dimensions in space physically has been reduced to two dimensions. By discretizing the radial wave function $R(r, t)$ as $g_{lj} = r_l R_j(r, t)$ with
$r_j = (j - \frac{1}{2}) \Delta r$, where $\Delta r$ is the grid spacing, we can derive the following equations for the temporal evolution (Kulander et al., 1992):

$$
\frac{i}{\partial t} g_i^j = \frac{c_j g_i^{j+1} - 2d_j g_i^j + c_{j-1} g_i^{j-1}}{2(\Delta r)^2} + \left( \frac{I(l+1)}{2r_j^2} + V(r_j) \right) g_i^j
$$

(35)

$$
+ r_j E(t) \left( a_j g_i^{j+1} + a_{j-1} g_i^{j-1} \right)
= (H_0 g_i)^j + (H_I g_i)^j,
$$

(36)

where the coefficients are given by,

$$
c_j = \frac{j^2 - 1/4}{j^2 - 1/4}, \quad d_j = \frac{j^2 - j + 1/2}{j^2 - j + 1/4}, \quad a_l = \frac{l + 1}{\sqrt{(2l+1)(2l+3)}},
$$

(37)

Here, in order to account for the boundary condition at the origin properly, the Euler-Lagrange equations with a Lagrange-type functional (Kulander et al., 1992; Koonin et al., 1977),

$$
L = \langle \psi | i\partial_t \psi - (H_0 + H_I(t)) | \psi \rangle,
$$

(38)

has been discretized, instead of Equation 11 itself. $c_j$ and $d_j$ tend to unity for a large value of $j$, i.e., a large distance from the nucleus, with which the first term of the right-hand side of Equation 35 becomes an ordinary finite-difference expression. The operator $H_0$ corresponds to the atomic Hamiltonian and is diagonal in $l$, while $H_I$ corresponds to the interaction Hamiltonian and couples the angular momentum $l$ to the neighboring values $l \pm 1$.

Equations 35 and 36 can be integrated with respect to $t$ by the alternating direction implicit (Peaceman-Rachford) scheme,

$$
g_i^j(t + \Delta t) = \left[ I + iH_I / 2 \right]^\dagger \left[ I + iH_I / 2 \right] \left[ I - iH_I / 2 \right] \left[ I - iH_I / 2 \right] g_i^j(t).
$$

(39)

with $\Delta t$ being the time step. This algorithm is accurate to the order of $O(\Delta t^3)$, and approximately unitary. One can reduce the difference between the discretized and analytical wave function, by scaling the Coulomb potential by a few percent at the first grid point (Krause et al., 1992). We can obtain the harmonic spectrum by Fourier-transforming the dipole acceleration $\ddot{x}(t) = -\nabla V(z(t))$, which in turn we calculate, employing the Ehrenfest theorem, through the relation $\ddot{x}(t) = \langle \psi(r,t) | \sin \theta / r^2 - E(t) | \psi(r,t) \rangle$ (Tong & Chu, 1997), where the second term can be dropped as it does not contribute to the HHG spectrum. $V(r)$ is the bare Coulomb potential for a hydrogenic atom. Otherwise, we can employ a model potential (Muller & Kooiman, 1998) within the single-active electron approximation (SAE),

$$
V(r) = -\left[ 1 + Ae^{-\gamma} + (Z - 1 - A)e^{-Br} \right] / r,
$$

(40)

where $Z$ denotes the atomic number. Parameters $A$, and $B$ are chosen in such a way that they faithfully reproduce the eigenenergies of the ground and the first excited states. One can account for nonzero azimuthal quantum numbers by replacing $a$ by (Kulander et al., 1992),

\[ \text{www.intechopen.com} \]
\[ a_m^2 = \sqrt{\frac{(l+1)^2 - m^2}{2l+1)(2l+3)}} \]  

(41)

In Fig. 5 we show an example of the calculated harmonic spectrum for a hydrogen atom irradiated by a Ti:Sapphire laser pulse with a wavelength of 800 nm (\(h\omega_0 = 1.55\text{eV}\)) and a peak intensity of \(1.6 \times 10^{14}\text{W/cm}^2\). The laser field \(E(t)\) has a form of \(E(t) = f(t) \sin\omega_0 t\), where the field envelope \(f(t)\) corresponds to a 8-cycle flat-top pulse with a half-cycle turn-on and turn-off. We can see that the spectrum has peaks at odd harmonic orders, as is experimentally observed, and the cutoff energy predicted by the cutoff law.

Fig. 5. HHG spectrum from a hydrogen atom, calculated with the Peaceman-Rachford method. See text for the laser parameters.

3. High-harmonic generation by an ultrashort laser pulse

Whereas in the previous section we considered the situation in which the laser has a constant intensity in time, virtually all the HHG experiments are performed with an ultrashort (a few to a few tens of fs) pulse. The state-of-the-art laser technology is approaching a single-cycle limit. The models in the preceding section can be applied to such situations without modification.

For completeness, the equations for the recombination time \(t\) and ionization time \(t'\) in the three-step model is obtained by replacing \(I_p\) in the right-hand side of Equation 19 by zero as follows:

\[-A(t')(t - t') + \int A(t)\text{dt}'' = 0, \tag{42} \]

\[ \frac{[A(t) - A(t')]^2}{2} = \omega_0 - I_p. \tag{43} \]

The canonical momentum is given by \(p = -A(t')\).

In the Lewenstein model, any form of electric field \(E(t)\) can be, through Fourier transform, expanded with sine waves, defined in the complex plane. Thus the saddle-point equations 18-20 can be solved at least numerically.
In this subsection, let us consider HHG from a helium atom irradiated by an ultrashort laser pulse whose central wavelength is 800 nm, temporal profile is Gaussian with a full-width-at-half-maximum (FWHM) pulse duration $T_{1/2}$ of 8 fs (1.5 cycles), and peak intensity of $5 \times 10^{14}$ W/cm$^2$. There are two particular forms of electric field, as shown in Fig. 6,

$$E(t) = f(t) \cos \omega t \quad (\text{cos pulse}),$$

and,

$$E(t) = f(t) \sin \omega t \quad (\text{sin pulse}),$$

where the field envelope $f(t)$ is given by,

$$f(t) = E_0 e^{-\frac{(t^2)}{(2\ln 2)^{1/2} T_{1/2}^2}}.$$

In general, when the field takes a form of,

$$E(t) = f(t) \cos(\omega t + \phi_0),$$

$\phi_0$ is called carrier-envelope phase (CEP). The CEP is zero and $-\pi/2$ for cos and sin pulses, respectively.

### 3.1 Cos pulse

Figure 7 (a) displays the real part of the recombination ($t$) and ionization ($t'$) times calculated with the saddle-point equations for the 1.5-cycle cos pulse. The recombination time from the three-step model, also shown in this figure, is close to the real part of the saddle-point solutions. By comparing this figure with the harmonic spectrum calculated with direct simulation of the TDSE (Fig. 7 (b)), we realize that the steps around 400 and 300 eV in the spectrum correspond to the cutoff of trajectory pairs C and D. Why does not a step (cutoff) for pair B appear? This is related to the field strength at time of ionization, indicated with vertical arrows in Fig. 7 (a). That for pair B ($\sim$ 5 fs) is smaller than those of pairs C ($\sim$ 2.5 fs) and D ($\sim$ 0 fs). Since the tunneling ionization rate (the first step of the three-step model) depends exponentially on intensity, the contribution from pair B is hidden by those from
Fig. 7. (a) Real part of the recombination (red) and ionization times (blue) calculated from the saddle-point equations for the cos pulse. Each trajectory pair is labeled from A to E. The black dashed line is the recombination time from the three-step model. The electric field is also shown in black solid line. (b) Harmonic spectrum calculated with direct simulation of the TDSE.

Fig. 8. Temporal profile of the TDSE-calculated squared dipole acceleration (SDA), proportional to the harmonic pulse intensity generated by the cos pulse, (a) at $\hbar \omega > 200$ eV, (b) at $\hbar \omega > 300$ eV, (c) for different energy ranges indicated in the panel. Labels C and D indicate corresponding trajectory pairs in Fig. 7 (a). Labels “short” and “long” indicate short and long trajectories, respectively.
pairs C and D. It is noteworthy that the trajectory pair C for the cutoff energy (~ 400 eV) is ionized not at the pulse peak but half cycle before it. Then the electron is accelerated efficiently by the subsequent pulse peak.

From the above consideration, and also remembering that harmonic emission occurs upon recombination, we can speculate the following:

- The harmonics above 200 eV consists of a train of two pulses at \( t \approx 1 \) (C) and 3.5 fs (D).
- By extracting the spectral component above 300 eV, one obtains an isolated attosecond pulse at \( t \approx 1 \) fs (C).
- The emission from the short (long) trajectories are positively (negatively) chirped, i.e., the higher the harmonic order, the later (the earlier) the emission time. The chirp leads to temporal broadening of the pulse.

These are indeed confirmed by the TDSE simulation results shown in Fig. 8, for which the calculated dipole acceleration is Fourier transformed, then filtered in energy, and transformed back into the time domain to yield the temporal structure of the pulse radiated from the atom.

![Fig. 9](image)

Fig. 9. (a) Real part of the recombination (red) and ionization times (blue) calculated from the saddle-point equations for the sin pulse. Each trajectory pair is labeled from A to D. The black dashed line is the recombination time from the three-step model. The electric field is also shown in black solid line. (b) Harmonic spectrum calculated with direct simulation of the TDSE.

### 3.2 Sin pulse

Let us now turn to the sin pulse. The harmonic spectrum (Fig. 9 (b)) has two-step cutoffs at 370 and 390 eV associated with trajectory pairs C and B (Fig. 9 (a)), respectively. The latter (B) is much less intense, since the laser field is weaker at the ionization time for pair B than for pair C as can be seen from Fig. 9 (a), leading to smaller tunneling ionization rate. The inspection of Fig. 9 (a), similar to what we did in the previous subsection, suggests that, noting field strength at the time of ionization,

- The harmonics above 100 eV consists of a train of two pulses at \( t \approx 2.5 \) (C) and 5 fs (D).
- By extracting the spectral component above 220 eV, one obtains an isolated attosecond pulse at \( t \approx 2.5 \) fs (C), not double pulse (B and C).
As in the case of the cos pulse, the emission from the short (long) trajectories are positively (negatively) chirped. The chirp leads to temporal broadening of the pulse. The second point indicates that broader harmonic spectrum is available for isolated attosecond pulse generation with the sin pulse than with the cos pulse, implying potentially shorter soft x-ray pulse generation if the intrinsic chirp can be compensated (Sansone et al., 2006). It also follows from the comparison between Figs. 7 and 9 that for the case of few-cycle lasers high-harmonic generation is sensitive to the CEP (Baltuška et al., 2003). The examples discussed in this section stresses that the Lewenstein model and even the semiclassical three-step model, which is a good approximation to the former, are powerful tools to understand features in harmonic spectra and predict the temporal structure of generated pulse trains; the emission times in Figs. 8 and 10 could be predicted quantitatively well without TDSE simulations. One can calculate approximate harmonic spectra using the saddle-point analysis from Equation 21 or using the Gaussian model within the framework of SFA. On the other hand, the direct TDSE simulation is also a powerful tool to investigate quantitative details, especially the effects of excited levels and the atomic Coulomb potential (Schiessl et al., 2007; 2008; Ishikawa et al., 2009a).

![Fig. 10. Temporal profile of the TDSE-calculated squared dipole acceleration (SDA), proportional to the harmonic pulse intensity generated by the sin pulse, (a) at $\hbar \omega > 100$ eV, (b) at $\hbar \omega > 220$ eV, (c) for different energy ranges indicated in the panel. Labels C and D indicate corresponding trajectory pairs in Fig. 9 (a). Labels “short” and “long” indicate short and long trajectories, respectively.](www.intechopen.com)
4. High-harmonic generation controlled by an extreme ultraviolet pulse

In this section, we discuss how the addition of an intense extreme ultraviolet (xuv) pulse affects HHG (Ishikawa, 2003; 2004). Whereas the xuv pulse is not necessarily harmonics of the fundamental laser, let us first consider how a He$^+$ ion behaves when subject to a fundamental laser pulse and an intense 27th or 13th harmonic pulse at the same time. Due to its high ionization potential (54.4 eV) He$^+$ is not ionized by a single 27th and 13th harmonic photon. Here, we are interested especially in the effects of the simultaneous irradiation on harmonic photoemission and ionization. The fundamental laser pulse can hardly ionize He$^+$ as we will see later. Although thanks to high ionization potential the harmonic spectrum from this ion would have higher cut-off energy than in the case of commonly used rare-gas atoms, the conversion efficiency is extremely low due to the small ionization probability. It is expected, however, that the addition of a Ti:Sapphire 27th or 13th harmonic facilitates ionization and photoemission, either through two-color frequency mixing or by assisting transition to the 2p or 2s levels. The direct numerical solution of the time-dependent Schrödinger equation shows in fact that the combination of fundamental laser and its 27th or 13th harmonic pulses dramatically enhance both high-order harmonic generation and ionization by many orders of magnitude.

To study the interaction of a He$^+$ ion with a combined laser and xuv pulse, we solve the time-dependent Schrödinger equation in the length gauge,

$$i \frac{\partial \Phi(r,t)}{\partial t} = \left[ \frac{1}{2} \nabla^2 - \frac{2}{r} - zE(t) \right] \Phi(r,t),$$

where $E(t)$ is the electric field of the pulse. Here we have assumed that the field is linearly polarized in the z-direction. To prevent reflection of the wave function from the grid boundary, after each time step the wave function is multiplied by a $\cos^{1/8}$ mask function (Krause et al., 1992) that varies from 1 to 0 over a width of 2/9 of the maximum radius at the outer radial boundary. The ionization yield is evaluated as the decrease of the norm of the wave function on the grid. The electric field $E(t)$ is assumed to be given by,

$$E(t) = F_F(t) \sin(\omega t) + F_H(t) \sin(n \omega t + \phi),$$

with $F_F(t)$ and $F_H(t)$ being the pulse envelope of the fundamental and harmonic pulse, respectively, chosen to be Gaussian with a duration (full width at half maximum) of 10 fs, $\omega$ the angular frequency of the fundamental pulse, $n$ the harmonic order, and $\phi$ the relative phase. The fundamental wavelength is 800 nm unless otherwise stated. Since we have found that the results are not sensitive to $\phi$ we set $\phi = 0$ hereafter.

4.1 HHG enhancement

In Fig. 11 we show the harmonic photoemission spectrum from He$^+$ for the case of simultaneous fundamental and 27th harmonic (H27) irradiation. The peak fundamental intensity $I_F$ is $3 \times 10^{14}$ W/cm$^2$, and the peak H27 intensity $I_{127}$ is $10^{13}$ W/cm$^2$. For comparison we also show the spectra obtained when only the fundamental pulse of the same intensity is applied to a He$^+$ ion and a hydrogen atom. For the case of Fig. 11, the cutoff energy is calculated from Equation 1 to be 70 eV (H45) for a hydrogen atom and 111 eV (H73) for He$^+$. The cutoff positions in Fig. 11 agree with these values, and harmonics of much higher orders
are generated from He* than from H. We note, however, that the harmonic intensity from He* when only the laser is applied is extremely low compared with the case of H. This is because the large ionization potential, though advantageous in terms of the cut-off energy, hinders ionization, the first step of the three-step model. The situation changes completely if the H27 pulse is simultaneously applied to He*. From Fig. 11 we can see that the conversion efficiency is enhanced by about seventeen orders of magnitude (Ishikawa, 2003; 2004). Moreover, the advantage of high cutoff is preserved. Figure 12 shows the harmonic

![Fig. 11. Upper solid curve: harmonic spectrum from He* exposed to a Gaussian combined fundamental and its 27th harmonic pulse with a duration (FWHM) of 10 fs, the former with a peak intensity of $3 \times 10^{14}$ W/cm$^2$ and the latter $10^{13}$ W/cm$^2$. The fundamental wavelength is 800 nm. Lower solid and dotted curves: harmonic spectrum from He* and a hydrogen atom, respectively, exposed to the fundamental pulse alone. Nearly straight lines beyond the cut-off energy are due to numerical noise.](image)

![Fig. 12. Harmonic spectrum from He* exposed to a Gaussian combined fundamental and its 13th harmonic pulse with a duration (FWHM) of 10 fs, the former with a peak intensity of $5 \times 10^{14}$ W/cm$^2$, and the latter $10^{13}$ W/cm$^2$ (upper curve) and $10^{12}$ W/cm$^2$ (lower curve). The fundamental wavelength is 800 nm. Note that the horizontal axis is of the same scale as in Fig. 11.](image)
photoemission spectrum from He\textsuperscript{+} for the case of simultaneous fundamental and H13 irradiation. Again the harmonic intensity is enhanced by more than ten orders of magnitude compared to the case of the laser pulse alone. We have varied the fundamental wavelength between 750 and 850 nm and found similar enhancement over the entire range.

4.2 Enhancement mechanism

The effects found in Figs. 11 and 12 can be qualitatively understood as follows. The H27 photon energy (41.85 eV) is close to the 1s-2p transition energy of 40.8 eV, and the H13 photon (20.15 eV) is nearly two-photon resonant with the 1s-2s transition. Moreover, the 2p and 2s levels are broadened due to laser-induced dynamic Stark effect. As a consequence, the H27 and H13 promote transition to a virtual state near these levels. Depending on the laser wavelength, resonant excitation of 2s or 2p levels, in which fundamental photons may be involved in addition to harmonic photons, also takes place. In fact, the 2s level is excited through two-color two-photon transition for the case of Fig. 11 at $\lambda_F = 800$ nm, as we will see below in Fig. 15, and about 8% of electron population is left in the 2s level after the pulse. Since this level lies only 13.6 eV below the ionization threshold, the electron can now be lifted to the continuum by the fundamental laser pulse much more easily and subsequently emit a harmonic photon upon recombination. Thus the HHG efficiency is largely increased.

We have found that the harmonic spectrum from the superposition of the 1s (92%) and 2s (8%) states subject to the laser pulse alone is strikingly similar to the one in Fig. 11. Hence the effect may also be interpreted as harmonic generation from a coherent superposition of states (Watson et al., 1996). On the other hand, at a different fundamental wavelength, e.g., at $\lambda_F = 785$ nm, there is practically no real excitation. Nevertheless the photoemission enhancement (not shown) is still dramatic. This indicates that fine tuning of the xuv pulse to the resonance with an excited state is not necessary for the HHG enhancement. In this case, the H27 pulse promotes transition to a virtual state near the 2p level. Again, the electron can easily be lifted from this state to the continuum by the fundamental pulse, and the HHG efficiency is largely augmented. This may also be viewed as two-color frequency mixing enhanced by the presence of a near-resonant intermediate level. In general, both mechanisms of harmonic generation from a coherent superposition of states and two-color frequency mixing coexist, and their relative importance depends on fundamental wavelength. A similar discussion applies to the case of the H13 addition. The comparison of the two curves in Fig. 12 reveals that the harmonic spectrum is proportional to $I_{H13}^2$, where $I_{H13}$ denotes the H13 peak intensity. We have also confirmed that the photoemission intensity is proportional to $I_{H27}$ for the case of H27. These observations are compatible with the discussion above.

4.3 Ionization enhancement

Let us now examine ionization probability. Table 1 summarizes the He\textsuperscript{2+} yield for each case of the fundamental pulse alone, the harmonic pulse alone, and the combined pulse. As can be expected from the discussion in the preceding subsection, the ionization probability by the combined pulse is by many orders of magnitude higher than that by the fundamental laser pulse alone. Especially dramatic enhancement is found in the case of the combined fundamental and H27 pulses: the He\textsuperscript{2+} yield is increased by orders of magnitude also with respect to the case of the H27 irradiation alone. This reflects the fact that field ionization from the 2s state by the fundamental pulse is much more efficient than two-photon
ionization from the ground state by the H27 pulse. In Fig. 13, we plot the He\(^{2+}\) yield as a function of \(I_{\text{H27}}\) for a fixed fundamental intensity of \(3 \times 10^{14}\) W/cm\(^2\). The ionization probability is linear in \(I_{\text{H27}}\) except for the saturation at \(I_{\text{H27}} > 10^{13}\) W/cm\(^2\). This is compatible with our view that an H27 photon promotes 1s-2s two-color two-photon transition, followed by field ionization.

<table>
<thead>
<tr>
<th>(I_F) (W/cm(^2))</th>
<th>(I_{\text{H27}}) (W/cm(^2))</th>
<th>(I_{\text{H13}}) (W/cm(^2))</th>
<th>He(^{2+}) yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 \times 10^{14}</td>
<td>–</td>
<td>–</td>
<td>2.29 \times 10^{-15}</td>
</tr>
<tr>
<td>–</td>
<td>10^{13}</td>
<td>–</td>
<td>4.79 \times 10^{-6}</td>
</tr>
<tr>
<td>3 \times 10^{14}</td>
<td>–</td>
<td>10^{13}</td>
<td>0.173</td>
</tr>
<tr>
<td>–</td>
<td>10^{14}</td>
<td>–</td>
<td>1.25 \times 10^{-4}</td>
</tr>
<tr>
<td>3 \times 10^{14}</td>
<td>–</td>
<td>10^{14}</td>
<td>2.04 \times 10^{-4}</td>
</tr>
</tbody>
</table>

Table 1. The He\(^{2+}\) yield for various combinations of a Gaussian fundamental and its 27th or 13th harmonic pulses with a duration (FWHM) of 10 fs and a peak intensity listed in the table. \(\lambda_F = 800\) nm.

Fig. 13. The He\(^{2+}\) yield as a function of peak intensity of the 27th (upper curve) and 13th (lower curve) harmonic pulse when He\(^+\) is exposed to a Gaussian combined fundamental and its 27th harmonic pulse with a duration (FWHM) of 10 fs. The wavelength \(\lambda_F\) and the peak intensity \(I_F\) of the fundamental pulse are 800 nm and \(3 \times 10^{14}\) W/cm\(^2\), respectively.

Figure 14 shows the dependence of the He\(^{2+}\) yield on the peak intensity \(I_F\) of the fundamental pulse. Surprisingly, the yield is not monotonically increasing in \(I_F\): ionization is decreased with an increasing laser intensity at \(I_F > 3 \times 10^{14}\) W/cm\(^2\) in the presence of the H27 pulse and at \(2 \times 10^{14} < I_F < 4 \times 10^{14}\) W/cm\(^2\) in the presence of the H13 pulse. In order to clarify the origin of this counter-intuitive behavior, we have calculated the dependence of the He\(^{2+}\) yield on the fundamental wavelength \(\lambda_F\) for different values of fundamental intensity. The results are shown in Fig. 15 for the cases of \(I_{\text{H27}} = 10^{13}\) W/cm\(^2\) and \(I_F = 5 \times 10^{13}, 8 \times 10^{13}, 3 \times 10^{14}, 5 \times 10^{14}, 10^{15}\) W/cm\(^2\). The curve for \(I_F = 5 \times 10^{13}\) W/cm\(^2\) peaks around \(\lambda_F = 820\) nm, for which the H27 photon energy is exactly resonant with the 1s-2p transition. At \(I_F = 8 \times 10^{13}\) W/cm\(^2\) we can see a second peak around \(\lambda_F = 793\) nm, for which \(26h\omega = 27h\omega - h\omega\) coincides with the 1s-2s transition energy. This indicates that at this wavelength the 2s level is resonantly populated through two-color two-photon excitation, as we alluded earlier.
With increasing laser intensity, the peaks are shifted to longer wavelengths due to the laser-induced dynamic Stark effect, and at \( I_F = 3 \times 10^{14} \text{W/cm}^2 \) the second peak, now higher than the first one, is located around 800 nm, which leads to high ionization yield at this wavelength. At \( I_F = 3 \times 10^{14} \text{W/cm}^2 \), we can also see a third peak around \( \lambda_F = 770 \text{ nm} \) corresponding to two-color 2p excitation involving one H27 and two fundamental photons. The dynamic Stark effect induces not only the peak shift but also the peak broadening, which results in the decrease of peak heights at higher fundamental intensity, leading to the decrease of the ionization yield at \( I_F > 3 \times 10^{14} \text{W/cm}^2 \) in Fig. 14. Thus, the role of the

Fig. 14. The He\(^{2+}\) yield as a function of peak intensity \( I_F \) of the fundamental laser pulse when He\(^+\) is exposed to a Gaussian combined fundamental and its 27th or 13th harmonic pulse with a duration (FWHM) of 10 fs. The fundamental wavelength \( \lambda_F \) is 800 nm. The peak intensity of each harmonic pulse is indicated in the figure along with its order.

Fig. 15. The He\(^{2+}\) yield as a function of fundamental wavelength when He\(^+\) is exposed to a Gaussian combined fundamental and its 27th harmonic pulse with a duration (FWHM) of 10 fs. The peak intensity \( I_{H27} \) of the 27th harmonic pulse is fixed at \( 10^{13} \text{W/cm}^2 \), and we plot the results for five different values of fundamental peak intensity \( I_F \) indicated in the figure. Note that the wavelength of the 27th harmonic varies with that of the fundamental pulse.
fundamental laser pulse is three-fold: to lift the electron in an excited (real or virtual) level to the continuum through optical-field ionization, to assist 1s-2s, 2p transitions through two-color excitation, and to induce dynamic Stark shift and broadening. The interplay of these three leads to a complicated behavior seen in Fig. 14.

4.4 Remarks

The mechanism of the HHG enhancement discussed above is that the xuv addition increases the field ionization rate by promoting transition to (real or virtual) excited states, from which ionization is much easier than from the ground state. Hence, the enhancement is effective only when the ionization rate by the fundamental pulse alone is not high enough. If HHG is already optimized by a sufficiently intense laser pulse, the xuv addition does not increase the HHG yield significantly.

Although the cases involving resonant transitions are highlighted above, the resonance with an excited state is not necessary for the enhancement. Figure 16 shows the harmonic spectra from He for $\lambda = 1600$nm with and without the XUV field ($h\omega_X = 17.05$eV). For the case of the driving laser alone with a peak intensity $I$ of $1.6 \times 10^{14}$W/cm$^2$ (blue curve), the ionization yield $Y_I$ is very low ($1.7 \times 10^{-5}$%). The addition of the xuv pulse with an intensity of $2.3 \times 10^{11}$W/cm$^2$ increases $Y_I$ to 0.31% and enhances the harmonic yield accordingly (red curve). In this case, the xuv photon energy is not resonant with transition to excited states. Nevertheless, the HHG yield is enhanced by orders of magnitude. The dramatic enhancement effect has been experimentally demonstrated by the use of mixed gases (Takahashi et al., 2007); also in this experiment, the booster xuv pulse (harmonics from Xe) was non-resonant with the target atom (He).

Fig. 16. Upper curve: harmonic spectrum from He exposed to a 35 fs Gaussian combined driving and XUV pulse ($h\omega_X = 17.05$eV), the former ($\lambda = 1600$ nm) with a peak intensity of $1.6 \times 10^{14}$W/cm$^2$ and the latter $2.3 \times 10^{11}$W/cm$^2$. Lower curve: harmonic spectra for the cases of the driving pulse alone, with an intensity of $1.6 \times 10^{14}$W/cm$^2$.

4.5 Single attosecond pulse generation using the enhancement effect

The progress in the high-harmonic generation (HHG) technique has raised significant interest in the generation of attosecond pulses. As we have seen in Subsec. 2.1, the
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photoemission process is repeated every half-cycle of the laser optical field and produces an attosecond pulse train (Fig. 3). On the other hand, a single attosecond pulse (SAP), in particular, is critical for the study of the electron dynamics inside atoms (Krausz & Ivanov, 2009). If the driving laser pulse is sufficiently short that the effective HHG takes place only within one half-cycle, the cut-off region of the spectrum may become a continuum, corresponding to a single recollision (Figs. 8 and 10). The first SAPs (Balitska et al., 2003) were obtained on this basis. Isolated attosecond pulses have also been realized by other methods such as ionization shutter (Sekikawa et al., 2004) and polarization gate (Corkum et al., 1994; Sansone et al., 2006), and two-color scheme (Pfeifer et al., 2006) has also been proposed. The enhancement effect discussed in the preceding subsections provides a means to control HHG and new physical insights (Schafer et al., 2004; Ishikawa et al., 2009b). As an example, in this subsection, we present an alternative method of SAP generation using multi-cycle laser pulses, called attosecond enhancement gate for isolated pulse generation (AEGIS) (Ishikawa et al., 2007). Let us first describe AEGIS qualitatively (Figs. 17(a) and 18(a)). The underlying mechanism of the HHG enhancement by the addition of xuv pulses is that the seed pulse induces transition to real or virtual excited levels, facilitating optical-field ionization, the

Fig. 17. Soft-x-ray pulse generation by the combination of $\lambda_d = 2.1\mu m$ and $\lambda_s f = 800nm$. (a) temporal profile of the seed harmonic pulse intensity (black, right axis) with a global pulse width of 5 fs and the driving laser field (gray, left axis) with a pulse duration of 30 fs. The vertical arrow indicates the pulse expected to act as a gate to enhance HHG. (b) temporal profile of the calculated squared dipole acceleration (SDA), proportional to the generated pulse intensity, around 30 nm wavelength. (c) SDA when the seed pulse train has a global pulse width of 3 fs. (d) SDA when, in addition, the delay of the seed pulse train is a quarter cycle of the driving field.
first step of the three-step model. When the seed is composed of a train of attosecond pulses, this can be viewed as repeated attosecond enhancement gates. Let us consider that the fundamental pulse generating the seed harmonic pulse, referred to as the seed fundamental pulse hereafter, and the driving laser pulse which will be combined with the seed pulse have different wavelengths. For example, when the seed fundamental wavelength $\lambda_{sf}$ and the driving wavelength $\lambda_d$ are 800 nm and 2.1 $\mu$m, respectively, a seed harmonic pulse train even composed of several attosecond pulses repeated every 1.33 fs is confined within one cycle (7 fs) of the driving laser, as is schematically shown in Fig. 17 (a). Hence, we would expect that the enhanced harmonic emission forms a SAP. When $\lambda_{sf}$ = 2.1 $\mu$m and $\lambda_d$ = 800 nm, conversely, seed harmonic pulses are separated by 3.5 fs, which is longer than the driving laser cycle (2.67 fs). If the seed harmonic pulse train and the driving pulse are superposed as shown in Fig. 18(a), only the central pulse would contribute to HHG in the cutoff region, resulting in SAP generation.

Fig. 18. Soft-x-ray pulse generation by the combination of $\lambda_d$ = 800 nm and $\lambda_{sf}$ = 2.1 $\mu$m. (a) temporal profile of the seed harmonic pulse intensity (black, right axis) with a global pulse width of 10 fs and the driving laser field (gray, left axis) with a pulse duration of 15 fs. The vertical arrow indicates the pulse expected to act as a gate to enhance HHG. (b) temporal profile of the calculated SDA, proportional to the generated pulse intensity, around 24 nm wavelength. (c) SDA in the absence of the seed pulse (d) SDA when $\lambda_{sf}$ = 800 nm (e) SDA when the delay of the seed pulse train ($\lambda_{sf}$ = 2.1 $\mu$m) is a quarter cycle of the driving field.
Furthermore, the kinetic energy of the recombin ing electron and, thus, the emitted photon energy in the three-step model depends on the electron’s time of release, and that, in particular, an electron ionized by tunneling at \( \omega t = \phi_c, \phi_c + 180^\circ, \ldots (\phi_c \approx 17^\circ) \), around the pulse peak contributes to cut-off emission. Therefore, when only one pulse of the seed pulse train is adjusted to satisfy this relation, marked by vertical arrows in Figs. 17(a) and 18(a), only that pulse could contribute to harmonic emission in the cut-off region, which would further favor SAP generation, even though the driving pulse is relatively long and the seed contains multiple pulses.

We now confirm this qualitative idea, using direct numerical solution of the time-dependent Schrödinger equation. The harmonic spectrum is calculated by Fourier transforming the dipole acceleration, then high-pass filtered as is done in experiments with multilayer mirrors, and transformed back into the time domain to yield the temporal structure of the pulse radiated from the atom.

Let us first consider the case where \( \lambda_s f = 800 \text{nm} \) and \( \lambda_d = 2.1 \mu\text{m} \). Figure 17(a) displays the seed harmonic pulse train used in the present simulation. The pulse train

\[
E_s(t) = E_{s0} (t - \phi_c / \omega_d) \sum_{q=0}^{19} f_q \cos(q \omega_d (t - \phi_c / \omega_d)).
\] (50)

is composed of the 11th to 19th harmonics. We use experimentally observed values (Takahashi et al., 2002) for the harmonic mixing ratio \( (f_{11}, f_{13}, f_{15}, f_{17}, f_{19}) = (0.50, 0.34, 0.07, 0.04, 0.05) \), and the common amplitude envelope \( E_{d0} (t-\phi_c / \omega_d) \) is assumed to be of a Gaussian temporal profile centered at \( t = \phi_c / \omega_d \) with a full width at half maximum (FWHM) of 5 fs, referred to as a global pulse width hereafter. The sum of peak intensity of each component is \( 10^{13} \text{W/cm}^2 \). Such a train of ca. 7 pulses would typically be generated by applying a Ti:Sapphire laser pulse of a duration \( \approx 15 \text{ fs} \) to a Xe gas, and even higher intensity has experimentally been realized using 20 mJ laser pulses (Takahashi et al., 2002). The intensity of the resulting harmonic pulse is proportional to that of the seed harmonic pulse, but its relative temporal structure is not affected by the latter. The driving pulse \( E_d(t) \), also shown in Fig. 17(a), is assumed to have a Gaussian temporal intensity profile centered at \( t = 0 \) with a FWHM of 30 fs. The peak intensity \( I_d \) is \( 1.5 \times 10^{13} \text{W/cm}^2 \). Figure 17(b) presents the calculated squared dipole acceleration (SDA), which is proportional to the intensity of the pulse radiated from a Ne atom subject to the seed harmonic and the driving pulses simultaneously, as would be obtained after reflected by a multilayer X-ray mirror whose reflectivity peaks in the cut-off region around 30 nm (H67-H75). As we have expected, we can see that only the central pulse in the seed (Fig. 17(a)) acts as a gate for dramatic enhancement of HHG in the cut-off region and that a practically single pulse with a FWHM of 800 as is obtained, even though small satellite pulses are present. If we use a seed pulse train with a 3 fs global pulse width, composed of ca. 5 pulses, we can suppress the satellite pulses, as is shown in Fig. 17(c). It should be noted that the driving pulse alone would generate virtually no harmonics for this driving intensity. This indicates that even if the driving laser is not sufficiently intense for HHG, the combination with a seed pulse can serve as efficient means to generate a harmonic single pulse. If we use a higher driving intensity, on the other hand, we obtain a single pulse of shorter wavelength and duration; for the case of \( I_d = 10^{14} \text{W/cm}^2 \), e.g., a 580 as single pulse would be obtained around 10 nm wavelength. Although the seed contains harmonic components (H15-H19) which may
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induce direct ionization, the obtained pulses are mainly due to H11 and H13 with a photon energy below the ionization threshold. We have confirmed this by simulations excluding H15-H19.

Let us next turn to the case where \( \lambda_f = 2.1 \mu \text{m} \) and \( \lambda_d = 800 \text{nm} \). Figure 18(a) displays the seed harmonic pulse train,

\[
E_s(t) = E_{s0}(t - \phi / \omega_d) \sum_{q=15}^{23} f_q \cos(q\omega_d(t - \phi / \omega_d)).
\]  

(51)

containing ca. 5 pulses, composed of the 15th to 23rd harmonics. The harmonic mixing ratio is \((f_{15}, f_{17}, f_{19}, f_{21}, f_{23}) = (0.0625, 0.25, 0.375, 0.25, 0.0625)\), and the common amplitude envelope with a FWHM of 10 fs peaks at \( t = \phi / \omega_d \). The sum of peak intensity of each component is \( 10^{13} \text{W/cm}^2 \). The driving pulse \( E_d(t) \), also shown in Fig. 18(a), is assumed to have a FWHM of 15 fs and a peak intensity \( I_d \) of \( 1.2 \times 10^{14} \text{W/cm}^2 \). Figure 18(b) presents the calculated SDA, as would be obtained after reflected by a multilayer X-ray mirror whose reflectivity peaks in the cut-off region around 24 nm (H31-H35). The result, containing ca. 4 pulses, for the case of the driving pulse alone is shown in Fig. 18(c). From Fig. 18(b), we can see that only the middle pulse in the seed significantly boosts HHG in the cut-off region, thus leading to a single pulse with a duration of 350 as. This is shorter than in Fig. 17, probably because the phase range of the driving field relevant with the cut-off region translates to a shorter time interval due to a shorter driving wavelength. The small satellite pulses are further suppressed if the seed pulse is composed of a larger number of orders, for which each pulse in the train becomes shorter.
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