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Chapter

How Is the Internet of Things Industry Responding to the Cybersecurity Challenges of the Smart Home?

Sara Cannizzaro and Rob Procter

Abstract

In this article, we investigate the privacy and security challenges of the smart home as perceived by the industry, with findings relating to cybersecurity awareness, transparency on legal data use, malicious data use, regulation issues, liability, and market incentives for cybersecurity; we also reveal how the industry has been responding to these challenges. Based on survey findings, we outlined a series of socio-technical challenges to smart home adoption. To understand these findings in more depth, we investigated qualitatively how these challenges were perceived and responded to by organizations in the Internet of Things (IoT) sector. We interviewed seven experts from six organizations involved in the design, development, or review of consumer IoT devices and services including both businesses and NGOs. Thematic analysis focused on two main themes, that is, responses to privacy and responses to security challenges of smart home adoption. Our study revealed that industry stakeholders are looking to address these adoption challenges by providing new technical solutions to mitigate the privacy and security risk of the smart home, producing new standards and influencing regulation, as well as building up communities of learning surrounding common issues. With this knowledge, industry stakeholders can take steps toward increasing smart home acceptability for consumers.
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1. Introduction

Smart home technologies are marketed to enhance consumers’ home life. The “smart home” can be defined as the integration of the Internet of Things (IoT, i.e., Internet-enabled, digital devices with sensors) and machine learning in domestic environments. The aim of smart home technologies is to provide enhanced entertainment services, easier management of the home, domestic chores, and protection from domestic risks. They can be found in devices such as smart speakers and hubs, lighting, sensors, door locks and cameras, central heating thermostats, and domestic
appliances. The European market for smart home devices is expected to boom in the next 5 years [1], but amid such positive expectations, there looms the productivity paradox identified by scholars of social informatics—that technology alone, even good technology, is not sufficient to create social or economic value and strategies of computerization do not readily produce expected economic and social benefits in a vast number of cases [2].

Currently, businesses are actively promoting positive visions of what the smart home means for consumers (e.g., convenience, economy, and home security). However, at the same time, consumers are actively comparing their smart home experiences against these visions and some are coming up with different interpretations and meanings from those that business is promoting [3, 4]. Hence, if the expected growth of the smart home market is to be realized, it is important for smart home device manufacturers and service providers to understand consumer reactions and thereby reduce the chance that the technology may not be valuable or meaningful to consumers.

Previous studies have found that UK consumers are not convinced that they can trust the privacy and security of smart home technologies [3, 5]. Cannizzaro et al. [3] predicted that the potential for security incidents happening through smart home devices would be a significant obstacle to smart home adoption. They also showed that consumers are unconvinced that their privacy will not be at risk. Consumers' perceived risk of using the Eco-friendly smart home (ESHM) reduces their intention to adopt IT [6]. This means that there are issues with the acceptability of smart home technologies; hence, it is highly likely that privacy and security concerns will impact negatively on their future adoption [7]. Proof of robust cybersecurity and low risk of privacy breaches will be key in smart home technology companies persuading consumers to invest in their products. Businesses and policymakers need to work together in order to increase consumers’ trust [3] and ensure consumers’ safety and well-being while using these devices. However, the smart home business community is not likely to act speedily to address consumers’ concerns without a strong regulatory incentive. However, other incentives for businesses, other than regulation, would clearly include the reputation of having products that do not violate users’ privacy. At the same time, some argue that the rapid pace of IoT development militates against effective policy interventions [8]. The UK government has produced the Code of Practice for Consumer Internet of Things Security [9] with 13 voluntary recommendations, but debate is currently open as to whether to enforce some of these on the UK market [10].

When it comes to understanding the implications of issues, such as the privacy and security risks of smart home devices, it is important to consider the views of a full range of stakeholders [11]. In this article, we report the findings of our IoT industry stakeholder study, which was conducted as part of the Petras research programme, the UK’s Research Hub for IoT1. In addition to representing the voices of consumers, we sought to discover the opinions of industry stakeholders (such as small and large businesses), as well as NGOs (including community and IoT interest groups), to understand how these stakeholders influence the smart home development in the UK and respond to the challenges that have been reported. Our aim is to enrich our understanding of the socio-technical context in which the technology is being promoted. We argue that this can help businesses to harness the economic opportunities of the smart home, while increasing the technology’s acceptability for consumers.

1 https://petras-iot.org/.
2. Literature review

2.1 Technology adoption and acceptability

Social informatics studies the relationships between people, digital technologies, and their contexts of use [12]. In this approach, the focus is on the relationship between technology and society from a perspective that does not privilege either [2] but examines, as they put it, the hyphen in the “socio-technical” expression. Adoption studies can be a practical application of social informatics approaches because, to be able to study and promote adoption, an understanding of the possibilities harnessed by the materiality of the technology—as well as the value that the technology brings into people’s lives—is necessary. It is an approach that contrasts with an a priori promotion of technologies that occasionally work well for people, occasionally are valuable, are sometimes abandoned, are sometimes unusable, and thus incur predictable waste and inspire misplaced hopes [13].

Adoption is a process “starting with the user becoming aware of the technology, and ending with the user embracing the technology and making full use of it” [14]. Awareness has been seen as the key to developing new ICT infrastructures [15] and as a key determinant of consumers’ adoption behavior [16]. Lack of awareness was identified as an obstacle to mobile phone adoption [17] and in the IoT landscape, our survey showed that the less aware people are of the expression “Internet of Things,” the higher the odds (1.3 times) that they will not want to use the technology in the future [3]. Furthermore, security and privacy can influence the adoption of smart home technologies. For example, in their investigation of trust in the cybersecurity-preserving capabilities of smart home devices, Cannizzaro et al. [3] revealed how anxiety about the likelihood of a security incident in IoT for the home, emerged as a statistically significant factor influencing the adoption of smart home technology. Lipford et al. [18] outlined how IoT technologies introduce challenging privacy issues that may frustrate their widespread adoption, whereas Guhr et al. [19] emphasize how privacy concerns directly and indirectly influence the intended smart home usage.

Adoption studies are typically carried out by what Rogers [20] calls “change agencies,” whose short-term goal is to facilitate the adoption of innovations and who often follow a segmentation strategy of least resistance to innovations. This logic of pursuing economic gain and sideling wider societal interests also appears in recent key IoT adoption studies (e.g., [21–24]), which justify adoption purely through economic arguments and do not mention the societal risks that the technology may raise. The underlying economic model of the new wave of digital innovations has been dubbed “surveillance capitalism” [24], defined by the harvesting of data and its analysis for the commodification of human activity. In response, Helbing [25] states that we must ensure the ethical use of new digital technologies. Hence, acceptability is a way to mitigate this one-sided approach to adoption and can help to understand the impact of unintended consequences, for example, the erosion trust in technology, privacy [12], or the rate of acceptance of the smart home in older adults [6, 26].

Technology acceptability is “the degree of primary users’ predisposition to carry out daily activities using the intended device” [27]. Philosophically, technology acceptability is a judgment that prescribes the way in which the technology examined ought to be desirable [28]. Acceptability is a popular perspective in health and assistive technology-related IoT services and products, where, for example, Shahrestani [29] defines acceptability as “guidelines to evaluate how a particular approach or technology is working for the elderly or people with disability,” thus relating acceptability to
the general process of evaluation. In regard to the IoT, Taylor et al. [30] define acceptability in conjunction with “attitudes,” for example, “Policymakers need to investigate the attitudes of the public if acceptability of IoT is to be understood” ([30], emphasis added). Hence, “acceptability” feeds on evaluations, predispositions, and attitudes toward a given technology, foregrounding the user in the user-technology relation. As such, acceptability has the potential to give consumers a voice and thus rebalance the business-consumer relationship. The socio-technical approach intrinsic in acceptability can encourage a discovery process that helps designers effectively understand the relevant life worlds and work worlds of the people who will use their systems [2].

Outside of academia, acceptability-related studies are rather popular and are often carried out by interest groups [31, 32] or organizations defending consumers’ rights (e.g., [5]). Trust is fundamental to consumer technology where the transmission of personal and sensitive information is involved.

De Poel and Verbeek note how science and technology scholars have shied away from explicit normative or ethical discussions [33], but with the advent of the IoT, and the smart home being marketed to the wider population, ignoring technology ethical-acceptability concerns and disregarding consumer trust is no longer possible.

Trust in privacy and security are key factors affecting the acceptability of the smart home [3, 34]. To date, there have been few nontechnical studies of security and privacy concerns of smart home device users [35].

3. Methodology

3.1 Interviews as survey follow-up

In previous work [3], we confirmed one of the social informatics’ key lessons, that is, the effects of technology are always unequal, in other words, “that some social groups will benefit more than others from the uses of digital technologies” [12]. We also found that the privacy and security-preserving capability of devices are the most significant challenges to smart home adoption. Hence, we further investigated how organizations in the sector perceive and respond to these challenges. This study involving Human Subject Research received full approval by the University of Warwick ethics committee on May 29, 2019 (ref. no BSREC 51/18-19). The methodology consisted of a series of semi-structured interviews: seven experts from six organizations involved in the design, development, or review of smart home devices and services (Table 1)2. We adopted a semi-structured interview format as this is more likely to ensure that valid and reliable data can be obtained from interviewees [36]. Also, semi-structured interviews provide respondents with enough flexibility to build and expand on the initial guiding topic, which, in turn, allows the researcher to analyze the dataset with different degrees of depth.

In order to achieve a balance of views, a broadly equal proportion of business and nonbusiness organizations were included in the sample with four experts from NGOs and three experts from businesses. Respondents from interviews [2, 3, 7] are business respondents, whereas those from interviews [4, 5, 8] are NGO respondents. Interview [5] includes two NGO experts from the same organization (see Table 1).

2 Ethical approval for the study was secured from the Biomedical and Scientific Research Ethics Committee (BSREC) at the University of Warwick on 29 May 2019.
We sought to include policy-side views on the security threats in smart home adoption. The majority of our respondents were from large organizations but we sought to include at least one small business among them.

The sample of interviewees arrived through suggestions made by Petras project colleagues. Interviews were conducted face-to-face and by video conference call and lasted between 30 min and 1 h.

To ensure rigorous data collection, we followed the guidelines set by Braun and Clarke [37] concerning planning thematic analysis. Hence, in devising the interview questions, we first clarified the scientific method upon which the analysis would rest and opted for a broadly deductive approach, constrained by the survey findings and adoption challenges of the smart home identified in Cannizzaro et al. [3] and listed below:

i. Overall, fairly low levels of trust.

ii. Overall, levels of satisfaction are still uncertain despite the prolonged presence of IoT in society.

iii. Younger respondents’ low-risk awareness.

iv. Older respondents’ resistance to IoT.

v. Less-educated respondents’ resistance to IoT.
Our questionnaire was developed based on these challenges that allowed us to formulate a question guide. Each question topic was formed of guiding questions as well as some follow-up questions [38] (see Appendix A). The interviews were transcribed and a thematic analysis via coding was conducted on the transcripts. The thematic analysis was based on Braun and Clarke’s [37] principle of realism. These questions were rotated according to the background of the respondents, particularly whether they were businesses or NGO organizations. Topics forming the questions guide included general background questions to allow participants to respond to questions about their roles within the organization and break the ice; followed by the topics pertaining to the most significant factors affecting IoT adoption, as previously explored quantitatively in [3, 39], such as IoT and smart home awareness, risks and benefits of IoT for both organizations and consumers, trust, digital divide in IoT adoption, future and change in the sector, including responses to IoT challenges (see Appendix A). The interviews were transcribed and a thematic analysis via coding (based on the topics above) was conducted on the transcripts. In order to reach the saturation point, we then examined the transcripts further using Social Construction of Technology (SCOT), a mid-ground theoretical framework, which is outlined below.

3.2 Theoretical framework: SCOT’s interpretive flexibility

Within innovation studies, approaches to understanding meanings range from technological determinist (e.g., [40]) to social constructivist (e.g., [41]). Occupying a conceptual middle ground is the SCOT framework [42]. In SCOT, a key concept is “interpretive flexibility” [43], which recognizes that the “meaning” of an innovation may be initially contested by different stakeholders or social groups before “closure”—and hence its use-value—is reached [44]. According to Orlikowski [43], interpretive flexibility is an attribute of the relationship between people and technology, a function of the material artifact, the characteristics of the human agents, and the institutional context in which technology is being introduced [45]. The social groups involved in interpreting the meanings of the technology include producers, engineers, designers, marketers, and investors; those who have a direct relationship with technology and develop an artifact—advocates—policymakers, lobbyists, and academics; those who are indirectly related with technology and work on policy-making, lobbying, and research; and also, users and bystanders [46]. Elle et al. [47] contend that, in most cases, interpretive flexibility diminishes when the social groups reach an agreement on an interpretation.

Initially, SCOT perspectives originated in studies of organizational innovation processes. Unsurprisingly, Rowland [48] argues that SCOT emphasizes the role of large business corporations, whereas Burns et al. [49] see innovation within a context of receptivity and institutionalization. However, some argue that in the current context where digital innovation is a largely available consumer commodity, SCOT needs to be translated to the consumer digital technology marketplace, and hence it requires a new framework variant, Social Construction of Digital Technologies (SCDT). The SCDT framework posits that dimensions of innovation ought to be considered in light of digital advances [50, 51]. This implies that the social groups involved interact in different ways from those involved with technological innovation—traditional employees-employers’ hierarchies typical of the workplace are replaced by consumer-seller relationships, where power relationships occur in an always connected, and competitive, digital context. Wellman et al. [52] argue that digital technology users
are connected in a specific way, that is, by means of networked individualism: fragmented, opportunistic, fast connecting individuals, and organizations forming temporary relevant social groups. Furthermore, SCODT posits that interaction switches from interpersonal to interpersonal, person-technology, technology-technology, and technology-physical environment interactions [50], where it is also artificial agents (sensu [53]) in addition to human agents that take decisions within such relationships.

4. Findings

Through thematic analysis, we identified three key themes in the dataset: (1) IoT awareness, including both industry and perceived public awareness; (2) trust in privacy and trust in security as industry challenges; (3) responses to privacy and security challenges of the IoT. Table 2 shows how the challenges and the responses map.

<table>
<thead>
<tr>
<th>Challenges</th>
<th>Industry responses to the challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy Data collection is always on</td>
<td>Trials to find new ways to protect people's privacy</td>
</tr>
<tr>
<td>• uncertainty and insecurity surrounding data use</td>
<td>• working on a safety program involving the practice of obscuring personal data</td>
</tr>
<tr>
<td>• transparency of the smart device in regard with how it collects data and uses illegal, malicious data use</td>
<td>Public campaigns</td>
</tr>
<tr>
<td>• impact of a privacy breach</td>
<td>• “Trust by Design for IoT products”</td>
</tr>
<tr>
<td>• impact of a privacy breach</td>
<td>• designing a new standard for “Privacy by Design” in smart home devices and services as part of the ISO PC 317 standard</td>
</tr>
<tr>
<td>Security Lack of security awareness in the public</td>
<td>Security as a default setting</td>
</tr>
<tr>
<td>• average person does not understand the security risks associated with IoT devices</td>
<td>Companies to develop standards and guidelines with the support of consumer organizations</td>
</tr>
<tr>
<td>• difficulty in gauging which device has more security at the point of making a purchase</td>
<td>Security labeling to help consumers make informed choices</td>
</tr>
<tr>
<td>• lack of education on how to make security judgments</td>
<td>Regulation enforcement to be made clear for consumers</td>
</tr>
<tr>
<td>• Not understanding the impact of security breaches on smart home devices</td>
<td>Developing specific technical security solutions</td>
</tr>
<tr>
<td>Regulator issues</td>
<td>External review and independent testing of devices</td>
</tr>
<tr>
<td>• Lack of regulation</td>
<td>Governments to take responsibility for the security of smart home devices</td>
</tr>
<tr>
<td>• lack of focus and fragmentation of government’s efforts and responsibility</td>
<td>Responsibility for the security of smart home devices should be transnational</td>
</tr>
<tr>
<td>• regulatory efforts not being sufficient since they rely on voluntary compliance</td>
<td></td>
</tr>
<tr>
<td>• Liability for the consumer</td>
<td></td>
</tr>
<tr>
<td>• Problem at the market level</td>
<td></td>
</tr>
<tr>
<td>• security not being a priority because it lacks a sufficient market incentive</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Summary of the cybersecurity challenges of the smart home as perceived by the IoT industry, and of the industry’s responses to these challenges.
4.1 Awareness

4.1.1 IoT awareness: connectedness and the problems IoT can solve

Businesses tended to provide general definitions of IoT—one in terms of the shape of communication it entails, its abstract structure, that is, IoT stands for “connected to everything everywhere” [3], and another in terms of its material structure, or “bare bones” [7], that is, “a piece of electronic equipment with a radio in it, in a box” [7]. NGO organizations, instead, defined the IoT less in terms of its shape and structure but more in terms of its function:

For most people it is the smart speaker; it's the home hub, it's the thing that does lots of tasks, which don't really add much – remove much friction from your daily life but they're nice to have. I don't really think they think about the more advanced areas that do actually remove friction. [4]

In this case, the function of IoT, “not removing much friction” points at consumers’ IoT identity coinciding with something superfluous—perhaps a luxury product of a consumeristic society.

The case of IoT being purely functional was made even stronger by this NGO respondent, who explained that a “true” IoT is “the problem that that device or that product is trying to solve” [5]. Also, the respondent elaborated on the idea of IoT as benign primarily represented by its function:

We're purists as an organisation, we want to see IoT for the real purpose of IoT rather than it being IoT 'washed' if you like, where everyone is just putting a sensor on something or connecting something to call it IoT. I think that's the false IoT. [5]

In this view, definitions of IoT simply based on structure, shape, network, and connections, do not fully represent the “real” IoT. Furthermore, both business organizations and NGOs point to privacy and security being issues that are intrinsic to IoT’s identity.

4.1.2 Perceived public awareness

Business respondents were in agreement that public awareness of IoT was low: “I'd imagine there's still some people who won't know what IoT stands for” [3]. Also, they thought that while the public may be familiar with services such as Alexa (introduced in 2016 in the UK) they did not connect them with IoT, for example, “lots of people have got Alexa, lots of people have got Google Home, but they don't know that that's actually part of the IoT” [7]. Furthermore, the lack of awareness is also related to the need to have specific knowledge and skillset to be able to grasp IoT identity: “I don't think anybody I know that is not an engineer works for this industry understands what the IoT is or have heard of it” [7].

Regarding awareness of privacy and security issues, a business respondent stated that “I don't think people understand exactly what privacy is and what it means as a consumer.” This view was echoed by an NGO respondent:

You see the stories of murder cases that use a small bit of audio from an Amazon Echo recording or how someone has been able to play a song in someone else's room when
they shouldn’t have. And they’re funny, they’re intriguing, they’re engaging, but as I mentioned earlier, it’s not tangible until it happens to you. [4]

The “Stories” mentioned by the respondent point to the role of media reports of security incidents potentially shaping risk perception. However, these may be insufficient for the public to understand the risks more fully. The respondent explained that direct experience of working with IoT gives a more realistic idea of the extent to which security is an intrinsic aspect of IoT’s identity:

there are much more concerning areas to it that I in my job are fully aware of and I would never have a smart home hub in my house, ever, and I wouldn’t let my house mate bring his into my house because I just didn’t like the idea of that thing being on. [4]

4.2 Privacy

A prominent challenge pertaining to the smart home industry was privacy. Industry respondents pinpointed some examples of privacy issues pertaining to the smart home and also provided responses to these challenges.

4.2.1 Privacy challenges perceived by the IoT industry

In general, the context surrounding privacy issues was defined as a tradeoff between privacy versus productivity and a response concluded that “We’re in a bit of a catch 22 scenario.” Zubiaga et al. [4] explained the NGO respondent representing consumers. Smart home privacy issues were raised in unison across the industry spectrum since there was not a marked distinction between business organizations and NGOs in the kind of privacy issues being recollected.

Both NGO and business respondents referred to a privacy-problematic aspect of smart home devices, that is, data collection being always on: “Alexa, for example, has had a bad rep to the fact she’s always listening” [3] and “every single word, every single tone, every single character is being referenced and archived for the evolution of AI for Alexa” [5]. This creates uncertainty and insecurity surrounding data use. The business respondent providing consultancy and design solutions, highlighted the central role of trust in the transparency of the smart device in regard to how it collects data and uses it, in other words, its integrity: “Not only the collection of data, what are you going to do with that data? Are you going to do what you’re saying? And even if you do what you’re saying, what does that mean for me?” [2]. This industry view displays awareness of how key a concern trust is in systems’ integrity for successful smart home adoption.

Illegal, malicious data use is also a concern according to a respondent who reported the example of remote control wireless plugs used to control an appliance that was then discovered to be sending data to a server in China. A business respondent outlined the general lack of awareness in regard to the meaning and consequences of privacy breach: “People are not bothered if somebody can see their light going off” [7]. However, the respondent suggested that public attitudes can change when they become aware of the potential impact of a privacy breach:

It’s when people understand what that privacy data that’s getting out there means in a different context, and it starts to worry them. […] what happens if somebody breaks into your system and there’s a guy there with the crowbar that knows that when the light’s turned off you’ve gone to bed, and then he comes and breaks your back door? [7]
4.2.2 Responses to privacy challenges

In order to respond to the privacy challenges of the smart home, business respondents reported experimenting with trials to find out the extent to which data can be collected and used. A business organization respondent providing services and products explained how they were having to be cautious of problems that are raised with the smart home in terms of what data can be shared and that they are experimenting with “workaround” trials to find new ways to protect people’s privacy [3]. Specifically, they were working on a safety program involving the practice of obscuring personal data, thereby relying on partial data use: “what we’ve done is for that particular trial, we would hide parts of their journey so they can’t actually be identified” [3].

An NGO respondent representing smart home consumers described two initiatives aimed at protecting privacy: the campaign “Trust by Design for IoT products” to make consumers aware of security risks in products such as IoT baby monitors, and principles and recommendations to make consumer rights, privacy, safety, and security key features of smart home devices; and designing a new standard for “Privacy by Design” in smart home devices and services as part of the ISO PC 317 standard [8], “Consumer protection: privacy by design for consumer goods and services” [54].

A service and product provider business respondent outlined that there are others in the sector, like service providers, who bear responsibility for protecting privacy: “providers, like the voice assistants like Google and Amazon, I think people are quite wary of. [...] So, I think they have a certain level of responsibility to reassure people and let people know where that data is going” [3]. The importance of integrity for increasing consumer trust is underlined by the business respondent who argued that it is service providers that have the greatest responsibility toward data integrity:

They need to do more and at least be open and honest what that data is being used for, because obviously the cases where you see an advert has been personalised for them from what it’s heard in the home, then the data is being used for other purposes than what it stated. So, it does need to be more honest. [3]

NGOs take responsibility for improving industry practices in regard to protecting privacy, while also calling for collaboration with external, noncommercial, and nongovernmental players as academic institutions and researchers:

there is certainly better than evil being done with AI. It is up to folks like us as a community, you all with your research, to participate in trying to help create this balance or expose the risk but expose the value of the technology. So that we don’t have binary decisions. We want to make adjustments to ensure privacy that don’t hinder the ongoing development and capability of things like AI. [5]

In other words, the NGO respondent clearly declared their own responsibility but also the need to work alongside other players “as a community” to improve industry practices, persuade businesses to be more transparent about data use, and increase consumers’ trust.
4.3 Security

4.3.1 Security challenges perceived by the IoT industry

Both NGO and business respondents believe there is a general lack of public awareness of smart home security issues. An NGO respondent representing the business community reported not feeling confident that the average person understands the risks associated with the security of IoT devices [5]. A business respondent providing testing and certification also agreed that the public lacks security awareness and that “the consumer doesn’t really understand [...] how important it is to have a secure device...” [7]. The NGO respondent recollected a famous case of a hack of a smart home device in a Las Vegas casino, one of the most commercially secure areas as there can be, which allowed hackers to gain entry into their entire network and download its “high roller” database [5]. The underlying problem here is that the consumer finds themselves in a difficult position when having to gauge which device has more security at the point of making a purchase: “the end user ends up trying to make a decision, ‘do I want to buy this for twenty dollars a person or do I want to buy this for fifty dollars a person?’” [5]. A business respondent pointed to a lack of a communication strategy to help the consumer make their choices in regard to the security of devices: “The way of explaining to them [the consumers] how secure a device is, is secure or isn’t, there’s no real way of demonstrating that by say a cybersecurity mark” [7]. An NGO respondent outlined how this lack of awareness of security issues of smart home devices coupled with a lack of education on how to make security judgments, creates a “ticking timebomb” situation: “[if] we put a whole bunch of IoT devices out there that are not secure, we’re just creating a botnet army for the cyber guys” [5].

Furthermore, as with privacy, there may be a gap in regard to understanding the impact of security breaches of smart home devices. As a business respondent put it: “some people just don’t even care. I know a number of people that have these cameras at home and they say they don’t care... But I would hazard a guess that they would care if they were to find that their camera was livestreaming on the internet and they could see it themselves” [7].

Another key problem for both NGO and business respondents is the lack of regulation. For one NGO respondent, security standards are difficult to implement because of a lack of focus and fragmentation of the government’s efforts and responsibility, for example, “security, for example, it’s fragmented across government [...] it’s with the National Security Secretariat, it’s with DCMS, it’s with Cabinet Office” [4]. For a business respondent, there was a sense that existing regulatory efforts are not sufficient, since they rely on voluntary compliance. This business respondent stated that businesses are slow to take action: “But the biggest problem I’ve noticed when I speak to customers is that cyber security is not yet mandated in products and because of that, people will not pay for that work to be done” [7].

An NGO-specific security concern is a liability for the consumer, for example, “I don’t know about the UK but in the United States... If the hack goes through your network, known or unknown to you, you have a level of legal liability” [5].
From a business perspective, however, security may not be a priority, as this business respondent stated: “When I speak to customers [product makers] their idea of security is, well, it’s something we want and something we’re thinking about, but it’s not a priority” [7]. Furthermore, there is a sense in the industry that security is not a priority because it lacks a sufficient market incentive: “Whether [cybersecurity] it’s a marketing point I’m not really sure. And I would even be not as sure to go towards a no.”

4.3.2 Responses to security challenges

Responses to security challenges differ between NGO and business respondents. An NGO respondent representing the business community stressed the importance of security being a default setting of devices that prevents security issues rather than reacts to them: “we want to see secure by design IoT devices out there rather than people thinking about security as an afterthought when it comes to just getting the product to market” [5]. Another NGO respondent representing consumers stated that standards and guidelines developed by companies with the support of consumer organizations can provide transparency of how IoT products should be developed [8]. As for a consumer-centered approach, a respondent stressed the need for security labeling that could help consumers to understand what kind of levels of privacy, security, and trust they could have in that product [5] and help them to make more informed choices. Also, in response to the challenge of fragmented regulation and lack of regulation enforcement, an NGO respondent stated that clarity about enforcement needs to be made clear for consumers: “regulation should be designed with consumers at the heart... [and] clear guidance needs to be set out on how policy and regulation will be enforced, and the measures need to be clear” [8].

Business respondents, on the other hand, reported working on specific technical security solutions such as blockchains in security and quantum key distribution and were “confident that the smart home will be protected through the use of these security technologies” [3]. Another business respondent providing consultancy and design solutions also stressed the need for external review and independent testing of devices to ensure security:

we would provide information about how secure we believe their product is, and then they would take that information and through some kind of dialogue work out some kind of solution on what they want to do to make the actual product more secure. [2]

NGO respondents representing consumers stressed that, ultimately, the responsibility for ensuring the security of smart home devices lay with the government:

I think it’s really up to the government to think more broadly about how you change the discourse around security, about preparing for things that go wrong, rather than just reacting to them. [4]

That smart home security is seen as the government’s responsibility is significant because it is unlike privacy, where responsibility seems to be down to the user to consent to data collection and use: “it really shouldn’t necessarily be solely down to the consumer to become security-savvy, to have to be the one that protects their device. The device should have some adequate level of protection to the consumer from the get-go” [5] stated the respondent representing the business community.
Another NGO respondent representing consumers stressed that such responsibility toward ensuring the security of smart home devices is transnational:

> The responsibility for ensuring that consumers’ rights are protected online, and autonomy and personal freedom are upheld, cannot be managed by one country alone. It requires international collaboration across governments, international organisations and businesses. [8]

For this respondent, given the cross-border nature of data flows and the size of technology companies that are major market leaders in the development of smart home devices, national efforts should link to international approaches.

5. Discussion

The discussion of results centers on revealing the interpretive flexibility and closure of meaning that characterizes smart home devices. When technology is interpretively flexible, it means that the “interaction of technology and organizations is a function of the different actors and socio-historical contexts implicated in its development and use” [43].

In terms of awareness, business respondents tended to provide definitions of IoT in terms of its structural properties, that is, connectedness. NGO respondents, instead, defined the IoT more in terms of its function and the problems the IoT can solve. In this view, the IoT’s identity is intrinsically connected to its pragmatic aspect, that is, its role in a context or “situatedness.” This might explain why the wider UK population awareness is greater for the expression “smart home” (90% of people are aware of “smart home”) than for the expression IoT (47% of people are aware of “IoT”) [3], since “smart home” indicates a recognizable context for use of these devices.

Business respondents are uncertain about the public awareness of IoT. This finding was also reflected in [3]. A deeper awareness of IoT examples and functions may be crucial. Zeng and Roesner [55] point out in fact some of the limitations of current smart home devices design, for example, in regard with the management of multiple users and sometimes lacking basic access control. Hence, promoting awareness of functionalities of this kind may also stimulate adoption in the home, and different players in the industry may need to act in concert to stimulate this functional awareness.

The lack of awareness is also related to the need to have specific technical knowledge and skillsets to be able to grasp both the connectedness and functionality of IoT. This requirement for a technical mindset and expertise could place adopting the IoT beyond the reach of the layperson, particularly those who are less well-educated since usually, it is the “more highly educated individuals who tend to adopt innovations sooner” [56]. Also, [3] survey showed how those with high and medium levels of education were early adopters of smart home devices, though those with less education were catching up.

Business and NGO respondents feel privacy and security issues are not sufficiently part of IoT awareness for the wider public, which is consistent with the finding that 59% of the wider population are not aware of media reports of security incidents involving smart home devices [57].

Previous research [58] showed that the smart home industry is insufficiently emphasizing measures to build consumer confidence in data security and privacy. The industry respondents we recruited, felt they possessed the skillset to judge the
security-preserving capacity of smart home devices, but were unsure about the public possessing adequate skillsets. This suggests there is a perceived need to educate the population in regard to security issues pertaining to IoT. This is consistent with the survey finding that consumers’ security concerns are likely to impact negatively on IoT adoption. In regard to privacy, both business and NGO respondents raised privacy issues as an industry-wide IoT concern. Hence, privacy as an obstacle to the adoption of the smart home emerges as a stable and established meaning of the smart home. The specific issues respondents raised concern data collection being always on, the uncertainty of data use, illegal malicious data use, and legal but harmful data use. Particular emphasis was placed on the importance of trusting smart home systems’ integrity—the belief that the entity is honest and will fulfill its promise to the client [59]—for successful smart home adoption; this view reflects the finding that public trust in companies not using data produced by smart home devices without consumers’ explicit consent, was fairly low [3]. Significantly, the issue of the influence of friends and experts may have on Privacy Decision Making (e.g., allowing or denying data collection) was not mentioned by any of the participants but this was shown to be an important factor for IoT adoption [60].

One respondent outlined what was perceived to be the neutral position of the public in regard to the likelihood of privacy breach, which was also reflected in our survey [3]. However, in our survey, the public’s neutrality changed when the emphasis was placed on understanding the impact or consequences of a privacy breach. Again, this emerging feeling was consistent with our survey finding that the UK public tends to agree that the impact of privacy-related incidents is high [3].

Actions in the form of responses to privacy challenges revolved mainly around taking responsibility for mitigating privacy-related risks. This is key because it has been shown that even when users do indeed trust device manufacturers to protect their privacy, they do not verify that these protections are in place [61]. For business respondents taking responsibility to address privacy-related risks involved taking direct action and experimenting with the technology in order to find new ways to protect privacy. Business respondents felt that a big part of the responsibility toward guaranteeing data integrity was with big service providers. On the other hand, NGO respondents responded to privacy challenges by emphasizing standards, applying pressure to improve industry practices toward data use, and persuading consumers that their data is properly curated and looked after. They also called for collaboration with external, noncommercial, and nongovernmental players, such as academic institutions and researchers. Synergy among industry or industry-relevant stakeholders emerges in this view as the key mechanism toward responding to the privacy challenges of the smart home. When it came to security, both NGO and business respondents associated security issues with the public’s lack of awareness of security and uncertainty over making security judgments about a device, which is consistent with the survey finding that people seem to be more concerned about the likelihood of a security incident rather than its impact [3] (unlike for privacy, where it is the other way round), suggesting that there is an education gap in regard to the practical consequences of security breaches.

NGO and business respondents alike thought that security risks were exacerbated by problems at the level of regulation. Specifically, NGO respondents felt that the issue is with a fragmented security-regulation effort, with security being too thinly spread as an issue across government, which is therefore unable to provide a solid answer to this challenge. Steps have been made toward providing a unified approach, with the UK government producing the Code of Practice for Consumer Internet
of Things Security [9]. However, this effort may not be sufficient to unify security improvement practice in the sector. Brass et al. [62] point to the proliferation of non-governmental de facto standards for smart home cybersecurity produced by businesses, trade associations, and interest groups, as well as NGOs themselves. For businesses, the issue with regulation is felt through a lack of enforcement.

Addressing a specific security concern, one NGO respondent felt that liability may be exacerbated through the public-wide lack of awareness of security issues of smart home devices. Businesses felt that a key security issue is the lack of a marketing incentive for smart home cybersecurity, a feeling that reflects a wider trend with cybersecurity in the private sector in general. Gordon et al. [63] underline how, in general, firms invest in cybersecurity activities at a level below what would be optimal. The issue is particularly significant in regard to small to medium enterprises (SMEs), which are deemed to be potentially the ones most at risk [64], as they often neglect cybercrime prevention [65] and do not possess adequate knowledge in cyber security [66].

In terms of actions, we found NGOs to be leading with the range of responses to the security challenges posed by smart home devices, as they primarily aim to make security a default positioning of devices. They stressed the key role of government in changing the discourse around smart home security. The choice of the socio-philosophical term “discourse” refers to the fact that it is both ideas and actions around security that should be promoted and performed, a task for which the government is held to be both capable and responsible for. This perception underlines how it is important that the consumer does not feel he or she is solely responsible for smart home security. However, this feeling contrasts with the attitudes of the public, who ranked the service provider (e.g., Google, Amazon, and Apple) as the main actor responsible for the security of smart home devices, followed by the consumer and the manufacturer, with the government ranking fifth only [57]. This misalignment of perception across NGO experts and consumers may represent an opportunity for intervention for a number of players in the smart home ecosystem. Finally, the global marketplace for smart home devices reminds us that responsibility toward ensuring the security of smart home devices requires an international effort.

6. Conclusions for adoption and acceptability of the smart home

The aims of this project were to investigate smart home adoption from a socio-technical perspective that holds that people and the technologies they use are “co-constitutive” [12]. To this end, we qualitatively interrogated the survey findings pertaining to the most significant factors affecting smart home adoption, as previously flagged up quantitatively in [3]. Our objective was to understand how industry stakeholders interpret and influence smart home's development in the UK and respond to the socio-technical challenges that smart home adoption flags up. The following findings reflect the different levels of interpretive flexibility regarding the challenges of smart home adoption

- Businesses are uncertain about the level of public awareness of IoT, particularly about privacy and security issues.

- Industry-wide concerns surrounding the privacy issues of smart home, concern data collection being always on, the uncertainty of data use, illegal malicious data use, and legal—yet harmful—data use.
To respond to smart home privacy challenges, businesses are providing new technical solutions, whereas NGOs are producing standards and encouraging synergy amongst industry stakeholders at various levels and academia.

Industry-wide concerns surrounding key security issues of a smart home are public uncertainty over how to make security judgments when purchasing a device, fragmented regulation for NGOs, and lack of regulation enforcement for businesses; an NGO-specific security concern is a liability; a business-specific concern is the lack of marketing incentive for security.

In terms of actions, NGOs were found to be leading businesses in regard to the variety of responses to smart home security challenges as they aim to make security a default positioning of devices by underlining the need to change the discourse around security, to make the effort transnational, and to not make the consumer feel solely responsible for the security of smart home devices.

Overall, the smart home industry is responding to the smart home adoption challenges by providing new technical solutions to mitigate the privacy and security risk of smart homes, producing new standards and influencing regulation and building up communities of learning. These findings reveal that there is awareness in the industry of the need to improve sector practices by mitigating privacy and security risks of smart homes in order to increase consumers’ trust and promote sector growth.

In terms of implications for the management of smart home adoption, this stakeholders’ picture of smart home adoption in the UK and worldwide may help influence future business models and regulatory frameworks. Our study contributes to building awareness of obstacles to adoption and of ethics of data so that new, adaptable, and ethical business models can be proposed; policymaking by providing evidence of stakeholders’ opinions toward regulation for common security or data interchange standards. With this knowledge, an open challenge for the smart home is the ethical concerns it may raise, in regard, among other things, cybersecurity. Hence future directions for this work may include the identification and specification of ethical principles relevant to assessing the ethical impact of the smart home and steps that can be taken toward increasing smart home acceptability—that is, the ethical and instrumental desirability for consumers of adopting new technologies.

The study has some limitations that can provide avenues for further research. We strived to achieve a balance of businesses and NGOs in our sample, and included one SME among the business respondents quota. Despite efforts taken to ensure a balanced sample, the small number of interview participants may still introduce bias in the results. Hence, to improve the approach taken in this work, the sample size could be increased in order to include: (1) a higher number of SMEs as these provide new ideas for products and services which can disrupt the sector’s business models yet can also exacerbate security and privacy risks; also, this work does not address the voice of non-Western organizations involved in the development and management of the smart home. Hence future work could include the voice of more non-Western organizations to balance and achieve a more culturally diverse sample on the cybersecurity of the smart home. Of particular importance would be to also include representatives from developing countries, for whom the cybersecurity challenges of the smart home will be no less prominent, if not more, in the years to come.
Appendix A. Interview questions guide

Awareness

1. What do you think the IoT means to the public?

2. What do you think “smart home” means to the public?

Risks and benefits of IoT

For the organization

3. Can you summarize the business opportunity that these products and/or services represent for your company? What is your company’s business model? (BUSINESS)

4. How easy has it been to promote IoT products and/or related services to the British public? (BUSINESS)

5. How big do you expect the market for your company’s products and/or services to be in the future a) 5 years, b) 10 years’ time? (BUSINESS)

6. How easy has it been for your organization to achieve your objectives in the IoT sector? (NGO)

For consumers

7. Why should consumers adopt a smart home device? What do you think are the key benefits of your product and/or service that make it desirable to adopt?

8. Why might they not adopt it? / What do you think are the main issues that might make people reluctant to adopt your company’s products and/or services?

9. Is your organization taking any steps to deal with these issues? Which ones?

10. Are there new risks for the public specifically related to (your) IoT (products)?

Trust

11. Should consumers trust smart home devices?

12. Do you think the risks for privacy and security posed by smart home devices are acceptable?

13. What kind of actions would be necessary to improve public trust in smart home devices?

Digital divide/technology rejection

14. Are you aware of which groups are less likely to adopt smart home technology? What can your organization do about it?
15. These are some of the results of our survey. Do any of these come as a surprise? If so, why?

i. Overall fairly low levels of trust

ii. Overall, levels of satisfaction are still uncertain despite the prolonged presence of IoT in society

iii. Younger respondents’ low-risk awareness

iv. Older respondents’ resistance to IoT

v. Less-educated respondents’ resistance to IoT

16. Would these results be a concern for your company/organization and, if so, how might it respond?

Future and change

17. Do you think your company’s business model/organization’s strategy may need to adapt to deal with any of the challenges of IoT adoption?

18. If your organization was in charge of the whole sector, what would you change?

19. Are there any actions that the IoT industry as a whole should take to be able to encourage the adoption of IoT products and services?

20. Does your company welcome new policies and regulations for IoT products and services?
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