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Autonomous Update of a Dataset for Anomaly Detection Services in Elderly Care Smart House

Linos Nchena and Martin Tomášek

Abstract

This work proposes a smart system that could be useful in the delivery of elderly care services. Elderly care is a set of services that are provided to senior citizens to help them have a more comfortable and independent life which would not be possible without these services. This proposed system is unique in that it combines the detection algorithm with the automatic update of the dataset. It also uses a heuristic mechanism to reduce false detections. This is on the premise that the AI effort is good, but it could be made better with the inclusion of heuristics. Fall detection accuracy is initially solved by the first classifier, then another classifier evaluates the result with inferences before evoking an alarm. It checks the location of the subject to use in its inferences. Hence the smart house design consists of two machine learning systems. One system performs human activity classification while the other performs fall occurrence detection. Of the eight different classification methods utilized, XGBoost was most accurate with an average of 97.65% during training. A customized dataset is then generated with newly labeled data hence improving system performance.
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1. Introduction

According to the United Nations [1], in 2025, there would be a total of about 1.2 billion people over the age of 60. By 2050 this number would increase to 2 billion with 80% of them living in developing countries. The population growth has increased for older persons than for the rest of the population. In 1950 the total number of people over 60 years old was 8 percent. By 2007, this percentage had grown to 11 percent. By 2050, this number is projected to be at 22 percent. This kind of population growth comes with various challenges of its own [2].

This increase in the elderly population means more people would require assistive living care than they were before. Thus, Smart houses could play a key role in attending to this huge elderly population that needs assistive living care. A smart house is a special type of house that has automated services delivered by that house. Smart houses are of diverse types based on their purpose. Some of the common types of
smart houses include (a) healthcare-oriented, (b) entertainment-oriented (c) security-oriented, and (d) energy-efficiency-oriented smart houses. In this research, we present a smart house model that is based on specific requirements for elderly citizens. With an emphasis on the needs of assistive technologies (AT), we shall recommend a smart house design. The design shall satisfy three major requirements which are vital for senior citizens. These three requirements are; (a) ATs services, (a) privacy requirements, and (c) security services. We are aiming to develop a smart house system which consists of several monitoring services. This system should also enable modularization and allow easier replacement of components.

With the vast improvements in medicine and quality of living, many people are now living longer lives than previously was possible. This has been a result of vast investment in research that will improve quality of life. In trying to improve the quality of life, several researchers have attempted to provide a solution to care for senior citizens [3]. These solutions need enhancement to build completely novel solutions to deal with the growing demand for senior citizen care soon. The purpose of this work is to explore how this problem can be controlled using assistive technologies. To help assist with this issue we shall have to perform three experiments. We need to create a system that can be able to tell when an anomaly has occurred in the senior’s smart house. This requires knowing what is and what is not an anomaly. We have data that is recorded from the activity in the smart house using a conventional sensor such as those in mobile phone sensors or smartwatches. We shall require label data to determine if the data tread is normal or abnormal. This can be achieved by using the labeling used in the previous experiment dataset. Several publicly available datasets exist. Among the common dataset include Sisfall, MobiAct, Ucihar, Unifall, and Unimab datasets [4–6]. These datasets provide acceptable benchmarks to determine the classification of ADLs and falls. These could be used in the classification of data, or to assess a system’s accuracy.

In a smart house, assistive technologies are installed to detect abnormalities in human activity or environmental parameters. This is achieved using several methods. Three of the common methods are threshold, heuristics, and machine learning [7]. Threshold systems use specified rules in which a dataset is evaluated on those rules. Based on these rules a censored dataset can be labeled as a fall or not a fall. Using machine learning a different approach is used. A network is created which has node relationships that can be able to determine whether an activity is a fall or not has occurred. ML works similarly to a Blackbox solution as the rules are not logically deductible easily in the network c. Several machine learning classification algorithms exist in the labeling of subject data. Nine of the common classical ML algorithms are k-Means, Linear discriminant analysis (LDA), Naïve-Bayes, K-nearest neighbor (KNN), Vector support machine (SVM), Artificial neural network (ANN), Random Forest, and Decision trees [8].

Moreover, when collecting personal data, security and privacy should be considered. For example, cameras might capture more private information than smartwatches, some of this information can violate privacy. When using the toilet, the activity is not appropriate to record on camera while a smartwatch record of toilet activity might be more acceptable. Hence the choice of sensor method is especially important in developing this system. However, take note that it may be easy for detecting activity with a camera than with smartwatches. Therefore, a compromise needs to be considered in such cases.

The rest of this article is organized as follows; In Section 2, we describe some of the previous works related to ours by other researchers. In Section 3 we describe the
methodology of what would be performed and how it would be performed. The section describes the flow of the algorithm and the dataset used. We then discuss the results of the experimental works in Section 4. In Section 5 we discuss issues that are related to our results and the future directions of this research. In Section 6 we present our findings and conclusion from this research and what is next.

2. Related research

Several people have attempted to solve this problem. The following are the most interesting of the research works which are of interest to this article's research aims.

According to the article [3], a solution is proposed where a group of agents work together to sense communicate and interpret sensor data. The agents are seven types which consist of communication, sensor, refining, reconstruction, interpretation, prevention, and cognitive agents. The agents are separated into two groups. The group of agents each processes the sensor data and then aggregates the result to form a concrete decision. The first group of agents was prediction activities in the smart house. The performance was tabulated as 72.00% for machine learning, 88.00% for expert-knowledge agents, and 91.33% for meta-prediction agents. The last group of agents was prevention agents. This was a simulation and achieved 100% accuracy. However, the last group was not real-life but simulative experiment.

The researcher in the article [9] presents a monitoring system for senior citizens. If an anomaly is identified, then the system will send an alarm to a caregiver. Some activities monitored include waking up in the morning, preparing food, having breakfast, reading, working on a computer, having lunch, napping, or reading. An example of an anomaly is where the system detects that she woke up and starts walking around the house at 2 pm. This is an anomaly because this time is an awkward time for walking around the house. An alarm is evoked as this is not part of the normal schedule. A mock apartment was designed for use in this experiment.

The study in the article [10], graphical presents a comparison and heuristic technique was utilized in detecting falls. A publicly available suit GBAD test suite was defined. It selects the best subgraph or pattern and then compares it with the sensor data. Each graph is compared to the full graph using the formula. An abnormality can be identified from the graph in the suit presented.

2.1 Datasets with classification labels

In article [11] a dataset (Sisfall), and a fall detection algorithm are presented. The algorithms have five stages which are included in this order; sensor data, pre-process data feature extraction fall detection, and finally, call for help when a fall is detected. Four algorithms were used, and these are decision tree (DT), Logistic regression, k-nearest neighbor (KNN), and support vector machine. The dataset that was used is called Sisfall. Sisfall contains 15 types of falls and 19 types of ADL. These were performed by 23 young people aged 19 to 30 years old and 15 elderly people aged 60 to 75 years old. The recording frequency was 200 HZ for sampling. The sensors used were two accelerometers and one gyroscope. The accuracy was derived from the relationship between true positive (TP), true negatives (TN), false positive (FP), and false negatives (FN). Accuracy is defined as in Eq. (1) below.
Accuracy = \frac{TP + TN}{TP + FN + TN + FP} \times 100 \tag{1}

The accuracies recorded were DT at 99.02%, LR at 99.38%, KNN at 99.91%, and SVM at 99.98%. The most accurate results are the SVM classifier. SVM was found to have performed not only better in this experiment but also better than selected previous benchmark works of previous performances.

In article [12], a dataset (MobiFall) is presented. An experiment was conducted to standardize a dataset that can be used to determine if there is or no fall in a sensor. Datasets are used in machine learning to benchmark and identify specified activities. They compared two fall detection systems. One threshold-based system and another machine learning-based system. The machine learning system had a higher accuracy level. In this dataset, four kinds of falls were studied. Forward-lying, front-knees-lying, sideward-lying, and back-sitting-chair. Apart from fall detections, ADLs were also studied. These were nine which include standing, walking, jogging, jumping, starting up, stair down, sitting in a chair, car-step in, car step out. The sensor data used was from three types of sensors, the accelerometer, gyroscope, and orientation signals. The Size of displacement defined by the slope (SL) was measured using the formula SL given as in Eq. (2) below.

\[ SL = \sqrt{(\text{max}_x - \text{min}_x)^2 + (\text{max}_y - \text{min}_y)^2 + (\text{max}_z - \text{min}_z)^2} \tag{2} \]

Where the X stands for X-axis displacement, Y is the Y-axis displacement and Z is the Z-axis displacement.

Accuracy in fall detection was at 98% and in fall classification was at 68% using the 10-fold cross-validation. However, in another method where two-thirds are for training and one-third for testing, the accuracy was fall detection at 98.74 and fall classification at 68%. The dataset used is called MobiFall. This dataset is publicly available at Hellenic Mediterranean University (HMU) in Crete, Greece.

In article [13] a dataset (Ucihar) and six classifiers are used to detect falls. These involve distinguishing falls from ADLs. The six classifiers are the k-nearest neighbor (k-NN), least squares method (LSM), support vector machines (SVM), Bayesian decision making (BDM), artificial neural networks (ANNs), and dynamic time warping (DTW). Fourteen people performed the experiment for data acquisition. The trial had 20 falls and 16 ADLs. The formula used to determine the total acceleration is given in Eq. (3) below.

\[ A_T = \sqrt{(A_x)^2 + (A_y)^2 + (A_z)^2} \tag{3} \]

where \( A_x \) is acceleration in the x-axis, \( A_y \) is in the y-axis, and \( A_z \) is in the z-axis.

A database was created containing fall activities and ADLs. All the six algorithms performed at around 95% with K-NN and LSM being the most accurate. The researcher suggests using these two algorithms for live data stream detections. This dataset is accessible at the University of Irvine Machine Learning Repository.

### 2.2 Types and placement of sensors

For the recording and collection of data, specific sensors are acquired. Several types of sensors exist. Wearable sensors are sensors that can be placed on the body of interest. Environmental sensors are sensors that are not embedded in a body of
interest. Data collection should be done at a regular frequency. However, we shall assume that the sensors wherever they would be placed would collect the same type of data at the same frequency. This is on the pretext that, if the location of the sensor is changed the frequency and the quality of data might as well change.

In article [14], two types of sensors are defined. Vision-based and sensor-based. The vision sensors use cameras of diverse types. These sensors however are not very much acceptable to the intended beneficiaries of the system. Another type is sensor-based, which includes wearables ambient sensors, and sensors on an object. This is the most used type as it is considered less intrusive and is more acceptable by potential beneficiaries. An accelerometer and gyroscope are two examples of wearable sensors. In article [15] three sensory systems are defined. These are wearables, vision, and ambient sensors which are a combination of visual with sound and location sensors. The visual sensors become more data accessing with the addition of location sensors and sound sensors. The human voice can also be used as input. A representation of the three types of sensors is shown below in Figure 1.

In article [16] a system of sensors is proposed. Environmental and wearables sensors are combined to identify the location and the motion of the subject person. Each of these has achieved a significant level of activity classification accuracy. It is declared that using only an accelerometer the accuracy is 54.19%, while if you combined an accelerometer with environmental sensors the accuracy is 97.42%.

In research [17] the authors say the approach is intrusive as it requires active dressing, and it could be monitoring specific categories and not extensive categories of activities. It also might require the continuous wearing of the sensors throughout the day to enable data sensing. Therefore, researchers argue that environmental sensors are much better than wearable sensors. They provide experiments using a vision-based sensor. The activities involved include sitting, standing, walking, sleeping, getting assistance, and using the bedside commode and background. The camera has two kinds of data frames. A thermal frame and depth frame. They adjust each frame to its best resolution for better results. Although the authors acknowledge the intrusive and costly nature of vision sensors, they insist that more can be done with visual sensors to be used in the detection of activities in houses of seniors.

In article [18] a voice is used as input for a smart house. The smart house must interpret this voice according to the training and evoke some devices to perform a particular action. The purpose of the article was to provide voice input with a secure connection to a smart house with IoT Network. In article [19] the author mentions that training is a difficult part of a detection system. This is because the training dataset can become obsolete when the individual trained on it changes their usual pattern. The mentioned in cases when senior develops diabetes or drift concept. With advanced age, this leads to body deterioration which results in changes in gait.

Figure 1.
Types of sensors in the system design.
characteristics of seniors [20]. A summary of sensors and classifiers from related works is shown below in Table 1.

### Table 1.

<table>
<thead>
<tr>
<th>No</th>
<th>Cited</th>
<th>Type of sensors used in experiment</th>
<th>Classifications models utilized</th>
<th>Dataset</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>Accelerometers</td>
<td>Random Forest, Hidden Markov Model, Support vector machine, Decision Tree (C45)</td>
<td>Lab Simulated</td>
<td>72.00%</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>Wearable sensors, Vicon system (PIR), camera</td>
<td>Dynamic Bayesian Network</td>
<td>Lab Simulated</td>
<td>99.00%</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>Infrared sensors, thermometers, object identifies, burning sensors, door sensors</td>
<td>Graph-Based Anomaly Detection (GBAD tool)</td>
<td>Kyoto dataset (CASAS-400)</td>
<td>n/a</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>Accelerometers, and a Gyroscope</td>
<td>Support vector machine, Decision Tree, Logistic Regression, K-Nearest Neighbor</td>
<td>Sisfall</td>
<td>99.98%</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>Accelerometer, Gyroscope and Orientation signal</td>
<td>K-Nearest Neighbor, Naive Bayes, Decision tree-J48, Random Forest, Support vector machine</td>
<td>MobilFall</td>
<td>98.41%</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>Accelerometer, gyroscope, and magnetometer/campus</td>
<td>K-Nearest Neighbor, Support vector machine, BDM, Decision Tree, ANN</td>
<td>University of Irvine Machine</td>
<td>95.00%</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>Accelerometers and a Gyroscope</td>
<td>CNN-Long short-term memory (LSTM)</td>
<td>UMA Dataset</td>
<td>86.63%</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
<td>Thermometer, Humidity sensor, Light sensors, Orientation and Motion sensors</td>
<td>Random Forest, Naive Bayes, Bayes Net, Logistic Regression, MLP, Radial basis function (RBF), Decision Table, Decision Trees(J48), Random Tree</td>
<td>CREST testbed</td>
<td>99.13%</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
<td>Depth sensor Camera, thermal sensor camera</td>
<td>Convolutional Neural Network - (ResNet-34 architecture)</td>
<td>Experimental testbed</td>
<td>95.80%</td>
</tr>
<tr>
<td>10</td>
<td>19</td>
<td>3D Accelerometer and Gyroscope</td>
<td>Multi-layer perceptron (MLP)</td>
<td>MobiAct</td>
<td>98.75%</td>
</tr>
</tbody>
</table>

3. Research methodology

In this section, we shall describe the tools and the methods we shall use. We shall discuss the sensors used, the datasets used, the algorithms utilized and the floor plan of the apartment that will be used for the senior’s smart house.

3.1 Implementation procedure, software, and hardware

Since the research is about seniors, the dataset had to be slashed to only utilize data that applies to seniors. The age of participants was the main factor used to extract records. Some activities were removed as we considered them not necessary for
seniors. Based on this, in the Sisfall of 56,786 records, only 14,000 have seniors. In the MobiFall dataset on the 62,259 records, only 16,598 have seniors. In the Ucihar dataset on the 7352 records, only 2018 has seniors. After extracting these records, seven classifier algorithms were used to train the model on all three datasets and then validate the models.

The classification was for two separate tasks. The first task was fall detection. The MobiAct and Sisfall were used in this task. Each dataset has its subsection used in the experiment. The performances of the algorithms were compared to the dataset subclass from these two datasets. The best algorithm was identified. The second task was to identify if the ADLs were Laying or not. In this task, only the Ucihar dataset was used. The eight classifiers were again used to detect if Laying was the activity performed or not. This task was then linked to some other external tasks that tell the location where Laying was occurring if Laying was identified as the current ADLs.

The experiment was conducted using Python 3 software package. The computer system had the following specification: Processor: Intel(R) Core (TM) i7-4510U, CPU: 2.00GHz, 2 cores, RAM Memory: 4 GB DDR3 1600 MHz, OS: Windows 64 bits.

3.2 Sensors

The sensors we shall use in collecting data are a gyroscope and accelerometer for the XYZ plane. Nowadays these are readily available in mobile phones and smartwatch devices, which are usable for human activity recognition. The sensor using cameras and environment sensors has the advantage that they do not require excessive preparation and arrangement for senior citizens. However, the sense that the senior is under surveillance might be a disconcerting feeling for most seniors. Therefore, this discomfort has made us decide to use an accelerometer and gyroscope other than cameras. Therefore, in this work gyroscope and accelerometer which are embedded in smart are utilized. This sensor data can be analyzed and processed in separate locations. The data we collected from the sensors is not labeled. Therefore, to enable labeling we have mapped our data to the data labeled by previous researchers. The labeled data will be obtained from publicly available data sets.

3.3 Datasets

Several datasets exist for human activity recognition (HAR) and fall classification. These can be used to classify test data as either a fall or an ADL. In our research, we shall use the publicly available datasets; SisFall, MobiAct, and Ucihar dataset.

In research [11, 21] the Sisfall dataset is generated in which most of the subjects are between the ages of 20 and 47 years. The primary research was to create a prototype dataset for fall detection. The second dataset is MobiAct in research [12, 22]. In the MobiAct dataset, the subjects’ ages are from 40 to 47 also doing both the falls and the ADL. This Sisfall and the MobiAct dataset are used primarily for the exploration of fall detection. The third dataset is the Ucihar [13, 23]. This dataset does explore the identification of ADL. There is no fall detection in Ucihar. We shall use this in ADL identification where appropriate as shall require a labeled dataset that could define ADL. In our research we focus on senior citizens hence we prefer data for people about 60-year-old and above. However, this data is not readily available hence shall show infer it in various datasets. Below is Table 2 which shows the composition of the dataset to be used in the experiment.
The experimental devices must be held compatible with mobile devices that were sensing the data. For fall detection we shall classify falls as dangerous activities. Therefore, we should need to send a warning message if a fall occurs unlike when an ADL occurs. The data has been labeled by the above public libraries (Sisfall, MobiAct, and Ucihar). We shall use the accelerometer, which records the speed of objects. And using this speed we could tell the presence or absence of a fall. The gyroscope would be used for rotational movements which is another parameter in the detection of a fall by the senior citizen. The accuracy is the efficiency of the system. We shall use selected sections from the three sample datasets, which are more appropriate per our requirements.

After preprocessing the raw data, a training and test dataset is derived which has a smaller number of records. The total data fields are nine both in MobiAct and Sisfall as shown in Figures 2 and 3 respectively. Ucihar is for the activity classification classifier. Unlike the above dataset, the original dataset has a total of 548 columns. While Figure 4 below shows only 14 columns that have the largest value in importance for classifier purposes.

In the sample datasets, there are various scenarios of the data record. However, in this research, only the scenarios that are best suited to our purpose were used. The

<table>
<thead>
<tr>
<th>No.</th>
<th>Dataset</th>
<th>Human activity recognition samples</th>
<th>Fall detection samples</th>
<th>Total number of data samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sisfall</td>
<td>44,795</td>
<td>11,991</td>
<td>56,786</td>
</tr>
<tr>
<td></td>
<td></td>
<td>79%</td>
<td>21%</td>
<td>100%</td>
</tr>
<tr>
<td>2</td>
<td>MobiAct</td>
<td>50,188</td>
<td>12,071</td>
<td>62,259</td>
</tr>
<tr>
<td></td>
<td></td>
<td>81%</td>
<td>19%</td>
<td>100%</td>
</tr>
<tr>
<td>3</td>
<td>UCIHAR</td>
<td>7352</td>
<td>0</td>
<td>7352</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100%</td>
<td>0%</td>
<td>100%</td>
</tr>
<tr>
<td>4</td>
<td>Total</td>
<td>102,335</td>
<td>24,062</td>
<td>126,397</td>
</tr>
<tr>
<td></td>
<td></td>
<td>81%</td>
<td>19%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 2.
Composition of the selected datasets used in the experiment.

The experimental devices must be held compatible with mobile devices that were sensing the data. For fall detection we shall classify falls as dangerous activities. Therefore, we should need to send a warning message if a fall occurs unlike when an ADL occurs. The data has been labeled by the above public libraries (Sisfall, MobiAct, and Ucihar). We shall use the accelerometer, which records the speed of objects. And using this speed we could tell the presence or absence of a fall. The gyroscope would be used for rotational movements which is another parameter in the detection of a fall by the senior citizen. The accuracy is the efficiency of the system. We shall use selected sections from the three sample datasets, which are more appropriate per our requirements.

After preprocessing the raw data, a training and test dataset is derived which has a smaller number of records. The total data fields are nine both in MobiAct and Sisfall as shown in Figures 2 and 3 respectively. Ucihar is for the activity classification classifier. Unlike the above dataset, the original dataset has a total of 548 columns. While Figure 4 below shows only 14 columns that have the largest value in importance for classifier purposes.

In the sample datasets, there are various scenarios of the data record. However, in this research, only the scenarios that are best suited to our purpose were used. The

<table>
<thead>
<tr>
<th>Table</th>
<th>x_acc</th>
<th>y_acc</th>
<th>z_acc</th>
<th>x_gyr</th>
<th>y_gyr</th>
<th>z_gyr</th>
<th>Atnuth</th>
<th>Rich</th>
<th>Roll</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 2.
Sample contents of the Sisfall dataset.
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human activities include standing, sitting, laying, standing, sitting, laying, walking fast, walking slow, walking downstairs, and walking upstairs [24]. We divided these activities into two groups per dataset. Group 1 contains ADLs and group 0 contains falls. There are four types of fall activities and six types of ADLs. For data preprocessing, an operation is performed to divide records into two groups. In the fall detection procedure, MobiAct and Sisfall datasets will groups ADLs as zeros and all the several types of falls as ones. In the activity recognition procedure, the data in the Ucihar dataset's group consisting of Laying activity (sleeping) is labeled as 1, and all other activities are grouped under label 0. By creating these two groups we can thus use a simpler classifier, binary classification, instead of multiple classifications.

3.4 Algorithms selection from common algorithms

Several algorithms exist for anomaly detection systems. For the execution of detection falls, we shall utilize eight different machine learning algorithms [25]. These algorithms would be compared, and the best should be used in the application of the smart house. Eight algorithms are selected for this experiment as follows.

Figure 3. Sample contents of the MobiAct dataset.

Figure 4. Sample contents of the Ucihar dataset.
regression, Linear discriminate analysis (LAD), k-nearest neighbors (k-NN), decision tree classifier, Gaussian naive Bayes, Support Vector Machine (SVM), Random Forest, and xgboost algorithms. The best performing among these algorithms is to be utilized. The algorithm’s performance would have to be weighed by the following parameters.

a. Optimization—eliminate the worst performing algorithms
b. Completeness—eliminate some other solution where a result is returned
c. Accuracy and precision—the degree of accuracy attained and required
d. Execution time—period of performance the classification
e. Resource consumption—memory and processor usage

The combination of human activity detection and the fall detection algorithm is detected based on these above four factors utilized.

3.5 Design of the floor plan of the smart house

Figure 5 below which shows the simulated floor plan of the smart house. The sample house has the following floor plan. A1 and A2 are bedrooms for sleeping. B1 and B2 are corridors. C is the toilet; D is the Bathroom and E is the kitchen for cooking.

3.6 Remainder alarm for medicine taking routine and camera/pressure mat

There would be a remainder device. This becomes the third Component of the system. The first is fall detection, the second is activity classification and the third is alarm detection and camera. Given the apartment above, we must use the fall data and the human activity recognition. We should make these assumptions.

1. Non-serious fall is considered a fall. No alarm but warning recorded
2. Sleeping occurs in room A1 or A2. Send alarm if sleeping anywhere else.
3. Laying outside of rooms A1 and A2 should trigger a warning

|---------------|---------------|--------------|---------------|---------------|---------------|--------------|

Figure 5.
An illustration of the sample smart house floor plan design.
4. Activity should not switch abruptly. For example, sleep to walk to walk

5. Being in the toilet for a lengthy period indicates a problem, hence alarm is evoked.

6. A medical dispensary is kept in the room (E). A pressure sensor sends a photo when a pill is removed from the dispensary. After 5 minutes after the scheduled time for taking the pill passes, then an alert is sent out to the caregiver.

These six points are used as the heuristic when identified. Once it is identified then an alarm or warning is evoked. We need to conduct two tests before we send an alarm as a way of avoiding false alarms. Identify the activity and then identify the room and the applicable algorithm’s location also establish that Laying is not in an inappropriate room. Furthermore, a delay in the bathroom should trigger a warning. The second algorithm verifies that a fall is not a Laying, and a Laying is not a fall. Once this is established only then can an alarm to send. This could reduce false alarms and increase confidence levels unlike having one algorithm.

3.7 Description of the three algorithms

Three algorithms are derived to execute the above procedures. Below is the description of the three algorithms pseudocode.

Algorithm 1: Update datasets, test, and use them in future training.

01: Retrieve sample records from the datasets #1, #2, and #3.
02: train model using standard algorithms and records of the subject person.
03: If the time elapses sent collected data for analysis by the selected algorithms.
04: end if.
05: if the algorithm accuracy is top two use the best and then discard the rest.
06: end if.
07: process and identify the chances of ADL.
08: process and identify the chances of a FALL.
09: if ADL is sleeping but the room is not sleeping quarters send an alert signal.
10: endif.
11: if a Fall is detected sent an alert signal.
12: else save the data and then move into the waiting stage.
13: endif.
14. Repeat the strategy starting from point 01.

Algorithm 2: Sleeping area locator for logical heuristic missed fall prediction.

01: Retrieve sample records from the datasets #1, #2, and #3.
02: train model using standard algorithms and records of the subject person.
03: if the HAR is laying or napping find out which room is activity occurring.
04: If the room is not appropriate for Sleeping quarters, send a warning alarm.
05: If sleep is in the sleeping quartet’s location, then move to the waiting stage.
06: end if.
07. Repeat the strategy starting from point 01.
Algorithm 3: Medical remainder algorithm, to predict skipping of medicine routine.

01: Retrieve from schedule records on times required for taking medication.
02: At each required time check the weight of the medicine pressure.
03: If the weight has been adjusted then its confirmed medicine has been taken.
04: If the weight is still the same then send a warning signal to inform caretaker.
05: else save the data and get a new data sample.
06: endif.
07: Repeat the strategy starting from point 01.

Based on the above algorithms, the alarm is triggered as a response. These responses will differentiate possible similar activities (such as laying and falling) before evoking the alarm. As shown in Table 3, when the results of the algorithm are as provided in Answer (I) then the Alarm is evoked. If the answers are as in Answer (II) then a warning is logged in a database. Three warnings in a sequence also trigger an alarm.

3.8 Updating training dataset

The data collected from the senior citizen’s sensor is originally not labeled. When a detection process is completed the sensor data would then be assigned a label. Once labeled, then the system would save this information with its given label. After the label is authenticated, this record is then moved to the created dataset for extension of the original dataset. At this point, the system would save the labeled data into a new dataset which is the original dataset plus the new record. The record can then be used in training sessions. This new dataset would have an extra record that more closely represent the person involved. In this case, the training would reflect the subject senior citizen. Below is Figure 6 showing the systems’ flow chart.

In Article [3] similar research is presented. The authors make a comparison of three datasets and look at the performances of different algorithms. In this work, we have compared results from two datasets for the human activity detection algorithms. The results would be fused to reduce the probability of false positive or false negative.

4. Results

Eight algorithms had their performance studies as indicated in Figure 7 below. Of these eight, some would be discarded in preference for the best-performing algorithm.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Tests before triggering an alarm</th>
<th>Answer (I)</th>
<th>Answer (II)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Falling has been detected or not?</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Laying has been detected or not?</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>Laying occurring in an appropriate room?</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Result</td>
<td>Send alarm to Caregiver</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3: Question to answer before invoking a particular algorithm.
During the experiment, algorithm ranking was established. The lower-ranked as less effective algorithms are to be eliminated. This reduced number of options increases the efficiency as unfavorable options are not computed. The extra computation would be the worst of resources. The selecting of the best option thus avoids unnecessary use of computing power in analyzing some irrelevant options. The less likely algorithm options are removed immediately when identified. Below is Figure 7 which is a snapshot of the accuracies of various investigated methods.

In Figure 7, Algorithm KNN is more accurate for the SisFall dataset, and XGBoost is more accurate for both MobiAct and Ucihar datasets. A selection of three of the graphs of the accuracy with the best performance is presented below. The next two graphs are for fall classification and the second is for human activity classification.

The detection accuracy for the SisFall dataset is indicated as 98.08% for the training session and 97.92% for the testing session as shown below in Figure 8. This is the best accuracy from the list of classifiers in the experiment.

The detection accuracy for MobiAct dataset accuracy is indicated in Figure 9 at 99.23% for the training session and 98.84% for the testing session. This is the best accuracy from the list of classifiers in the experiment.

The detection accuracy for Ucihar dataset accuracy is indicated at 96.85% for the training session and 95.21% for the testing session as shown below in Figure 10. The Ucihar accuracy at 96.85% is the worst accuracy of the usages of XGBoost classifiers.

The Sisfall test dataset has 14,783 ADLs cases and 3775 fall cases; Figure 11 shows the confusion matrix for the Sisfall test dataset during the training session.
The MobiAct test dataset has 16,562 ADLs cases and 3984 fall cases; Figure 12 shows the confusion matrix for the MobiAct test dataset.

The Ucihar test dataset has 1963 ADLs cases and 464 Laying cases; Figure 13 shows the confusion matrix for the Ucihar test dataset.

From the confusion matrix, we can extract the accuracy, sensitivity, and specificity of our classifier. The higher each of these parameters the better the performance of the classifier. However, accuracy must be considered in conjunction with specificity and sensitivity. A classifier must have a high sensitivity and specificity, to be defined as having superior performance. As seen in Table 4 below, both sensitivity and specificity are above 78% which is high performing case. This shows that the one selected option from the eight models performs quite well and can be used to develop the proposed system. As indicated in Figure 10, the MobiAct dataset accuracy is recorded at 98% for the training and at 99% for the testing which is the best accuracy of our

Figure 8.
Results for accuracy simulation using the Sisfall dataset.

Figure 9.
Results for accuracy simulation using MobiAct dataset.

The MobiAct test dataset has 16,562 ADLs cases and 3984 fall cases; Figure 12 shows the confusion matrix for the MobiAct test dataset.

The Ucihar test dataset has 1963 ADLs cases and 464 Laying cases; Figure 13 shows the confusion matrix for the Ucihar test dataset.

From the confusion matrix, we can extract the accuracy, sensitivity, and specificity of our classifier. The higher each of these parameters the better the performance of the classifier. However, accuracy must be considered in conjunction with specificity and sensitivity. A classifier must have a high sensitivity and specificity, to be defined as having superior performance. As seen in Table 4 below, both sensitivity and specificity are above 78% which is high performing case. This shows that the one selected option from the eight models performs quite well and can be used to develop the proposed system. As indicated in Figure 10, the MobiAct dataset accuracy is recorded at 98% for the training and at 99% for the testing which is the best accuracy of our
possible classifiers. Below is Table 4 which indicates the performance of the most effective classifier (XGboost) in the experiment.

The high accuracy indicates that the models were efficient and can be used in detections. However, when executing these algorithms speed and accuracy are a factor in optimization. If given more time an algorithm can perform better. However, this has to be considered with efficiency on time when an anomaly is reported. If it takes too much time to compute a high accuracy decision, it could be that by the time the decision is taken it’s too late for the damage already done. Below is Figure 14 which indicates the time it took for each algorithm to complete a single task.

Moreover, these eight machine learning methods were compared with deep learning. Deep learning has multiple models chained together to enhance performance. However, the computation costs were more than for the machine learning method.
The accuracy deep learning method on the Sisfall dataset accuracy is recorded at 96.84% for the training session and at 93.55% for the validation session as indicated below in Figure 15.

Deep learning accuracy on the MobiAct dataset accuracy is recorded at 96.97% for the training session and at 100.0% for the validation session as indicated below in Figure 16.
### Table 4.
*Indicators of classifier efficiency.*

<table>
<thead>
<tr>
<th>Dataset</th>
<th>True /</th>
<th>False /</th>
<th>Class</th>
<th>Final</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>False</td>
<td>True</td>
<td>Total</td>
<td>Total</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADL(Sisfall)</td>
<td>14,719</td>
<td>64</td>
<td>14,783</td>
<td>18,739</td>
<td>98.69%</td>
<td>95.42%</td>
<td>99.57%</td>
</tr>
<tr>
<td>Fall (Sisfall)</td>
<td>181</td>
<td>3775</td>
<td>3956</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADL(MobiAct)</td>
<td>16,547</td>
<td>15</td>
<td>16,562</td>
<td>20,546</td>
<td>99.73%</td>
<td>98.97%</td>
<td>99.91%</td>
</tr>
<tr>
<td>Fall (MobiAct)</td>
<td>41</td>
<td>3943</td>
<td>3984</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADL(Ucihar)</td>
<td>1921</td>
<td>42</td>
<td>1963</td>
<td>2427</td>
<td>94.19%</td>
<td>78.66%</td>
<td>97.86%</td>
</tr>
<tr>
<td>Laying(uci...)</td>
<td>99</td>
<td>365</td>
<td>464</td>
<td>2427</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 14.**
*Recorded time consumed per tested algorithm.*

**Figure 15.**
*Deep learning accuracy on the Sisfall dataset.*
Deep learning accuracy on the Ucihar dataset. Selection dataset accuracy is recorded at 98.96% for the training session and at 100.0% for validation as indicated below in Figure 17.

5. Discussions and future works

The results show that the fall detection and activity recognition algorithms are competitive. The fall detection was at 96% minimum accuracy, which is above average for the cited other researchers’ works which had an average rate of 89% as shown in Table 1. We have used cross verification with other dataset records. This is with the hope that the subject senior citizens’ data would have to be recorded and then observed to make the correct adjustments. The activity recognition was the most accurate. It performed at 98.96% for training and 100.0% for the validation session. The general accuracy for the xgboost algorithm was above 96% on each of the three datasets. However, the deep learning method was the most accurate. After a
successful classification, we can add the new record and its classification label to the dataset. This thus extends and improves the dataset. We could also include one heuristic to improve accuracy and reduce computational costs. For instance, we should be able to tell that sleeping must have zero chance of occurring in the toilet, hence not consider it a possibility when computing. This allows resources to be concentrated on viable options when performing classification. Eliminating such computation decision cost can fine-turn the system, as it allows only options with high likelihood. The low likelihood options are removed from the allocation of computation resources. This allocation of energy to the option improves efficiency. In the case that one class is larger than another the dataset is unbalanced. In usual cases this system works on unbalanced datasets, hence it was important to have good characteristics in its sensitivity and specificity.

5.1 Edge processing and security

In this work, the data sensing was performed using non-protruding methods which are a mobile phone and a smartwatch data sensor. However, this method is replaceable in the structure of the system. The data can also be collected by using a camera. A labeled dataset is then used to label extracted images. Mobile collects data and then this data is not processed on the phone but sent to some processing point due to limitations of the processing capability of the phone [26]. The training and testing set labels the images. However, in our project, we use an accelerometer and gyroscope as input sensors. The rest of the system would be the same. A systems camera sensor is an advantage in that it would be easier to label.

5.2 Replacement of training and testing dataset

When data is collected from the subject because seniors change rapidly for deteriorate help, the trend of that senior would change. Hence the dataset must be properly monitored and adjusted to match the rate of changes in the trend of the senior. Otherwise maintaining the same training data for an extended period would result in an obsolete detection system [20]. Aging can change the gait pattern of an individual hence the importance to update the dataset constantly. Having been limited by the current covid-19 situation we are having difficulty arranging our data collection activities. However, we believe the public datasets, SisFall, MobiAct, and Ucihar have provided good insights into the record we could have managed to collect. We believe these datasets have an unobstructed view of the results we could have obtained. After collecting sensor data and labeling it, the dataset component from Sisfall, MobiAct, and Ucihar databases would be gently removed and replaced with these records. This is a continuous process until the dataset remains pure containing the new record of the senior citizens without the legacy dataset. Erroneous labeled data would continuously be removed to have a robust and current training dataset.

5.3 The medicine routine remainder service

The medicine remainder is a time-based scheduler. The schedule must be executed correctly and if not, then an alarm is sent. The alarm is triggered based on the failure of sending confirmation of executing the medicine schedule by the senior. The senior must send a confirmation once prompted to do so. However, there is a risk that the subject might be able to falsely confirm they took the medicine when in fact they did
not take it. This system currently cannot help when the senior is specifically not providing the correct state of medicine routine. It is meant to help in cases where participants are willing to take the medicine. An alert will be sent to caregivers allowing them to prompt the senior on the state of their medicine routine.

6. Conclusion

We commend this system can evaluate and monitor the situation and status of the senior citizen in their apartment. This system has been designed using three main algorithms. First algorithm tests if a fall has occurred or not. Eight different common algorithms are evaluated to see which one is most effective. If a fall is detected, then the caregiver is alerted. The second algorithm is to identify what activity is the senior citizen doing. This algorithm has the purpose of detecting the location where activity is occurring. If an activity such as sleeping or laying is taking place in the wrong location an alert is evoked. The last algorithm is detecting whether the medicine routine prescribed is been executed or not. The system utilizes a dispenser that can record if a pill was extracted from the pill dispenser or not. This is checked at a specified period as scheduled. When there is no change in the medical container after the expected pill dispensation time elapsed, then an alert warning message is sent to caregivers. The medical remainder also enables caregivers to prompt subject seniors to implement the medicine routine, when medicine taking has been skipped.

These three algorithms are the primary functions of this smart house design. The system utilizes the executed algorithms to effect detection. The system must use few resources and utilize the improved performance algorithm. The design would be updated with specific data when training for a specific client. The sample, data is also to be replaced with the change in the pattern of the senior citizen trends. The final efficiency in the algorithms improves from 96–98% in the training session and the validation is at 85–100% for the testing session. Since the customized records are generated from the citizen, the training and validation are guaranteed to improve at every iteration. With a sensitivity minimum of 78.66% and a specificity minimum of 97.86%, the model is performing well as the dataset used is not balanced.

This prototype would allow using the most effective classifier and dynamically determine the most effective classifier. Dynamic evaluation of algorithm efficiency should be integrated, as the accuracy would not always be the best since training data is updated periodically. Using the location variable may also reduce the computing resources needed if integrated into the classifier algorithm. Without a logic heuristic, the computation process would require more resources.
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