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Fault Detection by Signal Reconstruction in Nuclear Power Plants

Ibrahim Ahmed, Enrico Zio and Gyunyoung Heo

Abstract

In this work, the recently developed auto associative bilateral kernel regression (AABKR) method for on-line condition monitoring of systems, structures, and components (SSCs) during transient process operation of a nuclear power plant (NPP) is improved. The advancement enhances the capability of reconstructing abnormal signals to the values expected in normal conditions during both transient and steady-state process operations. The modification introduced to the method is based on the adoption of two new approaches using dynamic time warping (DTW) for the identification of the time position index (the position of the nearest vector within the historical data vectors to the current on-line query measurement) used by the weighted-distance algorithm that captures temporal dependences in the data. Applications are provided to a steady-state numerical process and a case study concerning sensor signals collected from a reactor coolant system (RCS) during start-up operation of a NPP. The results demonstrate the effectiveness of the proposed method for fault detection during steady-state and transient operations.
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1. Introduction

In a nuclear power plant (NPP), accurate situation awareness of key systems, structures, and components (SSCs) is important for safety, reliability, and economics which are key drivers for operation. However, faults and failures can occur in sensors and equipment, which can lead to unexpected shutdown of the power reactors. Such situations may compromise the safety and reliability of the SSCs and result in risk and economic losses that may amount to hundreds of thousands of Euros [1]. For example, in United State of America, the economic loss as a result of shutting down a NPP is approximately $1.25 million per day [2]. Thus, if unnecessary shutdown of the system as a result of faults and failures can be prevented, economic loss due to shutdown can be minimized. Therefore, it is of paramount importance to improve the situation awareness of SSCs in NPPs in order to ensure that their faults and failures are detected early, which can be achieved through on-line signal analysis techniques [3–6], and fault detection and diagnosis (FDD) methods [7–13]. There are several techniques of signal analysis, fault detection, and fault diagnostics, which can be classified into two main categories: model-based
[14–17] and data-driven [18–22] methods. The model-based approaches require understanding of the target system’s physical structure in order to develop a mathematical model of system response for the purpose of FDD. Data-driven techniques, instead, use the historical data measured by the installed sensors and collected overtime during system’ operation to develop an empirical model. In both cases, the developed model can, then, be applied to the target SSC for on-line signal analysis, monitoring, and FDD during operation, from which the condition of the SSC can be retrieved and sent to the human operator/maintenance engineer as alert or alarm, in case of any fault or failure has occurred in the SSC. Based on the status of the SSC, necessary operator action or maintenance intervention can be performed on the SSC to avoid undesired conditions during operation. Adopting these methods in NPP come with several benefits, including [23]:

- Provide system engineers and maintenance staff with necessary information to make informed, cost-effective operations, and maintenance decisions based on the actual condition of the system/equipment.
- Allow early mitigation or corrective actions.
- Reduce the likelihood of unplanned plant trips or power reductions.
- Reduce challenges to safety systems.
- Reduce equipment damage.
- Facilitate the implementation of condition-based predictive maintenance (PdM and CBM) practices.
- Provide significant financial savings, especially if outage duration is reduced.

The recent advancement in data analysis and computational efficiency are motivating the nuclear and other industries to apply CBM for allowing early mitigation, minimizing unplanned shutdown, increasing safety, and reducing maintenance costs. A simple CBM strategy is a scheme that monitors the target component via a fault detection system that continuously collects data from sensors installed on the target component [24], makes a detection decision based on the collected information, provides to operators the condition of the component (normal or abnormal), and triggers an alarm in case of abnormal conditions, which alert the decision makers, for example, stakeholders, operators, and maintenance engineers, for deciding whether or not an intervention on a maintenance action is required on the component.

Figure 1 illustrates an architecture of the fault detection system considered in this work, which is based on an empirical model for signal reconstruction. Typically, as shown in Figure 1, a fault detection system is a decision tool based on (i) the model that reconstructs the values of on-line signals expected in normal conditions; and (ii) the residual calculator that analyses the differences between the measured on-line signal values and the reconstructed values, whereby an alarm is triggered if the residuals are statistically deviated from the allowable range representative of normal conditions.

Several empirical models have been developed and used for signal reconstruction. Such techniques include kernel regression (KR)—a special and simple form of Gaussian process regression (GPR) (which has been adapted for signal reconstruction as an auto-associative kernel regression (AAKR) [20] in nuclear industry),
auto-associative artificial neural networks (AANNs) [25–27], principal component analysis (PCA) [28–33], multivariate state estimation technique (MSET) [34, 35], Parzen estimation [36], support vector machines [37, 38], evolving clustering method [39], partial least squares (PLS) [40], and fuzzy logic systems [41–45].

However, most data-driven models are developed under steady state plant operation, whereas it is fundamental to have signal validation and monitoring during transient operation as well, considering the fact that most industrial systems’ operations are time-varying. Transient operations are any non-steady state, time-varying conditions, which includes start-up, shutdown, and load-following modes of the system, whose time-series data are characterized by an explicit order dependency between observations—a time dimension.

In general, model-based approaches provide valid FDD techniques and are a powerful way to investigate FDD issues in highly dynamic and time-varying systems. However, the high performance of model-based FDD is often achieved at the cost of highly complex process modeling that requires sophisticated system design procedures [46]. Consequently, there is the need for low-complexity data-driven algorithms that could be used for time-varying analysis of the transient operation of the process system. In this respect, AAKR has proven superior to PCA [47] and is less computationally demanding than AANN. AAKR is typically trained to reconstruct the output of its own input under normal conditions. It has been successfully used in actual NPP steady-state operations for instrument channel calibration and condition monitoring [48]. It is a nonparametric technique for estimating a regression function. Unlike parametric models, AAKR relies on the data to determine the model structure.

However, some drawbacks of AAKR, such as spillover effects and robustness issues, can lead to missed alarms or delays in fault detection, and to a difficulty in correctly identifying the sensor variable responsible for a fault that is detected [49]. In order to address these drawbacks, a robust distance measure has been proposed, based on removing the largest elemental difference that contributes to the Euclidean distance metric so as to enable the model to correctly predict sensor values [50]. In [51], a modified AAKR has been proposed, based on a similarity measure between the observational data and historical data, with a pre-processing step that projects both the observed and historical data into a new space defined by a penalty vector. Although those modifications have improved the AAKR performance, the underlining structure of the AAKR is still based on the traditional unilateral kernel regression and lacks temporal information, which makes its application inappropriate for signal analysis during transient operation because only the current query vector affects the model. Any previous information leading to the current query signals vector is completely ignored. Although this procedure is acceptable and even preferable for many applications, it is not acceptable for transient operations, in which the previous information directly affects the next data point [52, 53].
Recently, a weighted-distance based auto associative bilateral kernel regression (AABKR) for on-line monitoring during process transient operations has been proposed \[54\] and successfully applied to start-up transient data from an NPP \[54, 55\]. The AABKR captures both the spatial and temporal information in the data. The time dimension of these kinds of time-series data is, in fact, a structure that provides additional information. The AABKR systematically distributes the weights along the time dimension, using a weighted-distance algorithm that captures temporal dependences in the data \[54, 55\]. The weighted-distance algorithm uses a derivative-based comparator for the identification of a ‘time position index’ (the position of the nearest vector, within the historical data vectors, to the current on-line query observation) \[54\], which directly eliminates the use of on-line time input to the model.

However, when applied to data from steady-state, the performance of the AABKR in terms of correct fault diagnosis (i.e., the identification of the sensor variable responsible for the fault) is not satisfactory, as the fault, in most cases, is detected in both faulty and fault-free sensor signals \[54, 55\]. After thorough examination, it has been observed that \[54\]: (1) the AABKR suffers significantly from the spillover effect; (2) the effect is the result of the wrong identification of the ‘time position index’ by derivatives; and (3) the values of derivatives approximated from a typical steady-state process are, obviously, constants (and nearly zeroes) for most of the data points, particularly, when the process change in time is almost negligible, resulting in wrong identification of the ‘time position index’.

It is worth noting that, a correct identification of time position index is crucial for the temporal weighted-distance algorithm that captures the temporal correlation in the data. The consequence of this effect is that, if a fault occurs, it might indeed be detected but, with an incorrect fault diagnosis of the variable responsible for that fault.

Motivated by these observations, we here propose a modified AABKR for efficient on-line monitoring, applicable not only in transient process operations but also in steady-state operations. We develop new algorithms, based on dynamic time warping (DTW), for the identification of temporal dependencies in the data \[55\]. To evaluate the performance of the proposed methods, we use both synthetic data from a numerical process and real-time data collected from a pressurized water reactor power plant.

2. Problem formulation

We consider a fault detection system designed to monitor the condition of a plant, as shown in Figure 1, and the sequence of time-varying observations ordered in time (a time series data). Time is the independent variable, and we assume it to be discrete; thus, time-varying data are a sequence of pairs \[(x_1, t_1); (x_2, t_2); \ldots; (x_M, t_M)\] with \(t_1 < t_2 < \ldots < t_M\), where each \(x_i\) is a data point in the feature space and \(t_i\) is the time at which \(x_i\) is observed. The data for more than one signal are sequences of time-varying data points, so long as their sampling rates \((t_i - t_{i-1} = \Delta t = \eta)\) are the same.

With this definition, we assume that:

i. The sequences of data within an historical time-varying dataset, taken by the sensor in healthy condition, are measured and are available as a memory data matrix, \(X \in \mathbb{R}^{M \times p}\), whose elements, \(x_{ij}\), are functions of the scalar parameter time, \(t\), where \(X\) is a \(p\)-dimensional matrix of signals with \(M\) observation sequence vectors, and \(x_{ij}\) represents the \(i\)th observation of the \(j\)th signal.
ii. The sequences of data in \( X \) are large enough to be representative of the plant's normal operating condition.

iii. With \( r \) defined as a window length, the sequences of the real-time on-line measurement vectors \( X^*_q \in \mathbb{R}^{r \times p} \) can be collected, with \( x^*_q = [x^*_{q,1} \ x^*_{q,2} \ldots \ x^*_{q,p}] \) being the last vector, i.e., the current measurement vector at present time, \( t \).

iv. The sequence of real-time observational matrix, \( X^+_q \), can be updated from current measurement, \( x^*_q \), backward to the size of the moving window, \( r \), whenever another on-line query vector is available.

On the basis of above descriptions and by using \( X \), the objective of the present work is to develop a signal reconstruction model reproducing the plant behavior in normal conditions. Such model receives in input the observed sequence of real-time measurement matrix, \( X^*_q \), whose \( r \)th vector is the present measurement, \( x^*_q \), containing the actual observations of \( p \) signals monitored at the present time, \( t \), and produces in output, \( \hat{x}_q \), the reconstruction values of the signals expected in normal condition. Based on this, the actual plant condition at the present time, \( t \) can, then, be determined by the analysis of residuals: a fault is detected if the variations between the observations and the reconstructions are large enough in, at least, one of the signals in comparison to predefined thresholds.

3. Auto associative bilateral kernel regression

3.1 Mathematical framework of AABKR

In AABKR, the validation of the signals at present time, \( t \) is based on the analysis of the on-line query pattern, \( X^+_q \), to reconstruct the current vector, \( x^*_q \), at time, \( t \). The basic idea behind AABKR is to capture both the spatial and temporal correlations in the time-series data (see Figure 2), for effective signal reconstruction in the transient operation of industrial systems. The historical memory matrix \( X \) is reorganized into \( A \in \mathbb{R}^{N \times r \times p} \) sequences of array of \( N \) matrices of length \( r \), containing the measurement vectors having \( (r - 1) \) overlapping between the two
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*Graphical representation of the bilateral directions for a time-series.*
consecutive time windows, with the $r$ sequence vectors in each matrix of $A$ array represented as $A_k^r \in \mathbb{R}^{-r}$, where $k = 1, 2, \ldots, N$, and $(N = M - r + 1)$.

The AABKR is expressed in such a way that each neighboring value is weighted on its proximity in space and time. Hence, the mathematical framework of the AABKR is summarized as follows [54, 55]:

1) Feature distance calculation

The feature distance between $x_{q_r}^*$ and each of the historical memory vectors in matrix $X$, is computed using the Manhattan distance (L1-Norm) as

$$d_i(X_i, x_{q_r}^*) = \left\|X_i - x_{q_r}^*\right\|_1 = \sum_{j=1}^{p} |x_{i,j} - x_{q_r,j}^*|$$  \hspace{1cm} (1)

and produces the distance vector, $d \in \mathbb{R}^{M \times 1}$.

2) Feature kernel quantification

The feature distances calculated above are used to determine the feature weights by evaluating the Gaussian kernel

$$k_i^f = \exp \left(\frac{-d_i^2}{2h_f^2}\right)$$  \hspace{1cm} (2)

where $h_f$ is a kernel bandwidth for feature preservation, which controls how much the nearby memory feature vectors are weighted. This leads to the $k^f \in \mathbb{R}^{M \times 1}$ vector. The superscript/subscript $f$ indicates the feature components.

3) Time position index identification

Here, the time position index, that is, the temporal location of the nearest vector, within the memory vector, to the query vector observation, is determined using a derivative-based comparator. This provides the input to the weighted-distance algorithm in Step 4. Instead of directly using the derivative in the prediction to capture the temporal correlation of the data, which might not be a good choice because of process measurement noise, the derivatives are used as a comparator to determine the time position index within the memory vectors to which the query data vector is nearest. The derivative-based comparator is described as follows.

The backward-difference first-order derivative approximation of the current historical measurement vector in each matrix $A_k^r$ based on $r$ data points accuracy with respect to $t$ is the element-by-element derivative:

$$\frac{\partial A_k^r}{\partial t} = \begin{bmatrix} \frac{\partial x_{r,1}}{\partial t} & \frac{\partial x_{r,2}}{\partial t} & \cdots & \frac{\partial x_{r,p}}{\partial t} \end{bmatrix}$$  \hspace{1cm} (3)

whereas, that of the current query vector, $x_{q_r}^*$ in matrix $X_{q_r}^*$ is the element-by-element derivative:

$$\frac{\partial x_{q_r}^*}{\partial t} = \begin{bmatrix} \frac{\partial x_{r,1}}{\partial t} & \frac{\partial x_{r,2}}{\partial t} & \cdots & \frac{\partial x_{r,p}}{\partial t} \end{bmatrix}.$$  \hspace{1cm} (4)
The first-order derivatives in Eqs. (3) and (4) have been approximated from the data using finite-difference derivative approximation. The backward finite difference derivative approximation is chosen to implement real-time on-line monitoring. The model needs $r$ successive data points to evaluate the derivative of the current data point from the current measurement backward to the size of the moving window $r$ at every sampling time, using backward finite-difference derivative approximation.

From Eqs. (3) and (4), the distance between the derivative of a query vector, $x^*_q$, and each $k$th derivative vector of $A^k_r$ can be calculated by Eq. (5) using the Manhattan distance ($L_1$ norm):

$$
\Delta_k \left( \frac{\partial A^k_r}{\partial t}, \frac{\partial x^*_q}{\partial t} \right) = \left\| \frac{\partial A^k_r}{\partial t} - \frac{\partial x^*_q}{\partial t} \right\|_1 = \sum_{j=1}^{p} \left| \frac{\partial x^k_j}{\partial t} - \frac{\partial x^*_q_j}{\partial t} \right| 
$$

This gives the derivative distance vector, $\Delta \in \mathbb{R}^{N \times 1}$.

Then, using the minimum value in $\Delta$, the index $i = \varepsilon$, which indicates the location of the vector in the memory data, $X$, to which the current query vector $x^*_q$ is closest, can be obtained. The time position index is, therefore, the index at which the Manhattan distance between the derivative of the current query vector and those of the $r$th vectors in each of the $A^k_r$ is minimized plus the overlapping length between the two consecutive time windows, which is determined as:

$$
\varepsilon = \left( \arg \min_{k \in [1:N]} (\Delta_k) \right) + r - 1
$$

4) Temporal weighted-distance algorithm

The temporal weighted-distance algorithm captures the temporal correlations in the data. It calculates the measures that capture the temporal variations in the data. The distance, $\delta$, accounts for the time at which the query vector is observed. This algorithm calculates the temporal correlation of a query input with the memory data, without using the query time input $t_q$, and eliminates the direct use of $t_q$, which becomes indefinite when applied to on-line monitoring. In this way, the effect of the query time input is confined within the time duration of the historical memory data. The distance is calculated based on the assumption that the time-varying historical data collected in building the model were sampled at a constant time interval, $\eta$.

Based on the time position index determined in Step 3, the temporal weighted-distance algorithm that captures the temporal correlation is formulated as

$$
\delta_i = \begin{cases} 
\delta_{\varepsilon}, & i = \varepsilon \\
\delta_{\varepsilon} + (i - \varepsilon) \cdot \eta, & i > \varepsilon \& \varepsilon \neq M; \text{ } i \in [1,M] \\
\delta_{\varepsilon} + (\varepsilon - i) \cdot \eta, & i < \varepsilon \& \varepsilon \neq 1 
\end{cases}
$$

(7)

giving the weighted-distance vector $\delta \in \mathbb{R}^{M \times 1}$:

$$
\delta = \begin{bmatrix} 
\delta_1 & \cdots & \delta_{\varepsilon-2} & \delta_{\varepsilon-1} & \delta_{\varepsilon} & \delta_{\varepsilon+1} & \delta_{\varepsilon+2} & \cdots & \delta_M 
\end{bmatrix}^T
$$

(8)

Once the values of $\delta_i$ and $\eta$ are known, the other values in Eq. (8) can be determined progressively using Eq. (7). The second and third equations in Eq. (7)
follow arithmetic progression (AP): the first term and the common difference of the two progressions are $\delta$ and $\eta$, respectively. A zero value for the first term of the two progressions, $\delta = 0$, has been recommended [55] because the distance of the nearest vector in the memory data to the query vector is close to zero. Whereas the value of the common difference can be arbitrarily selected or taken to be the time interval, $\eta$. The other distance values to the right and left of $\delta_i$ in Eq. (8) can be progressively calculated using the second and third equations in Eq. (7), respectively. See Appendix C of [55] for the proof of this algorithm (Eq. (7)).

5) Temporal kernel quantification

Having determined the weighted-distance, the kernel weight can be calculated using the Gaussian kernel function:

$$k_t^i = \exp \left(-\frac{\delta_i^2}{2h_t^2}\right)$$  \hspace{1cm} (9)

where the $k_t^i$ is the $i$th kernel weight calculated from the temporal weighted-distance, $\delta_i$; the superscript/subscript $t$ indicates the temporal components; $h_t$ is the bandwidth for the time-domain preservation, which can also serve as noise rejection and controls how much the nearby times in the memory vectors are weighted. This gives the vector $k_t^i \in \mathbb{R}^{M \times 1}$.

6) Adaptive bilateral kernel evaluation

Depending on the magnitude of a fault that occurs in a process, the result of the direct multiplication of the two kernels at $i = \epsilon$ could be zero, which would result in an inaccurate model prediction because the model prediction tends to follow the fault occurrence, so the fault would not be detected. To resolve such issue and achieve robust model signal reconstruction, and to reduce the impact of spillover onto other signals when one or more signals is in fault condition, Eq. (10) is formulated [54] adaptively for the combined kernels of Eqs. (2) and (9) as:

$$k_{ab}^i = \left\{ \begin{array}{ll}
  k_f^i \ast k_t^i, & 1 \leq i \leq M \& i \neq \epsilon \\
  \frac{k_f^i + k_t^i}{2}, & i = \epsilon
\end{array} \right. ; \hspace{0.5cm} i \in [1, M]$$  \hspace{1cm} (10)

resulting in the adaptive bilateral kernel vector $k_b^i \in \mathbb{R}^{M \times 1}$.

This reduces the effect of the dominance of one feature distance value over another when a fault occurs. The adaptive nature of Eq. (10) is to dynamically compensate for faulty sensor inputs to the bilateral kernel evaluation and always ensure that a larger weight is assigned to the closest vector within the memory data to the query vector, so as to guarantee an approximate signal reconstruction. This reduces the effect of the degeneration of the feature kernel when a fault of high magnitude has occurred.

7) Output estimation

Finally, the adaptive bilateral kernel weights are combined with the memory data vectors to give the predictions as:

---

\(Nuclear Reactors\)
If a normalized adaptive bilateral kernel vector, \( \mathbf{w} \in \mathbb{R}^{(M-r+1) \times 1} \) is defined:

\[
\mathbf{w}_i = \frac{k_{ab}^i}{\sum_{i=r}^{M} k_{ab}^i},
\]

then, Eq. (11) can be rewritten in matrix form to predict all the signals of the query vector simultaneously as:

\[
\mathbf{x}_{q}^* = \mathbf{w}^T \mathbf{X}
\]

where \( \mathbf{X} \in \mathbb{R}^{(M-r+1) \times p} \).

8) Fault detection

After training of the model, the root mean square error (RMSE) on the predictions of the fault-free validation dataset can be calculated using residuals \( e_q = \mathbf{x}_{q} - \mathbf{x}_{q}^* \) between the actual values and the predicted values of the validation dataset, and can be used to set the threshold limit for fault detection in each signal as follows:

\[
T_j = 3 \times \text{RMSE}_j.
\]

Because the residuals can be assumed to be Gaussian and randomly distributed with a mean of zero and variance of \( \text{RMSE}_j^2 \), a constant value equal to 3 has been selected in [54] to minimize the false alarm rate and ensure that a fault is detected when the residuals exceed the threshold.

3.2 Analysis of the limitation of the AABKR

In this section, we analyze the limitation of the AABKR described in Section 3.1, in terms of signal reconstruction from faulty sensor signals. The major limitation can be understood from the description presented as follows.

We observed that, in an extreme, limit or worst case scenario, where the fault deviation intensity in a faulty sensor signal is significant, the feature distance vector degenerates and tends to zero (i.e., \( k^f \approx 0 \)), so that the signal reconstructed by the AABKR model is bound to be:

\[
\mathbf{x}_{q}^* = \mathbf{x}_{r}.
\]

This observation can be understood better by the following analysis.

Recall the reconstructed output from a weighted average of Eq. (11), re-written as:

\[
\mathbf{x}_{q}^* = \frac{\sum_{i=1}^{M} (k_i^f \odot k_i^t) \mathbf{x}_{i,j}}{\sum_{i=1}^{M} (k_i^f \odot k_i^t)}
\]

where, \( k_i^f \odot k_i^t = k_{ab}^i \) is the adaptive bilateral kernel evaluated at \( \mathbf{x}_i \). The symbol \( \odot \) represents the bilateral kernel combination operator that combines the feature and temporal kernels, given by Eq. (10).
Applying the properties of limit to Eq. (16), we have:

$$\lim_{k' \to 0} \left( x_{q^*}^{\oplus} \right) = \lim_{k' \to 0} \left( \frac{\sum_{i=1}^{M} \left( k_i^f \oplus k_i^t \right) x_{i,j}}{\sum_{i=1}^{M} \left( k_i^f \oplus k_i^t \right)} \right)$$ (17)

Equation (17) can be re-written as:

$$\lim_{k' \to 0} \left( x_{q^*}^{\oplus} \right) = \lim_{k' \to 0} \left( \frac{\sum_{i=1}^{M} \left( k_i^f \oplus k_i^t \right) x_{i,j}}{\sum_{i=1}^{M} \left( k_i^f \oplus k_i^t \right)} \right)$$ (18)

provided that:

$$\lim_{k' \to 0} \left( \sum_{i=1}^{M} \left( k_i^f \oplus k_i^t \right) \right) \neq 0$$ (19)

Note that, judging from the Eq. (10), Eqs. (18) and (19) hold valid. Hence, the limit in Eq. (18) can be simplified as:

$$\lim_{k' \to 0} \left( x_{q^*}^{\oplus} \right) = \frac{\lim_{k_i^f \to 0} \left( \left( k_i^f \oplus k_i^t \right) x_{i,j} \right) + \lim_{k_i^f \to 0} \left( \left( k_i^f \oplus k_i^t \right) x_{i,j} \right) + \cdots + \lim_{k_i^f \to 0} \left( \left( k_i^f \oplus k_i^t \right) x_{i,j} \right)}{\lim_{k_i^f \to 0} \left( k_i^f \oplus k_i^t \right) + \lim_{k_i^f \to 0} \left( k_i^f \oplus k_i^t \right) + \cdots + \lim_{k_i^f \to 0} \left( k_i^f \oplus k_i^t \right)}$$ (20)

But, from the adaptive bilateral combination of Eq. (10):

$$\lim_{k_i^f \to 0; i \neq \epsilon \land 1 \leq i \leq M} \left( k_i^f \oplus k_i^t \right) = 0$$ (21)

and

$$\lim_{k_i^f \to 0; i = \epsilon} \left( k_i^f \oplus k_i^t \right) = 0.5$$ (22)

Hence Eq. (20) becomes

$$\lim_{k_i^f \to 0} \left( x_{q^*}^{\oplus} \right) = \frac{\lim_{k_i^f \to 0} \left( k_i^f \oplus k_i^t \right) x_{\epsilon,j}}{\lim_{k_i^f \to 0} \left( k_i^f \oplus k_i^t \right)} = x_{\epsilon,j} \left( \frac{0.5}{0.5} \right)$$ (23)

Thus,

$$\lim_{k_i^f \to 0} \left( x_{q^*}^{\oplus} \right) = x_{\epsilon,j}$$ (24)

This implies that, in a limit case of faulty sensor query signal, $x_{q^*}$, the reconstructed query signal, $\hat{x}_{q^*}$, is equal to the historical (memory) data point, $x_{\epsilon,j}$ located at the identified time position index, $\epsilon$. 10
From the above analysis, it is clear that the fault detection capability of the AABKR largely depends on the accuracy of the time position index identification algorithm. If the time position index has been identified correctly, the fault can be detected even though the fault deviation intensity is large and tends to infinity. However, if the time position index has been identified wrongly, the fault might or might not be detected depending on the identified index and the intensity of the fault. The consequence of this situation, even if the fault has been detected, is that the sensor signal responsible for the fault might not be diagnosed correctly which might lead to wrong diagnosis of the system under consideration. In this regards, a more robust approach for time position index identification is proposed and discussed in the next section.

4. Modified AABKR

In this section, the modified AABKR is presented. The framework of the proposed method is depicted in Figure 3. It comprises the steps of calculating the feature distance that captures the spatial variation in the data; calculating the feature kernel weights based on the calculated feature distance; identifying the time position index using DTW technique; computing the temporal weighted-distance that captures the temporal variation and dependencies in the data, based on the time position index; calculating the temporal kernel weights, based on the calculated weighted-distance; and evaluating the adaptive bilateral kernel that computes the combined kernels and dynamically compensates for faulty sensor inputs to the bilateral kernel evaluation, and then, makes the prediction using a weighted average for the purpose of fault detection. Only the modifications to the original AABKR are discussed in this section. The basics of the DTW technique is first presented in Section 4.1. Then, the developed methods based on the DTW are discussed in Section 4.2. Finally, a demonstration of the developed identification methods is showcased in Section 4.3.

4.1 Dynamic time warping

Dynamic time warping (DTW) is a technique for finding an optimal alignment between two time-dependent sequences. This technique uses a dynamic programming approach to align the time-series data [56]. Suppose we have two time-series sequences of values taken from the feature space, \( x = [x_1, x_2, \ldots, x_L] \) and \( y = [y_1, y_2, \ldots, y_M] \), of length \( L \) and \( M \), respectively. To align these sequences using DTW, an \( L \times M \) matrix, \( D \), is first established, where the element \( d_{lm} \) of \( D \) is a local distance measured between the points \( x_l \) and \( x_m \), usually called cost function since the DTW technique is based on the dynamic programming algorithm. Thus, the task of optimal alignment of these sequences is the arrangement of all sequence
points for minimizing the cost function. Once the local cost matrix has been built, the algorithm finds the alignment path which runs through the low-cost area—valley on the matrix. The alignment path, usually called the warping path, is a sequence of points, \( w = [w_1 \ w_2 \ \cdots \ w_P] \) and defines the correspondence of an element \( x_l \) to \( y_m \) with \( w_p = (l_p, m_p) \in [1 : L] \times [1 : M] \) for \( p \in [1 : P] \) satisfying the following three criteria [57, 58]:

1. Boundary condition: \( w_1 = (1, 1) \) and \( w_P = (L, M) \).
2. Monotonicity condition: \( l_1 \leq l_2 \leq \cdots \leq l_P \) and \( m_1 \leq m_2 \leq \cdots \leq m_P \).
3. Step size condition: \( w_{p+1} - w_p \in \{(1, 0), (0, 1), (1, 1)\} \) for \( p \in [1 : L - 1] \).

The total cost of a warping path \( w \) between \( x \) and \( y \) with respect to the local cost matrix (which represents all pairwise distances) is:

\[
d_w(x, y) = \sum_{p=1}^{P} d(w_p) = \sum_{p=1}^{P} d(x_{l_p}, y_{m_p})
\]  

(25)

Moreover, an optimal warping path between \( x \) and \( y \) is a warping path, \( w^* \), that has minimal total cost among all possible warping paths. The DTW distance, \( \text{DTW}(x, y) \) between \( x \) and \( y \) is, then, defined as the total cost of \( w^* \):

\[
\text{DTW}(x, y) = d_{w^*}(x, y) = \min \{ d_w(x, y), w \in W^{L \times M} \}
\]  

(26)

where \( W^{L \times M} \) is the set of all possible warping paths.

To determine the optimal warping path, one could test every possible warping path between \( x \) and \( y \), which would however very be computationally intensive. Therefore, the optimal warping path can be found using dynamic programming by building an accumulated cost matrix called global cost matrix, \( G \), which is defined by the following recursion [57]:

First row:

\[
G(1, m) = \sum_{k=1}^{m} d(x_1, y_k), \quad m \in [1, M]
\]  

(27)

First column:

\[
G(l, 1) = \sum_{k=1}^{m} d(x_k, y_1), \quad l \in [1, L]
\]  

(28)

All other elements:

\[
G(l, m) = d(x_l, y_m) + \min \left\{ \begin{array}{ll}
G(l - 1, m - 1), \\
G(l - 1, m), \\
G(l, m - 1)
\end{array} \right\}, l \in [1, L] & m \in [1, M]
\]  

(29)

This means that, the accumulated global distance is the sum of the distance between the current elements and the minimum of the accumulated global
distances of the neighboring elements. The required time for building matrix $G$ is $O(LM)$.

Having determined the accumulated cost matrix $G$, obviously, the DTW distance between $x$ and $y$ is simply given by Eq. (30):

$$\text{DTW}(x, y) = G(L, M).$$

Once the accumulated cost matrix has been built, the optimal warping path could be found by backtracking from the point $w_P = (L, M)$ to the $w_1 = (1, 1)$, using a greedy strategy.

### 4.2 DTW-based time position index identification approaches

One of the significant steps that requires modification in AABR is the identification of the time position index. The goal here is that the identification of the time position index should be solely based on the feature data and must be freed from the use of the derivatives, in order to improve the monitoring performance of the AABKR during steady-state operations. To achieve this goal, we developed two approaches based on the DTW algorithm described in Section 4.1 for the identification of the time position index. The two approaches are described in the following subsections.

#### 4.2.1 First approach: based on the generated subsequences of the memory data

For simplicity of description, we assume $p = 1$ (single signal) and present the description of the algorithm by referring to Figure 4, where $X \in \mathbb{R}^{M \times F}$ and $X^*_q \in \mathbb{R}^{r \times F}$ are memory data and query data, respectively. We also assume that the memory data, $X$ has already been reorganized into an array containing $N$ matrices each of length $r$ with $(r - 1)$ overlapping between them, as described in Section 3.1 where $N = M - r + 1$. By using DTW, the goal is to find a subsequence $A^k[a^* : \epsilon] \in \mathbb{R}^{r \times F} = [x_{a^*}, x_{a^* + 1}, \ldots, x_{\epsilon}]$, with $1 \leq a^* \leq \epsilon \leq M$, that minimizes the DTW distance to $X^*_q$ over all $N$ matrices generated from $X$. Note that, $A^k$ is a $k$th subsequence in the generated array, where $k = 1, 2, \ldots, N$. Thus, the DTW distance between $X^*_q$ and each of the $k$th matrix, $A^k$ in $\mathcal{A}$ can be determined by:

$$\text{DTW} \left( X^*_q, A^k \right) = G(r, r)$$

which can be calculated from the local cost function matrix, $D$, using Eqs. (27)–(29) of the DTW algorithm described in Section 4.1. Each element of $D$
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**Figure 4.**
Alignment between two time-dependent data: Sequences $X_q$ and $X$. 
is a local distance measured between the points in $X_q^*$ and $A^k_r$, which can be calculated by:

$$d[l, m] = d(x_l^*, x_m) = \|x_l^* - x_m\|_1$$ \hspace{1cm} (32)

where $l = 1, 2, \ldots, r$, is the row index of the query data, $X_q^*$, and $m = 1, 2, \ldots, r$, is the row index of the $k$th subsequence, $A^k_r$, of the memory data.

Then, the time position index can be determined as:

$$\varepsilon = \arg \min_{k \in [1, N]} \{\text{DTW}(X_q^*, A^k_r)\} + r - 1.$$ \hspace{1cm} (33)

This index can, then, be used in the weighted-distance algorithm for the calculation of the temporal weighted-distance. This approach is summarized in Algorithm A.2.1 of Appendix A.2.

4.2.2 Second approach: based on the entire memory data

In this approach, instead of calculating the DTW distances between the query input data and each of the subsequence data generated from the memory data, the mapping between the query input data and the memory data can be determined directly, from which the time position index can be obtained. Thus, the generation of the array from the memory data is not required in this case. This approach is described as follows.

First, calculate the local cost function matrix, $D$ between the query data, $X_q^*$, and the memory data, $X$. Having calculated $D$, the calculation of $G$ from $D$ using dynamic programming [57] is a bit modified through the following recursion:

First row:

$$G(1, i) = d(x_l^*, x_i), \hspace{0.5cm} i \in [1, M]$$ \hspace{1cm} (34)

First column:

$$G(l, 1) = \sum_{i=1}^{l} d(x_l^*, x_i), \hspace{0.5cm} l \in [1, r]$$ \hspace{1cm} (35)

All other elements:

$$G(l, i) = d(x_l^*, x_i) + \min \left\{ \begin{array}{l} G(l - 1, i - 1), \\ G(l - 1, i), \\ G(l, i - 1) \end{array} \right\}, \hspace{0.5cm} l \in [1, r] \& i \in [1, M]$$ \hspace{1cm} (36)

leading to an accumulated matrix, $G \in \mathbb{R}^{r \times M}$.

Finally, the time position index is obtained as follows, using the last row of $G$:

$$\varepsilon = \arg \min_{i \in [0, M]} \{G[r, i]\}$$ \hspace{1cm} (37)

Note that the calculation of $G$ is the same as earlier discussed, except that, its first row is taken equal to the first row of $D$ without accumulating [57], as shown in Eq. (34). This is because, our goal is to determine the time position index using the
last row of $G$ and to minimize the impact of the fault (if it occurs) during the
determination of the index. The obtained time position index in Eq. (37) can,
then, be used in the weighted-distance algorithm for the calculation of the
temporal weighted distance. This approach is summarized in Algorithm A.2.2 of
Appendix A.2.

4.3 Demonstration case

To demonstrate the two approaches of time position index identification, we
consider a typical univariate time-dependent process:

$$x(t) = -\frac{1}{200,000} t^2 + 8 + g(t). \tag{38}$$

where $g(t)$ is assumed to be an independent and normally distributed Gaussian
noise at present time, $t$ with mean equal to zero and standard deviation, 0.08. For
simplicity of demonstration, a memory dataset, $X$, consisting of 50 samples (with
$t = 1$–$50$ s at constant time intervals of $\eta = 1$s), has been generated from the above
process. By setting the window size, $r = 10$, a query input of length $r$ is, then,
generated. The actual location of the query input within the memory data is from
$t = 36$–$45$ s, where the time position index of the current data point is at time $t = 45$ s.
The goal is to automatically locate this index using the proposed methods. The
generated memory data is plotted as shown in Figure 5, where the location of the
query input is indicated in blue color.

With respect to the first approach, the global matrices, $G_s$, between the query
observations and each of the subsequences of the memory data, are first computed
and visualized in Figure 6 for the case of fault-free data. Next, a fault is added to the
data point at present time $t$ ($t = 45$ s) within the query data pattern and, then, the
global matrices are recomputed as depicted in Figure 7. The DTW distances from
global matrices are presented in Figure 8 for both cases of fault and no fault. It can
be seen that, the index at which the present data point is closest to has been
identified in both fault-free and faulty cases. From Figure 8 and by using Eq. (33),
the time position index is $\varepsilon = 36 + (10 – 1) = 45$.

With respect to the second approach, the global matrix between the query
observation and memory data is first computed and visualized in Figure 9 for the
fault-free case. Next, a fault is added to the data point at present time $t$ ($t = 45$ s)
within the query data pattern and, then, the global matrix is recomputed as shown
in Figure 10. Finally, the last row of the global matrix is used to determine the index
in both cases of fault and no fault, using Eq. (37). The locations identified in both cases ($\varepsilon = 45$) are marked in red square box as shown in Figures 9 and 10.

We observe that if the fault deviation intensity increases, the identification accuracy of the second approach decreases and the time position index would not be identified correctly, whereas, the first approach would still identify the time position index correctly but with high computational demand. That is, the second approach is less computationally demanding than the first approach but it is less accurate.
5. Applications

In this section, a typical steady-state numerical example taken from a literature is first used to evaluate the fault detection capability of the proposed signal reconstruction methods in steady-state operation and, then, applied to the transient start-up operation of a nuclear power plant.

5.1 Validation on the steady-state process

A typical steady-state numerical example [54], mimicking a typical industrial system, is considered to evaluate the performance of the proposed method in steady-state operation. The model of the process is:
where $t_1$, $t_2$, and $t_3$ are zero-mean random variables with standard deviations of 1, 0.8, and 0.6, respectively. The noise included in the process is zero-mean with a standard deviation of 0.2, and is normally distributed. To build the model, 1000 samples are generated using such process. The number of simulated faults is 2000, with the data samples generated according to the model above and the fault magnitude being a random number uniformly distributed between 0 and 5. The signal variable in fault is also random uniformly sampled among the six possible variables, as simulated in [59].

Although this application represents a typical steady-state operation, we assume a set of sequential time-series data, assigning a constant time interval of $\eta = 1s$ with $r = 3$. To measure the performance of the propose methods, we employ different measures of the performance metrics (e.g., missed alarm rate (MAR), missed and false alarms rate (M&FAR), true and false alarms rate (T&FAR), true alarm rate (TAR), and fault detection rate (FDR)) as proposed in [54] and briefly defined in Appendix A.3. The purpose of this application is to verify the performance of the proposed method in monitoring during steady-state operation and to compare the results with those of AAKR (see Appendix A.1) and AABKR.

Table 1 and Figure 11 show the alarm rates of AAKR, AABKR, and the modified AABKR computed from the prediction of the simulated faults. It is interesting to note that although the MAR of AAKR is a bit higher than that of AABKR, the performance of the two models does not differ significantly and both models have suffered from the spillover effects (i.e., the effect that a faulty signal has on the predictions of the fault-free signals) as evident from the values of T&FAR (i.e., the detection of faults in both faulty signal and at least one fault-free signal). Conversely, the performance of the modified AABKR is better than those of the other two methods in terms of TAR (i.e., the detection of fault only in a signal that actually has the fault, without false alarm in other fault-free signals) and T&FAR; hence, the modified AABKR is more resistant to spillover and more robust than both AAKR and AABKR. It can be observed that even though the TAR value of the modified AABKR is larger than those of the other two models, FDR values of the three methods did not differ significantly because of the larger values of T&FAR for AAKR and AABKR (53.4 and 61.8%, respectively). Therefore, it is important to further examine the rate of correct fault diagnosis of the three methods using absolute residual values of the faults successfully detected, which produced the FDR values. Figure 12 shows the rate of correct fault diagnosis of the three methods.

<table>
<thead>
<tr>
<th>Model</th>
<th>MAR</th>
<th>M&amp;FAR</th>
<th>T&amp;FAR</th>
<th>TAR</th>
<th>FDR</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAKR</td>
<td>19.20</td>
<td>1.60</td>
<td>53.40</td>
<td>25.80</td>
<td>80.80</td>
</tr>
<tr>
<td>AABKR</td>
<td>5.65</td>
<td>8.26</td>
<td>61.82</td>
<td>24.27</td>
<td>94.35</td>
</tr>
<tr>
<td>Modified AABKR</td>
<td>12.46</td>
<td>6.81</td>
<td>28.18</td>
<td>52.55</td>
<td>87.54</td>
</tr>
</tbody>
</table>

Table 1.
Alarm rates (%) of validation on the numerical steady-state process.
observe that the performance of the modified AABKR is comparable to that of AAKR, and the method can, thus, also be used effectively for signal validation during steady-state process operation.

5.2 Start-up transient operations in nuclear power plants

The real-time nuclear simulator data used in [54] is taken here to test the applicability of the proposed methods in transient operations. The data is collected from the simulator without any faults during heating from the cool-down mode (start-up operation). The simulator was designed to reproduce the behavior of a three loop pressurized water reactor (PWR) and to carry out various operational modes, such as start-up, preoperational tests, preheating, hot start-up, cold shutdown, power control, and the operational conditions in steady and accident states. Figure 13 shows a basic three-loop PWR which is just an illustration of a real process. Six sensors’ process signals from the reactor coolant system (RCS) were selected for monitoring during the start-up operation: S1 (cold leg temperature), S2 (core exit temperature), S3 (hot leg temperature), S4 (safety injection flow), S5 (residual heat removal flow), and S6 (sub-cooling margin temperature). The data consist of 1000 observations sequentially collected at constant time intervals of 1 s.

Because these data are fault-free, we first used the entire 1000 observations to train the method and to determine the optimal model parameters using 10-fold cross-validation. Then, we simulated an abnormal condition within these data for use as the testing data set for model evaluation. To effectively examine the fault
detection capability of the proposed method, we conducted a thousand-runs Monte Carlo simulation experiment, in which the fault magnitude was a random number sampled from a bimodal uniform distribution, $U([-10, -2] \cup [2, 10])$, and added to a signal. In this case, the sensor signal in fault at any time step of the Monte Carlo simulation was randomly uniformly sampled among the six possible sensor signals.

Summary statistics for the alarm rates from AAKR, AABKR, and the modified AABKR from the thousand-runs Monte Carlo simulation experiment are presented in Table 2. The mean values of the distributions of the alarm rates are depicted in

<table>
<thead>
<tr>
<th>Model</th>
<th>Summary statistics</th>
<th>Alarm rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAR</td>
<td>M&amp;FAR</td>
</tr>
<tr>
<td>AAKR</td>
<td>Mean</td>
<td>15.43</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>15.41</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>19.54</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>10.89</td>
</tr>
<tr>
<td>AABKR</td>
<td>Mean</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.00</td>
</tr>
<tr>
<td>Modified AABKR</td>
<td>Mean</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>Min</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 2.
Alarm rates (%) of a thousand-runs Monte Carlo simulation in start-up data.
Figure 14. The mean values of the distributions of the TARs are 61.4, 99.8, and 95.3% for AAKR, AABKR, and the modified AABKR, respectively. While the mean values of the distributions of the FDRs are 84.57, 99.86, and 99.99% for AAKR, AABKR, and the modified AABKR, respectively. From the results, the performance of both AABKR and the modified AABKR is better than that of AAKR. On average, the TAR from AABKR is slightly higher than that of the modified AABKR. However, there is no significant difference between the FDR of the AABKR and that of the modified AABKR. Thus, for single-sensor faults, the modified AABKR, on average, has performance similar to that of the AABKR, and can be used to validate the sensors’ states during transient operations, with the benefit of eliminating the use of derivatives entirely, thereby extending the applicability to steady-state process operation.

6. Conclusions

In this work, we have considered signal reconstruction models for fault detection in nuclear power plants. In order to improve the performance of the AABKR and extend its applicability to steady-state operating conditions, we have proposed a modification, based on a different procedure for the determination of the time position index, the position of the nearest vector within the memory vector to the query vector observation, which provides the input to the weighted-distance algorithm that captures temporal dependencies in the data. Two different approaches based on DTW for time position index identification, have been developed. The basic idea is that, the use of derivative in AABKR, which becomes constant and nearly zero during steady-state operation when the process change in time is negligible and makes it impossible to identify the time position index correctly, can be completely eliminated while maintaining an acceptable performance in monitoring during both steady-state and transient operations.

The modified AABKR method has been applied, first, to a typical steady-state process and, then, to a case study concerning the monitoring of a reactor coolant system of a PWR NPP during start-up transient operation. We have conducted Monte Carlo simulation experiments to critically examine the fault detection capability of the proposed method and the results have been compared to those of AAKR and AABKR using several performance metrics. The obtained results have shown that the reconstructions provided by the modified AABKKR are more robust than those of AAKR and AABKR, in particular, during steady-state operations. The method can, then, be used for signal reconstruction during both steady-state and
transient operations, with the benefit of eliminating the use of derivatives entirely while maintaining an acceptable performance. If these approaches are adopted, the cause of abnormalities can be identified, proper maintenance intervention can be planned and earlier mitigation can be allowed to avoid the risk of catastrophic failure.

The future works will focus on (1) the development of an ensemble model in order to benefit from the exploitations of different capabilities of the three methods for signal reconstructions; and (2) the development of a method for on-line updating of the memory data, allowing the model to automatically adapt to the changes in different operating conditions.

A. Appendices

A.1 Auto associative kernel regression

The framework of the AAKR technique comprises three steps, briefly presented below [61, 62].

1) Distance calculation

The distance between the query vector \( x_q \) and each of the memory data vectors is computed. There are many different distance metrics that can be used, but the most commonly used one is the Euclidean distance (L2-Norm):

\[
d_i(\mathbf{X}_i, \mathbf{x}_q) = \| \mathbf{X}_i - \mathbf{x}_q \|_2 = \sqrt{\sum_{j=1}^{P} (x_{qj} - x_{ij})^2}
\] (A1)

For a single query vector, this calculation is repeated for each of \( M \) memory vectors, resulting into \( d \in \mathbb{R}^{M-1} \).

2) Similarity weight quantification

The distance \( d_i \) in vector \( d \) is used to determine the weights for the AAKR, for example, by evaluating the Gaussian kernel:

\[
k_i(\mathbf{X}_i, \mathbf{x}_q) = \exp\left( -\frac{d_i^2}{2h^2} \right)
\] (A2)

where \( h \) is the bandwidth.

3) Output estimation

Finally, the quantified weights (Eq. (A2)) are combined with the memory data vectors to make estimations by using a weighted average:

\[
\hat{x}_{qj} = \frac{\sum_{i=1}^{M} k_i x_{ij}}{\sum_{i=1}^{M} k_i}
\] (A3)
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A.2 Algorithms

A.2.1 Time position index identification—First approach

Algorithm B.1: Time position index identification – First approach

<table>
<thead>
<tr>
<th>Inputs:</th>
<th>$X[M,p]$ and $X_q^r[r,p]$</th>
<th>/* $X$ is a matrix of memory time-series data with $M$ observational sequences of $p$-dimensional signals and $X_q^r$ is a matrix of query input time-series data of window length, $r$ */</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>$\epsilon$ /* time position index */</td>
<td></td>
</tr>
<tr>
<td>begin</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 Generate $N$ matrices from $X$ with $(r - 1)$ overlapping</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 for $k = 1$ to $N$ do</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 Get $A_k^r[r,p]$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 Compute local cost function matrix, $D$ using Eq. (32)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 Compute global cost matrix $G$ using Eqs. (27), (28) and (29)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7 Obtain DTW distance using Eq. (31)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 end</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9 Determine the time position index, $\epsilon$ using Eq. (33)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10 return $\epsilon$</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

A.2.2 Time position index identification—Second approach

Algorithm B.2: Time position index identification – Second approach

<table>
<thead>
<tr>
<th>Inputs:</th>
<th>$X[M,p]$ and $X_q^r[r,p]$</th>
<th>/* $X$ is a matrix of memory time-series data with $M$ observational sequences of $p$-dimensional variables, and $X_q^r$ is a matrix of query input time-series data of window length, $r$ */</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>$\epsilon$ /* time position index */</td>
<td></td>
</tr>
<tr>
<td>begin</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2 Compute local cost function matrix, $D$ using Eq. (32)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3 Compute global cost matrix $G$ using Eqs. (34), (35) and (36)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4 Get the last row of $G$ as $G[r,]$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5 Determine the time position index, $\epsilon$ using Eq. (37)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6 return $\epsilon$</td>
<td></td>
</tr>
<tr>
<td>end</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

A.3 Performance metrics

We evaluated and compared the proposed methods using a set of performance metrics proposed in [54]: missed alarm rate (MAR), missed and false alarms rate (M&FAR), true and false alarms rate (T&FAR), true alarm rate (TAR), and fault detection rate (FDR). These metrics are briefly summarized as follows:

A.3.1 Missed alarm rate

A missed alarm occurs when at least one process variable is erroneously not detected as faulty, $|\epsilon| \leq T_j^{C_j}$, when a fault is actually present. In this case, at least
one missed alarm occurs, and no false alarm occurs in any of the other variables. The MAR is calculated as:

$$\text{MAR} = \frac{\sum \text{missed alarms}}{\text{total number of samples in fault condition}} \times 100\% \quad (A4)$$

A.3.2 Missed and false alarms rate

It is possible that a fault will be missed in a faulty signal but detected in at least one fault-free signal. This gives both missed and false alarms: a fault is detected \( |e_j| > T_D^j \) in at least one process signal, when no fault is actually present (false alarm), and at least one process signal has a fault that is not detected \( |e_j| \leq T_D^j \) (missed alarm). The M&FAR is calculated as:

$$\text{M&FAR} = \frac{\sum \text{simultaneous missed&false alarms}}{\text{total number of samples in fault condition}} \times 100\% \quad (A5)$$

A.3.3 True and false alarms rate

It is possible that a fault will be detected in a faulty signal and also detected in at least one fault-free signal. This gives both true and false alarms: a fault is detected in at least one process signal, \( |e_j| > T_D^j \), when no fault is actually present (false alarm), and a fault is correctly detected in one process signal, \( |e_j| > T_D^j \) (true alarm). The T&FAR is calculated as:

$$\text{T&FAR} = \frac{\sum \text{simultaneous true&false alarms}}{\text{total number of samples in fault condition}} \times 100\% \quad (A6)$$

A.3.4 True alarm rate

This represents the presence of only true alarms. A fault is detected in at least one process signal, \( |e_j| > T_D^j \), when a fault is actually present, and no false alarm exists in other fault-free signals (true alarm). The TAR is calculated as:

$$\text{TAR} = \frac{\sum \text{true alarms|no false alarms}}{\text{total number of samples in fault condition}} \times 100\% \quad (A7)$$

A.3.5 Fault detection rate

The FDR is expressed as the ratio of the number of faulty data points detected as faulty to the total number of samples specific to a fault. In this case, a fault is detected in at least one process signal, \( |e_j| > T_D^j \), when a fault is actually present regardless of false alarms in other signals. The FDR is calculated as:

$$\text{FDR} = \frac{\sum \text{correctly detected faults in the system}}{\text{total number of samples in fault condition}} \times 100\% \quad (A8)$$

FDR measures the ability of a model to detect the presence of the fault in a system when a fault is actually present. Thus, FDR is a summation of the M&FAR, T&FAR, and TAR, which implies that:
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\[
\text{FDR} = \text{M&FAR} + \text{T&FAR} + \text{TAR} \quad (A9)
\]

Nomenclature

Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AABKR</td>
<td>auto-associative bilateral KR</td>
</tr>
<tr>
<td>AAKR</td>
<td>auto-associative KR</td>
</tr>
<tr>
<td>AANN</td>
<td>auto-associative artificial neural network</td>
</tr>
<tr>
<td>DTW</td>
<td>dynamic time warping</td>
</tr>
<tr>
<td>ECM</td>
<td>evolving clustering method</td>
</tr>
<tr>
<td>FDD</td>
<td>fault detection and diagnosis</td>
</tr>
<tr>
<td>FDR</td>
<td>fault detection rate</td>
</tr>
<tr>
<td>GPR</td>
<td>Gaussian process regression</td>
</tr>
<tr>
<td>KR</td>
<td>kernel regression</td>
</tr>
<tr>
<td>M&amp;FAR</td>
<td>missed and false alarms rate</td>
</tr>
<tr>
<td>MAR</td>
<td>missed alarm rate</td>
</tr>
<tr>
<td>MSET</td>
<td>multivariate state estimation technique</td>
</tr>
<tr>
<td>NPPs</td>
<td>nuclear power plants</td>
</tr>
<tr>
<td>PCA</td>
<td>principal component analysis</td>
</tr>
<tr>
<td>PLS</td>
<td>partial least squares</td>
</tr>
<tr>
<td>PWR</td>
<td>pressurized water reactor</td>
</tr>
<tr>
<td>RCS</td>
<td>reactor coolant system</td>
</tr>
<tr>
<td>RMSE</td>
<td>root mean square error</td>
</tr>
<tr>
<td>SSCs</td>
<td>systems, structures, and components</td>
</tr>
<tr>
<td>SVM</td>
<td>support vector machine</td>
</tr>
<tr>
<td>T&amp;FAR</td>
<td>true and false alarms rate</td>
</tr>
<tr>
<td>TAR</td>
<td>true alarm rate</td>
</tr>
</tbody>
</table>

Symbols and notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X)</td>
<td>matrix of training/memory data set</td>
</tr>
<tr>
<td>(X_q^{*})</td>
<td>query test pattern (r \times p) matrix</td>
</tr>
<tr>
<td>(x_r^{*})</td>
<td>the last (r)th vector in (X_q^{*})</td>
</tr>
<tr>
<td>(\mathcal{A})</td>
<td>array containing (N) matrices generated from (X)</td>
</tr>
<tr>
<td>(A_k^r)</td>
<td>(k)th (r \times p) matrix in the array (\mathcal{A})</td>
</tr>
<tr>
<td>(M)</td>
<td>number of observations in the memory data</td>
</tr>
<tr>
<td>(N)</td>
<td>number of matrices in the array (\mathcal{A}) generated from (X)</td>
</tr>
<tr>
<td>(p)</td>
<td>number of process variables</td>
</tr>
<tr>
<td>(r)</td>
<td>sliding window length</td>
</tr>
<tr>
<td>(i)</td>
<td>observation time index of memory data</td>
</tr>
<tr>
<td>(q)</td>
<td>a subscript, indicating query input</td>
</tr>
<tr>
<td>(j)</td>
<td>process variable index</td>
</tr>
<tr>
<td>(x_{ij})</td>
<td>(i)th observation of the (j)th variable</td>
</tr>
<tr>
<td>(t)</td>
<td>time, independent variable</td>
</tr>
<tr>
<td>(\hat{x}_q^r)</td>
<td>estimated value of (x_q^r)</td>
</tr>
<tr>
<td>(d)</td>
<td>distance metric</td>
</tr>
<tr>
<td>(k)</td>
<td>kernel weight of AAKR</td>
</tr>
<tr>
<td>(h)</td>
<td>kernel bandwidth of AAKR</td>
</tr>
<tr>
<td>(t_q)</td>
<td>query time input</td>
</tr>
<tr>
<td>(f)</td>
<td>feature component of AABKR</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$k_f$</td>
<td>feature kernel vector</td>
</tr>
<tr>
<td>$k_t$</td>
<td>temporal kernel vector</td>
</tr>
<tr>
<td>$h_f$</td>
<td>feature kernel bandwidth</td>
</tr>
<tr>
<td>$h_t$</td>
<td>temporal kernel bandwidth</td>
</tr>
<tr>
<td>$\eta$</td>
<td>constant time interval</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>time position index</td>
</tr>
<tr>
<td>$\partial A_k^r / \partial t$</td>
<td>derivative of the last row in $A_k^r$ with respect to time, $t$</td>
</tr>
<tr>
<td>$\partial X^*_\eta / \partial t$</td>
<td>derivative of current measurement vector in $X^*_\eta$ with respect to $t$</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>derivative distance vector</td>
</tr>
<tr>
<td>$\delta$</td>
<td>temporal weighted distance vector</td>
</tr>
<tr>
<td>$k_{ab}$</td>
<td>adaptive bilateral kernel vector</td>
</tr>
<tr>
<td>$e_t$</td>
<td>residual vector</td>
</tr>
<tr>
<td>$T_j^D$</td>
<td>threshold for fault detection in the $j$th variable</td>
</tr>
<tr>
<td>$D$</td>
<td>local cost (distance) matrix of the DTW</td>
</tr>
<tr>
<td>$G$</td>
<td>global cost (accumulated) matrix of the DTW</td>
</tr>
</tbody>
</table>
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