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Chapter

Antenna Pattern Multiplexing for Enhancing Path Diversity

Masato Saito

Abstract

In this chapter, we show the concept of antenna pattern multiplexing (APM), which enhances path diversity gain and antenna pattern diversity reception in multipath rich fading environment. We discuss the types of antennas that achieve the APM, i.e., generating time-varying antenna pattern and the benefits of reducing antenna size and hardware cost. When electronically steerable passive array radiator (ESPAR) antenna is used, the benefits can be maximised. A model of receiving process is proposed for analysing the ergodic capacity of multiple-input multiple-output (MIMO) systems using APM. We derive a model of received signals to analyse the system performance. The received signal in matrix form includes an equivalent channel matrix, which is a product of antenna pattern matrix, the channel coefficient vector for each output. Numerical results in terms of ergodic capacity show the comparable performances of the proposed MIMO with APM to the conventional MIMO systems; in particular, the number of arrival paths and the number of antenna pattern are sufficiently large. Also the ergodic capacity can be equivalent to that of the conventional MIMO systems when the average SNR per antenna pattern is constant among the virtual antennas.

Keywords: antenna pattern multiplexing, path diversity, single-input multiple-output, multiple-input multiple-output, capacity, multipath fading

1. Introduction

Multiple-input multiple-output (MIMO) systems have attracted much attention as a means to improve the capacity of wireless communications by increasing the number of antennas. However, implementing multiple antennas can be a problem, particularly in mobile terminals due to their space limitation. In this study, we focus on array antennas at the receiver to enhance the capacity.

To resolve the problem, several methods have been proposed to achieve multiple separate received signal components by using a single radio frequency (RF) front-end with electronically steerable passive array radiator (ESPAR) antennas [1]. The modulated scattering array antenna was proposed for diversity and MIMO receivers [2–6]. The antenna consists of an antenna element for receiving signals and several modulated scattering elements (MSEs) like ESPAR antennas. The impedance of an MSE can be modulated or changed by with an applied sinusoidal voltage of frequency $f_s$ to the variable reactance element connected to the MSEs. Then, the antenna patterns can vary also in a sinusoidal manner and can make the received signal frequency-shift by $\pm f_s$. The frequency-shifted components can be used for
diversity reception. The virtually rotating antenna was proposed also to diversify the received signal components in the frequency domain \([7, 8]\). The principle of setting diversity branches in this domain is similar to that of the modulated scattering array antenna. In the rotating antenna, a combination of reactance values, which generates a desired antenna pattern, is applied sequentially to the multiple reactance elements of the antenna to rotationally change the directivity of the antenna. Also investigated was an ESPAR antenna based on the diversity receiver whose antenna patterns are time variable in a sinusoidal manner and are suitable for the MIMO-orthogonal frequency-division multiplexing (OFDM) receiver \([9]\).

Other researches have been studied on diversity and MIMO receivers with ESPAR antennas having periodically variable antenna patterns by both theoretical and experimental investigations \([10–14]\). They also investigated the reactance time sequence, which generates sinusoidal antenna patterns with suppressed higher-order harmonics \([15, 16]\).

In the studies shown above, it can be seen that, instead of using a fixed antenna pattern that may satisfy some criteria, they constantly changed the antenna pattern to generate multiple received signal components in the frequency domain. In this study, we propose a concept of antenna pattern multiplexing (APM) for setting multiple virtual antennas at the same location without additional physical antenna elements. Since the proposed APM also periodically varies antenna patterns to build multiple diversity branches or virtual antennas, it may be possible to consider the APM as a generalised method of the previously mentioned related studies. In APM, instead of sinusoidal waveforms or a sum of sinusoidal waveforms with different frequencies, we apply the sum of a set of orthogonal code sequences as the waveform to change antenna patterns. Therefore, the received signal can be separated into code domains to exploit path diversity instead of using only the narrow frequency domain, which is the case for the previous studies.

We introduce an antenna pattern matrix that consists of coefficients for each code sequence for each direction of received paths. With the matrix, we can derive the received signals of MIMO systems that use APM-based receivers in a form similar to the signals of the conventional MIMO systems. The ergodic capacity for the MIMO systems with APM technique is also derived\(^1\). Numerical results show that the capacity can be improved by increasing the number of arrival paths and the number of virtual antennas when the coefficients of APM are randomly distributed.

2. Types of antennas to achieve APM

Before mathematically analysing APM, we discuss the antennas that could realise the proposed APM concept. In APM, several antenna patterns, which are orthogonal to each other in time domain, should be multiplexed in similar manner to code-division multiplexing (CDM) or OFDM. To do so, it is essential that such antennas can generate time-varying antenna patterns. As such antennas, we consider array antennas or ESPAR antennas are good candidates because both antennas can change the antenna pattern from moment to moment.

We show a conceptual figure illustrating conventional array antenna, array antenna with APM, and ESPAR antenna with APM from left to right for comparative purposes in Figure 1. In the figure, we set the number of antenna elements at three as an example. Each antenna model consists of four parts: antenna elements,

\(^1\) A part of the derivation is given in the our previous papers for limited cases of antenna pattern multiplexing \([11, 17]\).
antenna pattern hanging units, cables between antenna elements and receivers, and receivers which receive signals through the cables.

In the part of antenna elements, the array antennas have three antenna elements connected to receivers, while ESPAR antenna has an element connected to the corresponding receiver and two parasitic elements which are connected to variable reactance components. In the figure, the shaded elements in ESPAR antenna show parasitic elements. In this part, the distance between neighbouring elements should be more than a half wavelength \( \lambda = 2 \) for array antennas to reduce the correlation between the received signals obtained by the elements. On the other hand, since ESPAR antennas form antenna patterns by exploiting mutual coupling between antenna elements, the neighbouring elements need to be sufficiently close to each other. A study on ESPAR antenna with six parasitic elements describes that \( \lambda = 4 \) is an appropriate distance [18]. In our previous work on two-element ESPAR antenna, appropriate distances between the elements are around \( \lambda = 8 \) [16]. Hence, ESPAR antennas can reduce the space required for antenna elements less than a half of the space of array antennas in the case of three antenna elements. The increase in the number of antenna elements provides more gains in terms of reducing antenna sizes for ESPAR antennas.

The antenna elements are connected to AP changing units, which are weight multiplication for array antennas and variable reactance elements (VREs) for ESPAR antennas. In the conventional array antenna, constant weights \( w_1, w_2, \) and \( w_3 \) are multiplied to form an antenna pattern based on a criteria such as maximising the signal-to-interference-plus-noise ratio (SINR) or minimising the interference. In array antenna with APM, the weights are functions of time \( w_1(t), w_2(t), \) and \( w_3(t) \), which form multiplexed AP and make the received signals travelling through antenna elements separable. Thus, we can add the signals and carry them to the receiver by a single cable. That is, the array antenna with APM can reduce the number of cables between antenna elements and the receiver and decrease their calibration cost. Since the parasitic elements do not connect to the receiver in ESPAR antenna, the cable cost can be also minimised. In ESPAR antenna, the antenna pattern or the directivity can be changed by the reactance values contributed by the parasitic elements. The reactance values of VREs can be changed by the
voltage applying to the VREs. Thus, multiplexed antenna patterns can be generated by changing the reactance values $jX_1(t)$ and $jX_2(t)$ which are both time-varying functions. Since the relationship between reactance values and generated antenna patterns is nonlinear, even two reactance functions can make several or more than three multiplexed antenna patterns.

Note that, in this study, the objective of varying the weights of the antennas is not to control the antenna pattern or form a pattern that satisfies some criteria. We need to simply have the functionality of periodically time-varying antenna patterns.

As can be seen from the figure, by ESPAR antennas, we can reduce the size related to antenna elements and the number of cables. Hence, we have selected the ESPAR antennas as a good candidate for utilising APM [10–13, 15, 16]. However, one of the problems relevant to using ESPAR antennas is in its difficulty of designing antenna patterns and time-varying voltage waveform applying to VREs. The difficulty comes from the nonlinear processes of the conversions from voltage to reactance and from reactance to antenna pattern and their time-varying properties. Therefore, to find the optimal set of voltage waveform applying to VREs is an open problem.

3. Modelling of antenna pattern multiplexing

In this section, we build a model of the receiver with APM and mathematically derive the received signals in MIMO applications.

3.1 Signals to change antenna pattern

As we mentioned in the previous section, the antenna patterns can be changed by applying periodically time variable voltages to the VREs connected to parasitic antenna elements. Since the applied voltages are periodic function of time, we assume that the appeared antenna patterns are also periodic functions of time.

We define a periodic function of time, $a_m(t)$, whose period is $T_s$. The function is assumed to be the weight for $m$-th antenna element for array antenna implementation and the reactance values of $m$-th VREs for ESPAR antenna implementation (see Figure 1). The function for a duration of the period $0 \leq t < T_s$ is given by

$$a_m(t) = \sum_{k=1}^{N_a} b_{m,k} \cdot f_k(t),$$  \hspace{1cm} (1)

where $f_k(t)$ is the $k$-th function of a set of $N_a$ orthonormal functions and $b_{m,k}$ is a complex-valued coefficient of $f_k(t)$ for $m$-th element. Since the functions $f_k(t)$ are orthogonal to each other, they have the following property:

$$\frac{1}{T_s} \int_0^{T_s} f_k(t) \cdot f_l^*(t) \, dt = \begin{cases} 1 & (k = l) \\ 0 & (k \neq l) \end{cases}$$ \hspace{1cm} (2)

where $f_l^*(t)$ is the complex conjugate of $f_l(t)$. From the orthogonality shown in Eq. (2), we can derive another property for $k = l$ and assume a property for $k \neq l$ as

$$f_k(t) \cdot f_l^*(t) = \begin{cases} 1 & (k = l) \\ \exp\{j\Theta(t)\} & (k \neq l) \end{cases},$$ \hspace{1cm} (3)
where $\Theta(t)$ is a uniform random process in the interval $[0, 2\pi)$. The conventional APM methods use the DC and sinusoids of one or several frequencies as $f_k(t)$ in Eq. (1). In comparison, in this study, we consider the function $f_k(t)$ to be a signal that is spread by using the spreading code sequence used in direct-sequence spread spectrum (DSSS) systems or code-division multiple access (CDMA) systems. Thus, we assume the function $f_k(t)$ can be expressed as

$$f_k(t) = \sum_{l=1}^{N_c} c_{lk} \cdot g(t - (l - 1)T_c),$$

where $c_{lk}$ is the $l$-th chip of the waveform; $f_k(t)$ is assumed to have a complex value with a constant amplitude, $|c_{lk}| = 1/\sqrt{N_c}$; $N_c$ is the number of chips in a period $T_s$; and $g(t)$ is the pulse waveform of a chip. In this paper, we assume that $g(t)$ is a rectangular pulse with duration $T_c$ for simplicity. That is, $g(t)$ is shown as follows:

$$g(t) = \begin{cases} 1 & (0 \leq t < T_c) \\ 0 & \text{otherwise} \end{cases}$$ (5)

The product of two functions in Eq. (3) for $0 \leq t < T_s$ can be rewritten as follows:

$$f_k(t) \cdot f_l^*(t) = \sum_{m=1}^{N_c} c_{mk} \cdot c_{ml}^* \cdot g(t - (m - 1)T_c) \cdot g^*(t - (m - 1)T_c)$$

$$= \begin{cases} 1 & (k = l) \\ \sum_{m=1}^{N_c} c_{mk} \cdot c_{ml}^* \cdot g(t - (m - 1)T_c) & (k \neq l) \end{cases}$$ (6)

As we can see from Eq. (7), the product can be shown by the product of only chips consisting of $f_k(t)$ and $f_l(t)$. Then, we consider a discrete time expression of $f_k(t)$ by introducing vector $c_k$ whose components are the chips of $f_k(t)$. The vector can be given as

$$c_k = (c_{1k}, c_{2k}, \ldots, c_{N_c,k})^T,$$ (8)

where $^T$ is a transpose operator. Then, we obtain a code matrix, $C$, by aligning the vectors as follows:

$$C = \begin{pmatrix} c_1 & c_2 & \cdots & c_{N_s} \\ c_1 & c_2 & \cdots & c_{N_s} \\ \vdots & \vdots & \ddots & \vdots \\ c_{N_c,1} & c_{N_c,2} & \cdots & c_{N_c,N_s} \end{pmatrix}$$ (9)

Since the orthogonality between two functions shown in Eq. (2) is satisfied, the following property of $C$ can be derived:

$$C^HC = I_{N_s}$$ (11)

where $^H$ is an Hermitian transpose operator and $I_{N_s}$ is the identity matrix of size $N_s \times N_s$. 

---
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The waveform \( a_m(t) \) of Eq. (1) can be shown in a discrete time expression in matrix form as \( Cb \) by setting a vector, \( b = (b_0 \ b_1 \ldots \ b_{N_a})^T \).

### 3.2 Received signals at receiver with APM

In the proposed APM, we apply signal \( a_m(t) \) given in Eq. (1) to the antenna pattern changing units. Here, we assume that the mapping from the signals \( a_m(t) \) to the antenna patterns is a linear map. In other words, the generated antenna patterns can be shown in a linear combination of \( f_l(t) \) for \( l = 1, \ldots, N_a \).

Then, we consider the antenna pattern for a given direction. Suppose that a ball surrounds the entire receive antenna. On the ball, the \( p \)-th received signal path sent by \( l \)-th transmit antenna arrives at point \( (\phi_{lp}, \theta_{lp}) \), where \( \phi_{lp} \) is an azimuth and \( \theta_{lp} \) is an elevation from the origin of the ball, respectively. We assume that a periodically time-varying far-field antenna pattern, \( d_{lp}(\phi_{lp}, \theta_{lp}, t) \), which the arrival path experiences, in an equivalent baseband expression can be given as

\[
d_{lp}(\phi_{lp}, \theta_{lp}, t) = \sum_{k=1}^{N_a} d_{klp}(\phi_{lp}, \theta_{lp}) \cdot b_k \cdot f_k(t),
\]

where \( d_{klp}(\phi_{lp}, \theta_{lp}) \) is the complex-valued coefficient of \( f_k(t) \) for the direction of arrival path, which could be determined by the direction of the received signal, the structure of the antenna, and the waveforms applied to the antenna. Since the direction can change for each received signal, we assume \( d_{klp}(\phi_{lp}, \theta_{lp}) \) is a random variable, whose amplitude and phase follow a distribution that can be determined by the structure of the antenna and the waveforms applied to the antenna. In discrete time matrix form, Eq. (12) can be shown as \( C B d_{lp} \), where

\[
B = \text{diag}(b)
\]

and \( \text{diag}(b) \) is a diagonal matrix whose diagonal components are given by \( b \) and

\[
d_{lp} = \left( d_{l0p}(\phi_{lp}, \theta_{lp}) \ d_{l1p}(\phi_{lp}, \theta_{lp}) \ldots \ d_{l(N_a-1)p}(\phi_{lp}, \theta_{lp}) \right)^T.
\]

The receiving process of the proposed MIMO receiver with APM is illustrated in Figure 2. We consider that the number of transmit antennas at the transmitter is \( N_t \). Suppose that the channel coefficient is constant during a transmitted symbol. In addition, we assume that the signals transmitted from \( N_t \) antennas suffer independent fading. Also, the transmitter is assumed to have no channel state information. Thus, the average transmit power of each transmitted symbol is assumed to be equivalent to each other. When we show the transmitted symbol from the \( l \)-th transmit antenna as \( s_{l} \) (Figure 2), then, we can have \( \mathbb{E}[|s_l|^2] = 1 \) for \( l = 1, \ldots, N_t \), without loss of generality. Besides, the symbol is assumed to be an independent and identically distributed (i.i.d.) random variable. The number of arrival paths per transmit antenna is \( N_p \).

---

2 In particular, in the case of the ESPAR antenna, the conversions from the applied voltage to the reactance and from the reactance to the antenna pattern could be nonlinear. Then, the assumption might be optimistic in reality. However, in some cases, we have shown for the conversion from the reactance to the antenna pattern that the effect of the nonlinearity can be suppressed by considering the conversion characteristics [15, 16].
The $p$-th path sent from $l$-th transmit antenna received at the direction of $\phi_{lp}$, $\theta_{lp}$ is given as follows:

$$r_{pl} = h_{pl} \cdot s_l$$  \hspace{1cm} (14)$$

where $h_{pl}$ means a channel coefficient of a link between the $l$-th transmit antenna and $p$-th direction for the antenna and is a complex Gaussian random variable with zero mean and variance of unity.

Now we consider the received signals from $N_t$ transmit antennas. Since $N_p$ paths per transmit antenna arrive at the receiver, the output from the antenna with APM can be shown as follows:

$$x(t) = \sum_{l=1}^{N_t} \sum_{p=1}^{N_p} d_{lp} (\phi_{lp}, \theta_{lp}, t) \cdot r_{pl} + n(t)$$  \hspace{1cm} (15)$$

$$= \sum_{l=1}^{N_t} \sum_{p=1}^{N_p} \sum_{k=1}^{N_k} d_{klp} (\phi_{lp}, \theta_{lp}) \cdot b_k \cdot f_k(t) \cdot h_{pl} \cdot s_l + n(t)$$  \hspace{1cm} (16)$$

where $n(t)$ is an additive white Gaussian noise (AWGN) component. As shown in Figure 2, the received signal $r_{pl}$ is multiplied by $N_t$ multiplexed antenna patterns $d_{klp} (\phi_{lp}, \theta_{lp})$. Since $N_p$ paths are transmitted from the transmit antenna and antenna patterns are orthogonal to each other, the received components for $N_p$ paths are added in each antenna pattern domain separately.

Replacing $x(t)$ with the corresponding vector $\mathbf{x}$, we have the received signal in matrix form as

$$\mathbf{x} = \sum_{l=1}^{N_t} \sum_{p=1}^{N_p} C B d_{lp} h_{pl} s_l + \mathbf{n}$$  \hspace{1cm} (17)$$

Figure 2. Receiving process of the receiver with APM.
where $D_l$ is an antenna pattern matrix for $l$-th transmitted symbol whose size is $N_a \times N_p$ and is given as

$$D_l = \begin{pmatrix} d_{l1} & d_{l2} & \cdots & d_{lN_p} \end{pmatrix},$$

and $h_l$ shows a channel vector whose length is $N_p$ and can be given as

$$h_l = \begin{pmatrix} h_{1l} & h_{2l} & \cdots & h_{N_l,l} \end{pmatrix}^T,$$

and $n$ is a noise vector whose length is $N_c$ and whose element $n_k$ is an i.i.d. white Gaussian random variable with zero mean and variance $\sigma_n^2/N_c$. Then, the autocorrelation matrix of $n$ can be defined as follows:

$$E[nn^H] = \frac{\sigma_n^2}{N_c} I_{N_c}$$

Eq. (18) can be further simplified as

$$x = CBDHs + n,$$

by introducing the antenna pattern matrix $D$ defined as

$$D = (D_1 \quad D_2 \quad \cdots \quad D_{N_t}),$$

and the channel matrix $H$, which is a block matrix of $h_l$, defined as

$$H = \begin{pmatrix} h_1 & 0 & \cdots & 0 \\ 0 & h_2 & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & h_{N_t} \end{pmatrix},$$

where $0$ is a zero and column vector of length $N_p$ and $s$ is a vector of transmitted symbols defined as

$$s = (s_1 \quad s_2 \quad \cdots \quad s_{N_t})^T,$$

and its autocorrelation function is given as follows from the assumption:

$$E[ss^H] = I_{N_t}$$

The output signal $x$ of the antenna is multiplied by the complex conjugate of the applied waveform. This signal process can be achieved by multiplying $B^{-1}C^H$ by $x$ from the left-hand side, that is, from Eq. (22) to Eq. (11) as

$$y = B^{-1}C^H x$$

$$= B^{-1}C^H(CBDHs + n)$$
\[ n' = B^{-1}C^{H}n \]
\[ y = Gs + n' \]  
where \( n' = B^{-1}C^{H}n \). The autocorrelation matrix of \( n' \) can be derived as follows:

\[ \text{E} \left[ n'n^{H} \right] = \text{E} \left[ B^{-1}C^{H}n(B^{-1}C^{H}n)^{H} \right] = B^{-1}C^{H}n_{0}n^{H}CB^{-1H} \]

(31)

(32)

Here, since the code set \( C \) and the matrix \( B \) are fixed, and from Eq. (21), we have

\[ \text{E} \left[ n'n^{H} \right] = \sigma_{n}^{2} \frac{N_{c}}{N_{a}} B^{-1}B^{-1H} \]

(34)

(35)

where \( B^{-1} \) is a diagonal matrix because \( B \) is a diagonal matrix. If we use \( b_{k} \) whose absolute value is unity as \( b_{k} = 1 \), the \( k \)-th diagonal element of \( B^{-1} \) is \( b_{k}^{*} \). Therefore, we can derive the relation \( B^{-1H} = B \). With the relation between \( B^{-1H} \) and \( B \), we can modify Eq. (35) as

\[ \text{E} \left[ n'n^{H} \right] = \sigma_{n}^{2} \frac{N_{c}}{N_{a}} B^{-1}B^{-1H} \]

(36)

(37)

(38)

Thus, the autocorrelation matrix of \( n' \) is equivalent to that of \( n \).

The process of Eq. (27) can be implemented by multiplying \( b_{kf_{k}}(t) \) by \( x(t) \) in parallel and integrating them over the interval \( T_{s} \) or with a correlator as shown in Figure 2. Since \( N_{t} \) transmit antennas are assumed, \( N_{t} \) components are added in each antenna pattern domain. Note that the process divides a single signal output into \( N_{a} \) outputs or \( N_{a} \) antenna pattern domains.

If we recognise the matrix \( DH \) in Eq. (30) as an equivalent channel matrix \( G = DH \) that is equivalent to that of the conventional MIMO systems, we can rewrite Eq. (30) as

\[ y = Gs + n' \]

(39)

Since the length of \( y \) is \( N_{a} \), the proposed MIMO with APM seems equivalent to conventional \( N_{t} \times N_{a} \) MIMO systems [19]. The number \( N_{a} \) shows the number of orthogonal antenna patterns in time domain\(^3\). However, the number corresponds to the number of virtual receive antennas in the context of MIMO receivers. The

\(^3\) The orthogonality in time domain does not guarantee the orthogonality in space domain or in terms of directivity. It is a challenging problem to develop a set of orthogonal functions in both time and space domains.
equation above realises that the received components obtained by the receiver with APM are similar to those of the conventional MIMO systems. We assume that the receiver has perfect knowledge of the equivalent channel matrix \( G \). Note that the receiver does not need to know every element of \( D \) or \( H \) for decoding. In practice, it may even be impossible to separately evaluate the components of \( D \) and \( H \).

3.3 Capacity of MIMO systems with APM

From the received signal in Eq. (39) and the autocorrelation matrix of the transmitted symbols in Eq. (26), we can derive the ergodic capacity \( C \) as

\[
C = E \log_2 \det \left( I_{N_t} + \frac{\gamma}{N_t} G^H G \right)
\]  

(40)

where \( \det \) is the determinant of a matrix and \( \gamma \) is the average signal-to-noise ratio (SNR) per transmit antenna and is defined as \( \gamma = 1/\sigma_n^2 \). As we can see from Eq. (40), the capacity depends on the property of the equivalent channel matrix \( G \) or \( DH \). Here, the matrix \( G \) satisfies the following properties which are similar to the channel matrix of the conventional MIMO systems:

\[
E GG^H = N_t I_{N_t},
\]

(41)

\[
E G^H G = N_a I_{N_t}
\]

(42)

4. Numerical results

In this section, we show the ergodic capacity of a MIMO system whose receiver uses the proposed APM technique. Through the section the number of transmit antennas is \( N_t = 2 \). The capacity \( C \) (40) of the proposed MIMO system is shown in Figure 3. We assume that the coefficients of the matrix \( D \) are denoted as \( \exp(j\Theta)/\sqrt{N_p} \), where \( \Theta \) is a uniform random variable in the interval \([0, 2\pi]\). In the figure, the number of antenna patterns or virtual antenna outputs \( N_a = 8 \). If the channel coefficient is constant while a symbol is transmitted, the code set satisfying Eq. (11) could not affect on the performance. Thus, we do not specify the code set in this study. We evaluate the capacities for the number of arrival paths \( N_p = 1, 2, 4, 8, 16, \) and 32 and show them with solid lines. For comparison, we also show the ergodic capacity of the conventional MIMO systems with black dashed lines marked with dots (`·`). The pairs of transmit and receive antennas are 2 × 1 MIMO and 2 × 2 MIMO systems.

The capacities of the MIMO systems with APM are between those of the conventional 2 × 1 and 2 × 2 MIMO systems. In lower SNR region, the capacity of MIMO with APM for various \( N_p \) is close to that of the conventional 2 × 1 MIMO. On the other hand, in higher SNR region, the values and also the slopes of the capacities converge to those of the conventional 2 × 2 MIMO. When the number of arrival paths \( N_p \) increases, the capacities also increased and converged towards the capacity of the conventional 2 × 2 MIMO system. Since the slope of the capacity relates to diversity order, the proposed APM technique can achieve the same order as the conventional 2 × 2 MIMO systems even if \( N_p = 1 \). Because of the increased

\[\]

We use the same variable character as code matrix. Since they are used in different contexts, they might be easily distinguishable.
capacity due to the increase in the number of arrival paths, it can be recognised that the proposed APM obtains path diversity gain. As mentioned in Section 2, APM technique can reduce the antenna size and hardware cost. Thus, we can find that the proposed technique can provide similar capacities with reduced size and less hardware cost.

We show the ergodic capacities versus average SNR of the proposed MIMO systems with APM for fixed number of arrival paths \( N_p = 16 \) and various number of antenna patterns, i.e., \( N_a = 1, 2, 4, 8, \) and \( 16 \), in Figure 4. The number \( N_p = 16 \) might be sufficiently large to obtain the path diversity gain according to Figure 3. For comparison purposes, the performances of the conventional \( 2 \times 1 \) and \( 2 \times 2 \) MIMO systems are also drawn.

The capacities for APM techniques increase in the number of antenna patterns \( N_a \) and converge to those of the conventional \( 2 \times 1 \) MIMO systems in lower SNR region and the \( 2 \times 2 \) MIMO systems in higher SNR region. When \( N_a = 16 \), the capacity almost overlaps the capacity of the conventional \( 2 \times 2 \) MIMO systems in the region average SNR, which is more than 20 dB. In the case \( N_a = 1 \), the capacity

![Figure 3](image1)

**Figure 3.**
Ergodic capacity of MIMO systems with APM technique versus average SNR for various number of arrival paths \( N_p \). (\( N_t = 2, N_a = 8 \)).
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**Figure 4.**
Ergodic capacity of MIMO systems using receiver with APM technique for various number of orthogonal antenna patterns. Antenna pattern matrix has constant amplitude and random phase with uniform distribution. (\( N_t = 2, N_p = 16 \)).
of the proposed MIMO systems with APM is equivalent to that of the conventional $2 \times 1$ MIMO system. Hence, diversity gain cannot be obtained even if the number of arrival paths is sufficiently large.

Then we consider the case that the average SNR per antenna pattern or virtual antenna is given as $\gamma$. In this case, the coefficients in the matrix $D$ are random variables shown as $\exp(j\Theta)$ where $\Theta$ is a uniform random variable in the interval $[0, 2\pi)$. The ergodic capacities of the proposed MIMO systems with APM are shown for $N_a = 1, 2, 4,$ and $8$ for $N_p = 16$ in Figure 5. In the figure, we also illustrate the capacities of the conventional MIMO systems for $2 \times 1, 2 \times 2, 2 \times 4,$ and $2 \times 8$ in terms of the numbers of transmit and receive antennas. As we can see from the figure, the capacities are equivalent to each other between $N_a$ for APM and the same number of receive antennas for the conventional MIMO. For example, when $N_a = 8$, the capacity is the same as that of $2 \times 8$ MIMO systems. Therefore, when the average SNR per antenna pattern is same as the average SNR per the number of receive antennas, the proposed APM-based MIMO systems with $N_a$ antenna patterns achieve almost equivalent capacity to the conventional $N_t \times N_a$ MIMO systems.

5. Conclusions

In this chapter we propose a concept of APM for MIMO receiver to reduce the antenna size and hardware cost with keeping the availability of diversity gain. We discuss the types of antennas which achieve the APM, i.e., generating time-varying antenna pattern. Also, we discuss the benefits of the antennas, in particular, for ESPAR antenna-based structure. The number of virtual antennas or antenna patterns can be increased with the number of multiplexed orthogonal signals used to change the antenna patterns. A model of receiving process is proposed for analysing the capacity of systems using APM. We derive a model of received signals to analyse the system performance. The received signal in matrix form includes an equivalent channel matrix, which is a product of antenna pattern matrix, the channel coefficient vector for each output.

When the number of arrival paths and the number of antenna pattern are sufficiently large, the ergodic capacity approaches to that of $2 \times 2$ MIMO systems.
The property deduces the proposed APM, which can obtain diversity gain from path diversity and diversity reception based on the virtual antennas.

On the other hand, numerical results show that the ergodic capacity is equivalent to that of the conventional MIMO systems when the average SNR per antenna pattern is constant. Then, the proposed APM-based receiver can exploit path diversity gain and antenna pattern diversity maximally without additional physical antenna elements.

Future work is a development of efficient multiplexed antenna patterns, which have larger number of orthogonal antenna patterns than the number of antenna elements equipped with a cable.
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**Abbreviations**

- AP: antenna pattern
- APM: antenna pattern multiplexing
- CDM: code-division multiplexing
- CDMA: code-division multiple access
- DS/SS: direct-sequence spread spectrum
- ESPAR: electronically steerable passive array radiator
- i.i.d.: independent and identically distributed
- MIMO: multiple-input multiple-output
- MISO: multiple-input single-output
- MSE: modulated scattering element
- OFDM: orthogonal frequency-division multiplexing
- PSK: phase-shift keying
- QAM: quadrature amplitude modulation
- RF: radio frequency
- SIMO: single-input multiple-output
- SINR: signal-to-interference-plus-noise ratio
- SISO: single-input single-output
- SNR: signal-to-noise ratio
- VRE: variable reactance element
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