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Synchrotron Radiation-Based Quasi-Elastic Scattering Using Mössbauer Gamma Ray with neV-Energy Resolution

Makina Saito, Toshiji Kanaya and Ryo Mashita

Abstract

Gamma rays of energy 14.4 keV from excited $^{57}$Fe nuclei show a very narrow energy width of 4.67 neV by the Mössbauer effect. Mössbauer gamma rays are utilised as probe beams in unique quasi-elastic scattering spectroscopy with neV-energy resolution. The technique enables measurements of atomic/molecular dynamics on timescales between nanoseconds and microseconds for various condensed matter systems, such as supercooled liquids, glasses and soft materials. The microscopic dynamics is measured in time domain or energy domain based on synchrotron radiation using a time-domain interferometer or a nuclear Bragg monochromator, respectively. We introduce state-of-the-art spectroscopic techniques, application results and future perspectives of quasi-elastic Mössbauer gamma ray scattering based on synchrotron radiation.
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1. Introduction

The recoilless nuclear excitation of a gamma ray and its reversal process of recoilless gamma ray emission were first reported by Mössbauer [1]. These phenomena occur in solids when the recoil momentum of gamma rays in absorption and emission processes is taken up by the whole crystal. Consistently, this physical phenomenon is referred to as the Mössbauer effect [2]. For $^{57}$Fe nuclei, the excitation energy to the first excited state is 14.4 keV, whereas the uncertainty width of the excited state $\Gamma_0 \sim 4.67$ neV is relatively very narrow. Therefore, the gamma rays emitted from the excited $^{57}$Fe nuclei by the Mössbauer effect show an energy $E_0 \sim 14.4$ keV and a natural energy width $\Gamma_0 \sim 4.67$ neV. The photon emitted by the nuclei is called the gamma ray because it originates at the nucleus. However, Mössbauer gamma rays have lower energy than gamma rays involved in astronomy physics and are, instead, closer to the energy range of hard X-rays. In this chapter, we refer to such gamma rays as Mössbauer gamma rays. In these cases, the ratio of the gamma rays’ energy to the natural energy width reaches $\Gamma_0/E_0 \sim 10^{-13}$, indicating that the Mössbauer gamma rays exhibit very high monochromaticity. The surrounding electrons affect nuclear excitation energies through hyperfine
interactions. Therefore, electronic states around the specific Mössbauer nuclei can be selectively studied from the measured nuclear excitation energies via the Mössbauer effect. This spectroscopic technique, known as Mössbauer spectroscopy, has been widely used for more than 40 elements and 70 nuclear species (referred to as the Mössbauer nuclear species) to resolve various challenges in the fields of chemistry, physics, geology and biology [2].

Microscopic dynamics in condensed matter, which do not contain Mössbauer nuclear species, have been studied since the 1960s with Mössbauer gamma rays [3]. In these experiments, the Mössbauer effect is utilised to generate the monochromatic gamma rays from a radioactive isotope (RI) source, and a quasi-elastic scattering experiment is performed for some samples [3]. In this chapter, we refer to the methods as quasi-elastic gamma ray scattering (QEGS) spectroscopy based on conventional nomenclature, such as inelastic/quasi-elastic neutron/X-ray scattering though this method has often been referred to as the Rayleigh-scattering of Mössbauer radiation method. The keV-energy resolution of the gamma rays from $^{57}$Fe nuclei allows the dynamics to be measured on timescales of about 100 ns. However, the measurements require much longer times because gamma rays from RI sources do not have parallel beams with enough brilliance for the QEGS experiment.

Recently, synchrotron radiation (SR)-based QEGS spectroscopic techniques using a $^{57}$Fe-nuclear Bragg monochromator (NBM) [4, 5] and a time-domain interferometer (TDI) of $^{57}$Fe gamma rays [6] have been developed. These methods have enabled much faster measurements of the atomic/molecular dynamics than RI-based QEGS spectroscopy, owing to the high brilliance and directionality of the SR source. To date, alloys, supercooled molecular liquids, polymers, ionic liquid, liquid crystals and polymer nanocomposite systems have been studied by SR-based QEGS spectroscopy.

In this chapter, we consider Mössbauer gamma rays from $^{57}$Fe nuclei because the gamma ray is most frequently used for QEGS spectroscopy. The length scales of the density correlation function currently observable by SR-based QEGS spectroscopy using TDI range from 0.1 to 6 nm, and the fluctuation timescales vary from few nanoseconds to sub-microseconds, as shown in Figure 1. The figure demonstrates how QEGS spectroscopy enables us to study density fluctuations, which are quite difficult to study by conventional spectroscopies in the microscopic range. Many unsolved issues are related to these time and length scales, including microscopic activation processes, which are related to the nature of the glass transition, start to occur in glass-forming materials in the time and length scales with cooling.

![Figure 1](image.png)

**Figure 1.** Various experimental techniques and the covered time and length scales. Quasi-elastic scattering spectroscopy using gamma rays from $^{57}$Fe covers a unique time- and length-scale region.
This chapter is organised as follows: In section 2, basic concepts of quasi-elastic scattering are introduced, and QEGS spectroscopic techniques are explained. In section 3, experimental results of application studies on several supercooled glass formers are described. In section 4, we conclude this chapter by describing future perspectives of QEGS.

2. Quasi-elastic scattering spectroscopy using Mössbauer gamma rays

In this section, we introduce the quasi-elastic scattering technique using Mössbauer gamma rays. In section 2.1, basic concepts of the quasi-elastic scattering technique are described. In section 2.2, we introduce energy-domain spectroscopic techniques of QEGS using Mössbauer gamma rays from conventional RI and SR sources. In section 2.3, time-domain measurement techniques of QEGS spectroscopy using single-line and multi-line TDI are described.

2.1 Introduction to quasi-elastic scattering

In this scattering process, gamma rays with wavevector \( \mathbf{k} \) are emitted from the excited \( ^{57}\text{Fe} \) nuclei by the Mössbauer effect and Mössbauer gamma rays impinge on a sample. The geometry of the resulting Rayleigh-scattering process is shown in Figure 2, where \( \mathbf{k}' \) is the wavevector of the scattered gamma rays and \( \mathbf{q} = \mathbf{k}' - \mathbf{k} \) is the transferred momentum vector of the gamma rays to the sample [7]. The electron density field in the sample can be written as \( \rho(r,t) = \sum_{i=1}^{N} \delta(r-r_i(t)) \), where \( r \) and \( t \) are the space coordinate and the time, respectively, \( N \) is the molecular number in the sample and \( r_i \) is the centre position of atom \( i \). In the momentum transfer (wavenumber) space, the density field \( g(q,t) \) is written as 

\[
g(q,t) = \sum_{i=1}^{N} \exp \left\{ i \frac{q \cdot r_i(t)}{\mathcal{C}} \right\}.
\]

Due to atomic/molecular motions in the sample, the gamma rays transfer energy to the sample and vice versa. In quasi-elastic scattering processes, a neV-energy broadening of the gamma rays energy is observed, as shown in Figure 2. This peak broadening is due to energy transfers that occur at neV-energies, which are thus much smaller than the incident gamma rays' energy, for which we can thus assume \( |\mathbf{k}| \sim |\mathbf{k}'| \). Consequently, the amplitude of the transferred momentum is \( q = 2 |\mathbf{k}| \sin(\theta) \), where \( 2\theta \) is the scattering angle. When the sample shows disordered structures, as in liquids and glasses, the relevant variable is the absolute value \( q \) rather than the vector \( q \).

![Figure 2. Schematic picture of the quasi-elastic scattering process of Mössbauer gamma rays from a sample.](image-url)
We introduce the spatial correlation function of the electron density $G(r)$ as $G(r) = \langle \rho(r_0 + r, t_0) \rho(r_0, t_0) \rangle$, where $\langle \cdots \rangle$ denotes the equilibrium average over $t_0$ and position $r_0$, and $r$ is a distance. The static structure factor $S(q)$ is defined as its space Fourier transform $S(q) = \int G(r) \exp(iq \cdot r) \, dr$. For simple monoatomic liquids, the scattering intensity $I(q)$ is related to $S(q)$ as $I(q) = N S(q)$. From this definition, it appears that the scattering at a given $q$ is mainly caused by atomic pair correlations roughly occurring over distances $2\pi/q$, in a very simple picture. At atomic scales, $S(q)$ is obtained via X-ray and neutron diffraction experiments.

We introduce the time and space correlation function $G(r, t) = \langle \rho(r_0 + r, t_0 + t) \rho(r_0, t_0) \rangle$ describing the microscopic structural dynamics. Its $q$-domain representation, often called the intermediate scattering function, is $S(q, t) = \int G(r, t) \exp(iq \cdot r) \, dr$, and can be measured by neutron spin echo spectroscopy and photon correlation spectroscopy. The spectral intensity of the scattered gamma rays at a given $q$ is $I(q, E) = N S(q, E)$, where $S(q, E) = \int G(r, t) \exp[i(q \cdot r - tE/\hbar)] \, dt \, dr$ is called the dynamics structure factor. Inelastic/quasi-elastic X-ray scattering using meV-high energy resolution monochromators and neutron scattering using triple-axis spectrometers measure $S(q, E)$. Both $S(q, E)$ and $S(q, t)$ show quantitatively equivalent information for $G(r, t)$.

2.2 Energy-domain spectroscopy of QEGS

In this section, we consider QEGS-based energy-domain spectroscopic techniques using Mössbauer gamma rays from conventional RI and SR sources. Figure 3a shows the common experimental design of the technique [8, 9]. In the setup, monochromatic Mössbauer gamma rays impinge on the sample. The quasi-elastic broadening of the scattered gamma ray’s energy is analysed by the $^{57}$Fe-Mössbauer absorber, as explained below. As Figure 3b shows, $S(q, E)$ is observed as a transmittance-type spectrum $I(q, E)$, which is conceptually written as $I(q, E) \propto 1 - \int dE S(q, E') R(E - E')$, where $R(E)$ is the resolution function.

2.2.1 RI-based QEGS spectroscopy: Rayleigh-scattering Mössbauer radiation

Rayleigh-scattering Mössbauer radiation (RSMR) spectroscopy is a conventional QEGS spectroscopic technique that uses RI as the source of the gamma ray probe. RSMR spectroscopy has been used to study microscopic dynamics in glass formers, proteins and liquid crystals as summarised in a review by Champeney [8]. In this method, monochromatic Mössbauer gamma rays (e.g., from a radioactive $^{57}$Co source with an energy $E_0$ of 14.4 keV and an energy width of 4.67 neV) are sent to the sample. A broadening of the energy width of the quasi-elastically scattered

Figure 3.
Energy-domain QEGS experimental setup and typical spectrum. (a) Schematic figures of QEGS experimental setups for energy-domain measurement and (b) energy spectra of the resolution function (solid line) and QEGS energy spectra in the presence of measurable dynamics (dashed line).
gamma rays from a sample is detected by an absorption spectroscopy method commonly used in Mössbauer spectroscopy (Figure 3a). A transmittance-type energy spectrum is obtained by scanning the velocity \( v \) of a movable \(^{57}\)Fe gamma ray absorber with a single-line excitation profile. The absorber acts as the energy analyser, since its velocity determines the relative energy shift \( E = E_0 v / c \) via the Doppler effect, where \( c \) is the speed of light. RSMR measurements require ample measuring time (at least several weeks) to obtain a spectrum with enough statistics for analysis because the RI source emits gamma rays in all directions, and limited flux is introduced to the sample.

2.2.2 SR-based QEGS spectroscopy using \(^{57}\)Fe-nuclear Bragg monochromator

The QEGS-based energy-domain spectroscopic technique using an SR source was developed with the \(^{57}\)Fe-NBM [4, 5]. NBM is used for a specific condition, in which conventional X-ray diffraction by electrons is forbidden, while nuclear resonant diffraction with nuclear excitation and deexcitation processes is allowed. In such cases, we can detect almost pure Mössbauer gamma rays on a 10 neV-energy width scale due to the specific Bragg angle selectively from a very intense incident SR. Therefore, the SR-NBM system is often called as synchrotron Mössbauer source [10]. The SR-based QEGS experiment has higher efficiency than conventional RSMR using RI because the monochromatic gamma rays from the NBM exhibited high directivity [10]. Moreover, the energy width of the Mössbauer gamma ray probe could be controlled to be much larger than the natural-line width (i.e., up to \( \mu \)eV) [11]. This unique characteristic of SR-based QEGS spectroscopy using NBM allows us to measure microscopic dynamics up to sub-nanosecond timescales.

2.3 Time-domain measurement of QEGS

The time-domain spectroscopy of QEGS is achieved using TDI. In this section, we introduce time-domain spectroscopic techniques.

2.3.1 SR-based QEGS using single-line TDI

The measurement principles of QEGS using the simplest TDI (usually referred to as single-line TDI) are described here. We discuss TDI using Mössbauer gamma rays from \(^{57}\)Fe because it exhibits the highest utility among nuclear species potentially available for TDI. Figure 4a shows the schematic experimental setup [6, 12, 13].

First, we consider the nuclear forward scattering (NFS) case, which often provides a calibration for the QEGS measurement because it is not affected by the dynamics of the sample. In the upper panel of Figure 4a, we show the experimental design for the NFS experiment using TDI. The incident SR crosses two identical materials with a single-line \(^{57}\)Fe nuclear excitation profile corresponding to the nuclear time response function \( G(t) \) ultimately detected by the detector. Most of the SR beam crosses the \(^{57}\)Fe materials without any interaction. A small portion (typically \( \sim 10^{-6} \)) of SR excites the \(^{57}\)Fe nuclei in the materials, causing the gamma rays to emit when the excited \(^{57}\)Fe nuclei decay. The gamma rays travel undeflected towards the forward detector because of the high directivity inherited from the incident SR. The gamma rays can be distinguished from the much more intense SR because they are delayed from the SR pulse by a typical delay time coincident with the lifetime of the excited \(^{57}\)Fe nuclei (\( \sim 100 \) ns). The upstream material is moved with a constant velocity to change the relative nuclear excitation energy \( \Delta E \) through the Doppler effect and consequently the energy spectrum of the gamma rays at the detector position shows two peaks due to the difference in the gamma ray energy.
between the two materials (see the upper panel of Figure 4b). The time resolution of the detector is typically 1 ns, which is much shorter than the lifetime of excited $^{57}$Fe, which enables to measure the time spectrum of the delayed gamma rays with high precision. The upper panel of Figure 4c shows the corresponding time spectrum. We can see the decay of the gamma rays’ intensity on the timescale of excited $^{57}$Fe. On the time spectrum, there is a beating pattern caused by the interference of the gamma rays with two peaks in the energy spectrum.

Next, we consider the QEGS case, corresponding to the scattering of the sample at a finite angle. In the lower panel of Figure 4a, we show the QEGS experimental design. The incident SR is scattered by a sample and detected by the detector. Two identical materials with a single-line $^{57}$Fe nuclear excitation profile are placed on the beam path in front of and behind the sample. This system is called the single-line TDI because each material that emits gamma rays (here, referred to as single-line emitter) shows a single-line nuclear excitation profile. A typical energy spectrum of gamma rays at the detector position is shown in the lower panel of Figure 4b. The gamma rays from the upstream emitter (denoted as ‘up’ in Figure 4b) are quasi- elastically scattered by the sample and the energy width is broadened as $\Gamma$. However, the energy width of the gamma rays from the downstream emitter (denoted as ‘down’ in Figure 4b) is not broadened because it is emitted by the sample after the scattering process.

Next, we considered the time spectrum of the gamma rays obtained by the detector for the QEGS case. When the energy shift is sufficiently large ($\Delta E \gg \Gamma_0$ and $\Delta E \gg \Gamma$), the radiative coupling effect can be neglected [6, 12, 13]. Additionally, we can assume that the incident SR showed a temporal pulse structure with negligible width. In such cases, the electric field $E(q, t)$ at detector position at an angle corresponding to $q$ can be written as

$$E(q, t) \propto \delta(t) + g(q, t) G(t)e^{i\omega_0 t} + g(q, 0) G(t)$$

(1)

where $\omega_0 = \Delta E/\hbar$ is the angular frequency of the beating pattern. We ignored the coefficient of the transmittance because it does not affect the final spectrum shape. The first, second and third terms of Eq. (1) represent the electric field amplitudes of the prompt SR, gamma rays emitted from the upstream and downstream emitters, respectively. The delayed gamma rays’ measurement for part of the obtained time spectrum $I(q, t)$ is written as

$$I(q, t) \propto |G(t)|^2 S(q)[1 + S'(q, t) \cos(\omega_0 t)].$$

(2)
In Eq. (2), \( S'(q,t) \) is the intermediate scattering function normalised by \( S(q) \), that is, \( S'(q,t) = S(q,t)/S(q) \) and the static structure factor \( S(q) \) is \( S(q) = \langle |g(q,t)|^2 \rangle = \langle |g(q,0)|^2 \rangle \) [6, 12, 13]. We assume that the scattering from a sample with a macroscopic number of atoms was measured with an acquisition time long enough to provide a reliable determination of the relevant average ensembles. For an NFS experiment under the same emitter conditions, the NFS time spectrum is expressed by Eq. (2) with \( S(q) = 1 \) and \( S'(q,t) = 1 \). Examples of time spectra for NFS and QEGS cases with a relaxation time \( \tau \) of 100 ns are shown in the upper and lower panels of Figure 4c, respectively. For the actual fitting of the spectra, the time resolution of the detector and constant background noise would need to be considered.

Next, we considered the meaning of the time spectrum. The broadening of the gamma rays by an energy width \( I \) reflects the dynamics in a sample. The broadening induces the distribution of the beat frequency in a time domain and this effect is seen as the relaxation of the beating pattern with the relaxation time \( \tau = 2\hbar/I \) in the simplest case. Further consideration revealed that the relaxation time of the beating pattern coincides with the relaxation time of the density correlation in the sample (namely, the intermediate scattering function) [6, 12, 13]. This analysis is a basic interpretation of how the time spectrum reflects the dynamics in a sample. We note that an intrinsic relaxation of \( S'(q,t) \) caused by an external vibration, for example, should also be considered for the actual dynamics study.

### 2.3.2 SR-based QEGS spectroscopy using multi-line TDI

Here, we consider QEGS spectroscopy using multi-line TDI [14]. In this case, emitters with several nuclear excitation energies are used for TDI. We assume again that the two emitters show different excitation energies from each other. Generally, the nuclear time response functions in emitters are different from each other in multi-line cases. Therefore, we introduce the time response functions for the upstream and downstream emitters as \( G_1(t) \) and \( G_2(t) \), respectively. In such cases, we obtain the expression \( E(q,t) \) as \( E(q,t) \propto \delta(t) + g(q,t)G_1(t) + g(q,0)G_2(t) \) from Eq. (1). The intensity of the delayed gamma rays can be written as

\[
I(q,t) \propto S(q) \left\{ |G_1(t)|^2 + |G_2(t)|^2 + S'(q,t)|G_1^*(t)G_2(t) + G_1(t)G_2^*(t)| \right\}.
\]

As an example of multi-line TDI, we considered \( \alpha \)-iron foils as emitters, where the nuclear excitations are allowed for six different energies without an external magnetic field. Figure 5a shows an experimental setup using \( \alpha \)-iron emitters. When the magnetic field is applied to the \( \alpha \)-iron foils, as shown in Figure 5a, the transitions allowed in the two emitters are selected to be different from each other. Consequently, the gamma rays' energy emitted from these two emitters is different, as shown in Figure 5b, where the gamma rays from the upstream and downstream emitters are denoted as 'up' and 'down', respectively. Examples of the energy spectra of gamma rays for cases without atomic motion and motion with a relaxation time of 100 ns are shown. Figure 5c depicts the corresponding time spectra. The beating pattern changes following the decay of \( S'(q,t) \). By introducing the multi-line condition, the interference beating pattern of the gamma rays on the time spectrum becomes more complex than the single-line case. However, the incident SR can be more effectively utilised for experiments and the gamma rays' count rate increases. Additionally, it can be shown that the time spectrum changes more drastically, reflecting the dynamics [14]. These properties of the multi-line TDI greatly improve the measurement efficiency in comparison to the single-line method.
2.3.3 SR-based QEGS using TDI considering energy resolution of incident SR

Here, we consider the effect of the energy width of the incident SR on the gamma rays’ time spectrum obtained by the QEGS experiment. After the first induced heat load from the Si(111) monochromator, the SR showed a relatively broad energy profile; an energy width of the eV order could be considered white for the QEGS system. However, the incident SR is usually further monochromatised by using a high-resolution monochromator (HRM). This device generates typical energy widths in the meV range to suppress radiation damage to the system [6, 12–14]. The meV-energy interval is equivalent to or smaller than the energy scale of phonons in samples. Therefore, a portion of the incident SR transfers a larger amount of energy to the sample by interacting with the phonons. We found that the inelastic scattering process affects the intensity ratio of the gamma rays from the upstream and downstream emitters. Considering this effect, we modify Eq. (3) as

\[
I(q, t) \propto S(q) \left\{ |G_1(t)|^2 + |G_2(t)|^2 + S'(q, t)[G_1^*(t)G_2(t) + G_1(t)G_2^*(t)] - (1 - f_{\Delta E})|G_1(t)|^2 \right\},
\]

where \(f_{\Delta E}\) is the factor reflecting the sample dynamics on a meV-energy scale [14]. It was confirmed that the QEGS time spectrum obtained using TDI with multi-line gamma rays could be nicely analysed using Eq. (4) [14]. Additionally, we showed that QEGS spectroscopy using HRM originally has two resolution functions on neV- and meV-energy scales. By using multi-line TDI in the condition \(|G_1(t)|^2 \neq |G_2(t)|^2\), dynamical information, such as the elastic scattering intensity, can be obtained simultaneously on nanosecond and sub picosecond timescales [14].

3. Application results of SR-based QEGS using TDI

To date, SR-based QEGS spectroscopy has been used to study glass-forming molecular liquids [15–19], polymers [20], polymer nanocomposites [21], ionic liquids [22], alloys [23] and liquid crystals [24].

3.1 Microscopic dynamics in glass formers

The general mechanism of the liquid-glass transition phenomenon, which has not been revealed, has attracted much interest. It is widely accepted that a relaxation process, known as the \(\alpha\) process, is closely related to glass transitions [25–27].
Therefore, atomic and molecular dynamics of supercooled glass formers have been energetically investigated to understand glass transitions. The temperature ($T$) dependencies of the $\alpha$-relaxation time and viscosity of some glass formers show super-Arrhenius behaviour when cooled towards the glass transition temperature [28]. These behaviours are often fitted by the Vogel-Fulcher-Tammann (VFT) law:

$$\eta(T), \tau(T) \propto \exp \frac{D(T_0 - T)}{T_0}$$

where $D$ is the fragility index and $T_0$ is the Vogel-Fulcher temperature [25–27]. The slope of this super-Arrhenius behaviour is determined by the fragility index and its physical origin still has not been fully elucidated; this limitation remains one of the central challenges in studying glass transitions.

The other challenging task in these systems is understanding the origin of the dynamical change of the $\alpha$ process, which starts to occur at a temperature of $\sim 1.2 T_g$ upon cooling, where $T_g$ is the glass transition temperature. The changing temperature is recognised as the dynamical crossover temperature $T_c$ [29]. In addition to the $\alpha$ process, various processes have been observed in relaxation maps, which summarise the temperature dependence of processes in glass formers. Among the various relaxation processes subjected to a thorough scrutiny, it is worth mentioning the Johari-Goldstein (JG)-$\beta$ process, which emanates from the $\alpha$ process in relaxation maps and, instead, follows Arrhenius behaviour $\tau(T) \propto \exp [E_A/(RT)]$ even below the glass transition temperature, where $E_A$ is the activation energy and $R$ is the gas constant [30]. Recently, the JG-$\beta$ process was believed to commonly exist in supercooled glass formers and relate to the nature of the glass transition mechanism [27]. The branching temperature of the JG-$\beta$ process from the $\alpha$ process $T_{\alpha\beta}$ is frequently seen near the dynamical crossover temperature $T_c$. This synchronism is believed to be an intrinsic feature of supercooled glass formers. However, the dynamical crossover and branching phenomena are far from being understood fully. Conventional methods, such as dielectric relaxation spectroscopy, do not provide spatial-scale information on the dynamics, and the $\alpha$ and JG-$\beta$ processes are not clearly discerned around $T_c$ and $T_{\alpha\beta}$. Therefore, $T_{\alpha\beta}$ has been estimated as a crossing point of the $\alpha$-relaxation time and an extension of the JG-$\beta$ relaxation time by assuming the Arrhenius law [27].

Understanding the microscopic dynamics around $T_c$ and $T_{\alpha\beta}$ is indispensable to elucidating the glass transition mechanism. SR-based QEGS spectroscopy is a method ideally suited to understand the microscopic dynamics in deeply supercooled glass formers around $T_c$ and $T_{\alpha\beta}$ and its evolution towards the glass transition. This technique enables to measure the atomic/molecular dynamics with specification of its spatial scale on a nanosecond/microsecond timescale, where the JG-$\beta$ process commonly occurs [27]. We performed SR-based QEGS experiments using single-line and multi-line TDI on various glass formers. We introduce the results on $\alpha$-terphenyl in section 3.2 and polybutadiene in section 3.3. Additionally, the application results of a polymer nanocomposite system are discussed in section 3.4.

3.2 Results on $\alpha$-terphenyl

$\alpha$-terphenyl (OTP) is widely studied as a model system of glass formers. For deeply supercooled OTP, it has been reported that a change in the VFT parameters of the $\alpha$-relaxation timescale occurs at around 290 K [31]. Additionally, decoupling of the rotational and translational diffusion coefficients of the tracer molecules [32], an abrupt decrease of the stretching parameter of the $\alpha$-relaxation form [33] and formation of a cusp in the temperature dependence of $f_{DW}$ [34] have been reported at 290 K upon cooling. From these observations, 290 K can be recognised as the dynamical crossover temperature $T_c$. Additionally, dielectric relaxation spectroscopy
studies have revealed that the branching temperature $T_{\alpha\beta} \sim 290$ K is almost the same as $T_c$ for OTP [35]. Again, $T_{\alpha\beta}$ should be carefully interpreted because it was estimated by the extrapolation assumption whose validity has not been confirmed. Moreover, the details of the branching phenomenon of the $\alpha$ and JG-$\beta$ processes and the relationship between $T_{\alpha\beta}$ and $T_c$ are still unclear.

We studied OTP using single-line $^{57}$Fe gamma rays TDI for the QEGS measurements [16, 20]. Detectors were placed at angles corresponding to $q$ values shown in the inset of Figure 6. For analysing the time spectra, we applied Eq. (2) assuming the Kohlrausch-Williams-Watts (KWW) function $f \exp \left\{ -\left( t/\tau\right)^{\beta_{KWW}} \right\}$ for the relaxation of $S(q,t)$, where $f$ is the amplitude of the relaxation, $\tau$ is the relaxation time, and $\beta_{KWW}$ is the stretching parameter. In the obtained QEGS time spectra, the values of $\beta_{KWW}$ were determined to be 0.56 ($\pm 0.31$) for $q$ values ranging from 27 to 50 nm$^{-1}$ (265 K), 0.64 ($\pm 0.15$) for 14 nm$^{-1}$ (285 K) and 0.66 ($\pm 0.25$) for 16–31 nm$^{-1}$ (285 K) [16]. Therefore, we analysed all QEGS time spectra by using a fixed $\beta_{KWW}$ of 0.6 [34]. The $\tau$ obtained by fitting was transformed to a mean relaxation time $\langle \tau \rangle$ using the equation $\langle \tau \rangle = \Gamma(1/\beta_{KWW})/\beta_{KWW}$, where $\Gamma$ is the gamma function. In Figure 6, we show the obtained relaxation map with spatial-scale information of the dynamics as a $q$ dependence.

Figure 6 depicts the temperature dependence of $\langle \tau \rangle$. At $q = 14$ nm$^{-1}$, the temperature dependence obeys the VFT law, as suggested by the comparison with the best-fitting curve obtained by the least-squares method. The best-fitting VFT parameters were determined to be $D = 3.1 (\pm 0.3)$ and $T_0 = 235 (\pm 26)$ K. We confirmed that the obtained $\langle \tau \rangle$ values are consistent with reported $\alpha$-relaxation times [35]. This agreement suggests that the relaxation observed at $q = 14$ nm$^{-1}$ is caused by the $\alpha$ process.

In the larger $q$ region ($18 < q < 42$ nm$^{-1}$), the temperature dependencies of $\langle \tau \rangle$ were found to obey the VFT law above 278 K, as shown in Figure 6; however, these data follow the Arrhenius law below 278 K ($1000/T \sim 3.6$ K$^{-1}$). The turning temperature of 278 K appears to be independent of $q$ within experimental error. The obtained $\langle \tau \rangle$ values at $q = 18$ nm$^{-1}$ are similar to the JG-$\beta$ relaxation times obtained by dielectric relaxation spectroscopy (shown as a dashed line in Figure 6) [31]. Further consideration revealed that the relaxations observed at the large $q$ region...
below 278 K are mainly caused by the JG-β process [16]. Since the $T$ dependence of $\langle r \rangle$ above 278 K at $q = 14$ nm$^{-1}$ is similar to the one observed at larger $q$ values, we deduce that above 278 K, $\alpha$-relaxations dominate. Therefore, the temperature of 278 K can be identified as the branching temperature $T_{\text{BR}}$ at which, at sufficiently large $q$'s, the main relaxation changes from the $\alpha$ to JG-β type upon cooling. Furthermore, since JG-β emerges only at large $q$ values ($18 < q < 42$ nm$^{-1}$), these have a mainly local character [36–38]. The obtained branching temperature $T_{\text{BR}} \approx 278$ K is clearly different from the one, $T_{\text{BR}} \approx 290$ K, previously obtained from the extrapolation of the JG-β relaxation time. This discrepancy suggests that this extrapolation method is not appropriate as also shown in Ref. [16]. Additionally, we found a clear correlation in which: $T_{\alpha} > T_{\text{BR}} \approx 278$ K. This relation suggests that the branching of the JG-β process requires further cooling from the onset temperature of the $\alpha$ process dynamical change, which is in contrast to previous reports.

3.3 Results on polybutadiene

As mentioned in section 3.2, the nature of glass transition is still not fully understood despite thorough investigative efforts [39]. In the last three decades, extensive studies on glass transitions have been performed theoretically, experimentally and by computer simulations. One of the most important experimental results constructed relaxation time maps of several glass-forming materials [35] by predicting the decoupling of the JG-β process from the $\alpha$ process. Extensive experimental studies have been performed to reveal the decoupling mechanism using various techniques such as NMR [40], dielectric relaxation (DR) [41] and neutron spin echo (NSE) [42–44]. We performed QEGS measurements using single-line TDI on polybutadiene (PB), which is a typical glass-forming polymer, to decouple the JG-β process from the $\alpha$ process [20].

The sample used in this experiment was 1,4-cis-trans-polybutadiene (PB), which is never crystallised because of the microstructure of cis:trans:vinyl = 47:46:7. The $T_g$ determined by differential scanning calorimetry (DSC) was 170 K. The same QEGS measurements were performed on PB as OTP, and the observed time spectra were analysed in the same manner as OTP using Eq. (2). In the analyses, we employed a stretched exponential function with an exponent $\beta_{KWW}$ of 0.45 as an intermediate scattering function [42–44].

The average relaxation time $\langle \tau_{KWW} \rangle$ obtained from the fitting curve is shown in Figure 7 as a function of the inverse of absolute temperature $1/T$ at $q = 9.6, 15, 21, 27, 32$ and 39 nm$^{-1}$. The average relaxation times $\langle \tau_{KWW} \rangle$ evaluated from the fitting curve are consistent with those reported in the literature [20, 40–44]. The viscosity timescale $\tau_\eta(T)$ of PB is shown as a thick dashed line in Figure 7. This timescale was derived from the viscosity of the polymer melts via the Rouse model, which connects the viscosity $\eta$ with the monomeric friction coefficient $\zeta$ through $\tau_\eta(T) \sim \zeta(T)/T$ [43]. The temperature dependence here is described by the VFT law. The temperature of $\langle \tau_{KWW} \rangle$ at $q = 9.6$ and 15 nm$^{-1}$, that is, slightly below and at the first peak in $S(q)$, shows very similar temperature dependence (the VFT law) to the viscosity timescale $\tau_\eta(T)$. Therefore, the VFT law was fitted to the observed $\langle \tau_{KWW} \rangle$ at $q = 9.6$ and 15 nm$^{-1}$. The lines in the figure are the results of the fits at various $q$ values. The fact that the relaxation times observed at $q = 9.6$ and 15 nm$^{-1}$ follow the same temperature dependencies as the viscosity timescale suggests that $\langle \tau_{KWW} \rangle$ at 9.6 and 15 nm$^{-1}$ is dominated by the $\alpha$ process. On the other hand, the temperature dependencies of $\langle \tau_{KWW} \rangle$ at $q = 21, 27, 32$ and 39 nm$^{-1}$ above the valley in $S(q)$ are very different from those at 9.6 and 15 nm$^{-1}$. At temperatures above $\sim 210$ K ($T_{\text{BR}}$), it follows the VFT law, whereas it changes to Arrhenius behaviour
Here $T_{\alpha\beta}$ denotes the transition temperature. Therefore, the VFT law was used to fit data above $T_{\alpha\beta}$ at each $q$, whereas the Arrhenius equation was used for data below $T_{\alpha\beta}$. We thus conclude that the $\alpha$ process occurs above $T_{\alpha\beta}$, as suggested by the corresponding VFT behaviour, and it changes to the JG-$\beta$ process below $T_{\alpha\beta}$, similar to what was observed in OTP. The observation here that the $\alpha$ process changes to the JG-$\beta$ process at $T_{\alpha\beta}$ above the first peak in $S(q)$ contradicts the NSE results on PB [44] where no transition was observed in the high $q$ range. It should be emphasised that this new transition finding at the higher $q$ range can be attributed to the appropriate time and spatial resolutions of the SR-based QEGS technique for observing the branching phenomenon.

An extended mode coupling theory (eMCT) has been proposed to account for hopping processes [45]. This theory predicts a dynamical transition from the $\alpha$ process to a local, hopping-dominated, relaxation process at $T_c$. In other words, this transition corresponds to the switch of the temperature dependence from the VFT law to the Arrhenius law. In the eMCT framework, the transition from the $\alpha$ process to the JG-$\beta$ process corresponds to the transition from the hydrodynamic continuous motion to the hopping motion. The fact that the transition above the first peak occurs near $T_c$ supports this interpretation. In the present experiment, however, we observed that the $\alpha$ process persisted even below $T_{\alpha\beta}$ ($\sim T_c$) near the first $S(q)$ peak. In other words, no transition occurred near the first peak. In this sense, the eMCT cannot be directly applied to our results.

The question still remains as to why the $\alpha$ process lasts even below $T_{\alpha\beta}$ at the first peak. Richter et al. have intensively studied relaxation processes in PB using NSE [42, 43] and found that the $\alpha$ process was observed at the first peak in $S(q)$, whereas the JG-$\beta$ process was observed at the valley in $S(q)$ as mentioned above. These results agree with our observations below $T_{\alpha\beta}$. The key point of their results is that the intermolecular interaction is very important for understanding the transition. It has been demonstrated that the first peak in $S(q)$, the intermolecular correlation, is the strongest, leading to cooperative motion. However, at the valley, the intermolecular correlations are weaker than the first peak, and molecules move less cooperatively or freely. Hence, the cooperative $\alpha$ process is dominant at the first peak, and the isolated motion or the slow JG-$\beta$ process is dominant at the valley. According to the eMCT, the $\alpha$-relaxation changes to the JG-$\beta$ one (hopping process)
at around $T_c$, even at the first peak of $S(q)$, however, in our experiment, the $\alpha$ process was still observed below $T_c$ ($\sim T_{\text{eff}}$) at the first peak. This discrepancy must be due to the strong cooperativity of the relaxation over distances roughly corresponding to the first $S(q)$ peak, which was not included in the eMCT.

3.4 Results on polybutadiene with nano-silica

Tyre rubber has been continuously developed to improve various aspects of its performance, such as its grip, fuel consumption and wear resistance, by adding fillers such as silica nanoparticles and cross-linking agents [46, 47]. However, the microscopic mechanisms behind these improvements are still not fully elucidated and a better understanding is needed to further improve tyre products. Many studies have shown that confined polymer layers around nanoparticles affect the rubber’s macroscopic properties [48–57]. Molecular-scale dynamics studies have also revealed that the presence of nanoparticles slows down the microscopic segmental $\alpha$-relaxation motion and increases its heterogeneity [52, 53]. However, we still do not have a complete picture of the microscopic dynamics for these systems. Additionally, the effect of the particle size on the microscopic dynamics has not been elucidated.

To elucidate the effect of nanoparticles on the microscopic $\alpha$-relaxation dynamics of polymers, we studied the microscopic dynamics of a polybutadiene (PB) and silica nanoparticle mixture by SR-based QEGS using multi-line TDI. Two types of samples were used for this experiment: pure 1,4-PB and 1,4-PB nanocomposites with silica nanoparticles. Two PB nanocomposites, PB-silica20 and PB-silica100, were prepared with 20 vol% of silica nanoparticles with average diameters of 20 and 100 nm, respectively. The glass transition temperature $T_g$ of pure PB was determined to be $\sim 180$ K and no $T_g$ difference could be detected among the three samples.

Figure 8 shows the obtained wide-angle X-ray scattering (WAXS) profile of the two nanoparticle samples. From these WAXS results, we confirmed that the position of the main peak, mainly reflecting the intermolecular correlation of the PB, had changed very little and was covered by the $q$ region in the quasi-elastic scattering measurements (see the bar in the figure). Least-squares fits were performed for the obtained PB time spectrum using Eq. (4) modelling the normalised intermediate scattering function with a KWW profile. The value of $\beta_{\text{KWW}}$ for pure PB was determined to be $0.48 \pm 0.10$ at $q \sim 14$ nm$^{-1}$, which is consistent with the previously reported $\beta_{\text{KWW}}$ value of 0.45 [42]. We obtained $\tau$ by setting $\beta_{\text{KWW}}$ to be 0.45 for the pure PB spectra and then calculated the mean relaxation time $\langle \tau \rangle$ from $\langle \tau \rangle = \tau \Gamma(1/\beta_{\text{KWW}})/\beta_{\text{KWW}}$, where $\Gamma$ is the gamma function [42].

Next, for the PB nanocomposites with silica nanoparticles, the polymer dynamics was studied through the analysis of the relaxation time extracted from the intermediate scattering function, while also considering its non-relaxing component originating from the stable nanoparticles. For the polymer nanocomposite systems, it is known that the contribution of the $\alpha$-relaxation of polymers to the intermediate scattering function can be treated as a KWW function [48, 49]. Therefore, we used the function $F(q,t) = f(q) \exp \left(-|t/\tau(q)|^{\beta_{\text{KWW}}(q)}\right) + c(q)$ to fit the normalised intermediate scattering function for the time spectra of PB-silica100 and PB-silica20, where $c(q)$ is the contribution of the non-relaxing component. By fitting the time spectra obtained for PB-silica100 at 250 K, we determined that the contribution of the non-relaxing component was $c = 0.22 \pm 0.07$ at $q \sim 14$ nm$^{-1}$, assuming $\beta_{\text{KWW}} = 0.45$. We used these values to analyse the time spectra of both PB-silica20 and PB-silica100 because (i) the volume fraction of silica nanoparticles was the...
same for both samples and the $c$ value could also be assumed to be the same and (ii) the non-relaxing component of the polymer was found to be negligible in a mixture of PB and carbon black nanoparticles in the $q$ range of the first peak [48, 49].

**Figure 9** shows the temperature dependence obtained for $\tau_{hi}$. The $\alpha$-relaxation times of pure PB obtained by dielectric relaxation spectroscopy (depicted as a line in **Figure 9**) demonstrate that our results are consistent with the dielectric relaxation spectroscopy results [58]. The temperature dependencies of $\tau_{hi}$ obtained for PB-silica20 and PB-silica100 also show divergent behaviour, although the VFT parameters appear to be different compared to pure PB. At 250 K, the $\alpha$-relaxation times obtained at $q = 14$ nm$^{-1}$ for PB-silica20 and PB-silica100 were longer than those for pure PB, and this relation holds true throughout the studied temperature region. These data suggest that the nanoparticles cause the polymer $\alpha$-relaxation motion to slow down. Moreover, the dynamics of PB-silica20 were much slower than
PB-silica100. Here, the volume fractions of silica nanoparticles in the PB-silica20 and PB-silica100 nanocomposites were the same, but the PB-silica20 surface area was on average 25 times larger than the PB-silica100 surface area. Therefore, the obtained results suggest that the polymer $\alpha$-relaxation dynamics was restricted by contact with the surfaces of the nanoparticles and became even more restricted as the surface area increased. This result is consistent with the conventional idea that the $\alpha$-relaxation times of polymers slow down due to interactions (chemical attachment and physical absorption) between the polymer and the silica nanoparticles on the surface [46, 47]. Additionally, these results demonstrate that QEGS can be used to reveal the polymer dynamics in nanocomposites and for characterising their microscopic dynamics; these insights will be important for advancing industrial materials such as tyre rubber. In the future, investigating the confinement effects of surface polymers/silica nanoparticles that are more similar to industrial tyre rubber will yield more specific information about improving tyre performance. The details of this work can be found in Ref. [21].

4. Conclusions and perspectives

Quasi-elastic scattering techniques using Mössbauer gamma rays are promising approaches for revealing nanosecond and microsecond dynamics directly from the microscopic viewpoint. Currently, quasi-elastic scattering systems using the gamma rays TDI have been developed and utilised for application studies. Additionally, by using a band-width variable $^{57}$Fe-NBMs, we expect that the timescale of measurable dynamics will be expanded (e.g., up to sub 100 pico-second). Developing techniques that expand the timescales of measurements (i.e., between sub 100 pico-seconds and sub-microseconds), such as energy-domain quasi-elastic scattering systems combined with time-domain quasi-elastic scattering systems, is highly desirable.

Moreover, various new X-ray-based techniques are proposed for studying microscopic dynamics, based on focusing monochromators [59], or X-ray echo spectroscopy [60] or free electron lasers (e.g., four-wave mixing experiments) [61]. The combination of these new X-rays (and gamma rays)-based techniques expands the timescales of the measurements significantly (e.g., from femtoseconds to microseconds). Future studies will open new methodologies for depicting the microscopic structural dynamics of condensed matter by X-rays.
Inelastic X-Ray Scattering and X-Ray Powder Diffraction Applications

Author details

Makina Saito*, Toshiji Kanaya2 and Ryo Mashita3
1 Institute for Integrated Radiation and Nuclear Science, Kyoto University, Kumatori, Japan
2 J-PARC, Material and Life Science Division, Institute of Material Structure Science, High Energy Accelerator Research Organization (KEK), Tokai, Japan
3 Sumitomo Rubber Industries, Ltd., Kobe, Japan

*Address all correspondence to: msaito@rri.kyoto-u.ac.jp

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
References


012147-012150. DOI: 10.1088/1742-6596/217/1/012147


