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Chapter 5

Modeling of Dielectric Resonator Antennas using Numerical Methods Applied to EPR

Sounik Kiran Kumar Dash and Taimoor Khan

Abstract

This chapter presents an inclusive analysis of notable techniques carried out on modeling of dielectric resonator (DR)-antenna using numerical methods in last more than two decades. Dielectric resonator antenna (DRA) has created its individual existence in antenna engineering because of its captivating characteristics like; small size, low loss, high efficiency, wide bandwidth, three-dimensional design flexibility as compared to conventional antennas, etc. The DR antennas are being widely modeled using numerical methods nowadays. The triple-folded intention of this chapter is to: (1) give an overview on DRA modeling using single and hybrid numerical methods, (2) give a compressive review of notable numerical modeling researches carried out on DRAs and (3) give some favorable future concentration for the antenna researchers in order to apply the numerical methods on some innovative geometries of DRAs.
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1. Introduction

The term DR (dielectric resonator)-antenna or some time DRA (dielectric resonator antenna) is derived from dielectric, resonator, and antenna, simultaneously. It is basically an antenna in which a dielectric material resonates at a certain frequency. The word dielectric resonator (DR) was firstly used by Richtmyer [1] long back in mid-1930s. The idea of using DR as a radiating element i.e. antenna in cylindrical shape had been firstly accepted in mid-1983s [2]. DR-antennas have several interesting advantages like; small size, large power handling capacity, less dissipation loss, high efficiency, compatible to any 3-D shape, etc. which make them more popular than that of the traditional antennas. The power handling capability, less loss, and
high efficiency are mainly because of the low loss tangent and permittivity of the dielectric resonator while the three-dimensional design flexibility is the function of number of controlling parameters of the resonator’s fundamental shapes like; radius for hemispherical shape, height to radius ratio for cylindrical shape and depth/width as well as length/width ratio for rectangular shape [3]. However, because of the advanced simulation and mechanical tools available, different shapes like; hollow cylindrical, conical, hexagonal, triangular, etc. shapes as shown in Figure 1 are available nowadays.

The mathematical methods used for modeling of DRAs are broadly classified as analytical methods and numerical methods. Up to 1940, the classical methods were widely used for solving the narrow range of electromagnetic (EM) problems only because of complex geometries and mathematical complexities. However, in the mid-1960s, due to the availability of relatively high speed computers, the numerical methods have been supported in their implementation to the EM problems [4]. Since then, numerical methods have taken the place of analytical methods due to numerous advantages, like; lesser computational time, economic for labor purpose, etc. The proposed chapter describes only the three numerical methods: FDTD (finite difference time domain), FEM (finite element method), and MOM (method of moment) which are being widely used for DRAs modeling. In context to this, here different researches carried out on numerical modeling of DRAs in last more than two decades are disused.

2. Dielectric resonator and its antenna characteristics

The gradual development of modern communication systems from microwave-to-millimeter wave had given a chance to Long et al. [2] to investigate dielectric resonator (DR) as a radiator, as a better solution to avoid unnecessary radiation loss, conduction loss, and lower efficiency of conventional microstrip/waveguide antennas at higher frequencies. In course of time, the applications of DRs are not limited to only millimeter but are widely used in microwave and radio frequency ranges also now-a-days. This is because of its several attractive physical characteristics, like 3D-design flexibility, high/low Q-factor, light weight, low cost, ease of excitation, etc. as well as several improved performances in terms of bandwidth, gain, etc. as discussed in the previous section.

Initially, the dielectric resonator was invented in the form of a high Q-factor element specifically used for filters and oscillators [1]. Because of the high Q-factor, the amount of energy stored was much more than the amount of energy lost, which made it to be used as an energy storage device. Once the Q-factor is low, the working is vice versa i.e. the energy radiated is much higher than the energy stored [1]. As per Long et al. [2], when a DR (of low Q-factor) is

![Figure 1. Different geometrical shapes of DR antennas (1—hemispherical, 2—cylindrical, 3—rectangular, 4—conical, 5—hexagonal, and 6—triangular).](image-url)
placed on a metallic ground surface with unshielded surroundings and an excitation is applied to it, then the discontinuity of the relative permittivity at the resonator surfaces plays an important role. It enables the radio waves bounce back and forth in between the resonator boundary and called as standing electromagnetic wave, means it resonates as well as creates chances of reflection but cannot radiate. It is well known that the resonator walls designed to be transparent to radio waves. Once, the resonator is excited at proper resonating mode, the radio waves start penetrating the resonator boundary and radiate into space. The desired resonating mode can be achieved by proper positioning of dielectric resonator, ground plane, feed, and slot. Moreover, the field distribution inside the resonator as well as the radiation pattern in the space, are distinct depending upon the resonating mode at which the resonator is excited. These modes are mainly divided into three different modes, like transverse electric (TE), transverse magnetic (TM), and hybrid electromagnetic (HEM) modes [3–4]. Generally, for rectangular DRAs, the fundamental modes are considered to be TE_{111}, TE_{y111}, and TE_{z111}, respectively. For hemispherical DRAs, these are considered as TE_{111} and TM_{101}. Similarly, for cylindrical DRAs, these modes are considered as TE_{01}, TM_{01}, and HE_{11}/EH_{11} [3, 4].

3. FDTD modeling of DRAs

The Finite-Difference-Time-Domain method is one of the popular methods in context of electromagnetic scattering. From historical point of view; the finite difference time domain method was first developed by Yee in 1966 [5]. Later on, it has been extended to electromagnetic three dimensional cases with steady state excitation and also considered to be one of the feasible alternatives to those frequency domain methods. Apart from this, FDTD method has been recognized to be one of the most effective numerical methods in the study of metamaterial-based structures. In 1990, this FDTD method became one of the popular methods of choice for electromagnetic problem analysis, because of several advantages like: ease of understanding, short development time, and explicit type nature [6]. This method has been successfully implemented in different electromagnetic problems like; scattering of antenna (microstrip patch antenna, dielectric resonator antenna), microstrip circuits, etc. However, for the convenience of the readers, few general steps of using FDTD method for DRA modeling are further illustrated in this section.

3.1. Few general steps for FDTD implementation on DRAs

Generally the FDTD method is formulated by considering the differential form of Maxwell’s two curl equations which describe the propagation of electric as well as magnetic fields in any medium, which can be uniform, homogeneous, and isotropic. In addition to this, the medium is assumed to be lossless i.e., null volume currents or finite conductivity. Thus, the Maxwell’s curl equations can be written as described:

\[ \frac{\partial E}{\partial t} = \nabla \times H \]

\[ \frac{\partial H}{\partial t} = -\nabla \times E \]

(1)

Here \( \mu = \mu_0 \mu_r \) and \( \varepsilon = \varepsilon_0 \varepsilon_r \).
For the solution of this type of partial differential equation by FDTD method, a first order finite difference scheme can be used for both time as well as space.

3.2. Step 1: field in time and spatial domain

Let us consider a three dimensional problem as shown in Figure 2 and define the electric field (or magnetic field) in both space and time domain as [7]:

\[
\frac{\partial F(x, y, z, t)}{\partial x} = \frac{(F(x + \Delta x/2, y, z, t) - F(x - \Delta x/2, y, z, t))}{\Delta x} = \frac{(F^n(i + 0.5, j, k) - F^n(i - 0.5, j, k))}{\Delta x} \quad (2)
\]

\[
\frac{\partial F(x, y, z, t)}{\partial t} = \frac{(F(x, y, z, t + \Delta t/2) - F(x, y, z, t - \Delta t/2))}{\Delta t} = \frac{(F^{n+0.5}(i, j, k) - F^{n-0.5}(i, j, k))}{\Delta t} \quad (3)
\]

As the field is discretized in both space and time domain, hence the practical calculation space is also divided into number of small cubes as shown in Figure 2(a). Here each small cube \(\Delta x \times \Delta y \times \Delta z\) of the problem is known as cell size.

3.3. Step 2: Yee’s algorithm

For a three-dimensional case, the six field locations are considered as interleaved in space as shown in Figure 2(b). Here each small cells are known as FDTD unit cell [5]. The E-field is calculated at each midpoint of small FDTD cell and for convenience purpose the H-field can be calculated at each spatial locations between two adjacent E-fields.

The field component of x-direction can be written as;

\[
H_x^{n+0.5}(i + 1, j + 0.5, k + 0.5) = H_x^{n-0.5}(i + 1, j + 0.5, k + 0.5)
\]

\[
+ \frac{\Delta t}{\mu} \left( \frac{E_y^n(i + 1, j + 0.5, k + 1) - E_y^n(i + 1, j + 0.5, k)}{\Delta z} - \frac{E_z^n(i + 1, j + 1, k + 0.5) - E_z^n(i + 1, j, k + 0.5)}{\Delta y} \right)
\]

\[
= \left( \frac{E_y^n(i + 1, j + 1, k) - E_y^n(i + 1, j + 1, k + 1)}{\Delta z} - \frac{E_z^n(i + 1, j, k + 0.5) - E_z^n(i + 1, j, k)}{\Delta y} \right)
\]

\[
= \left( \frac{E_y^n(i + 1, j, k) - E_y^n(i + 1, j + 1, k)}{\Delta z} - \frac{E_z^n(i + 1, j, k + 0.5) - E_z^n(i + 1, j + 1, k)}{\Delta y} \right)
\]

Figure 2. FDTD analysis [7]. (a) FDTD lattice and (b) unit cell.
\[
E_{x}^{n+1}(i, j, k) = E_{x}^{n}(i, j, k) + \frac{\Delta t}{\varepsilon} \left( \frac{H_{y}^{n+0.5}(i, j, k) - H_{y}^{n+0.5}(i, j - 0.5, k)}{\Delta y} + \frac{H_{z}^{n+0.5}(i, j, k + 0.5) - H_{z}^{n+0.5}(i, j, k + 0.5)}{\Delta z} \right)
\]

(5)

Similarly, the field components for y- and z-direction for both electric and magnetic fields can be easily determined. It should be noted here that if the E-field is calculated at \(n \Delta t\), the H-field is calculated at \((n + 0.5) \Delta t\), for which Yee’s algorithm is also known as leapfrog algorithm.

### 3.4. Step 3: estimation of cell size and time step

It is obvious that in FDTD method, finer cell is taken by assuming constant field over a cell. However, the size of the cell depends upon the wavelength of the material. Smaller cell size gives better accuracy. In case of high permittivity dielectric material, the non-homogeneous type cell-size can be used. After fixing the cell-size, the time step can be taken as per Courant-Fricdrich-Lewy stability condition [13].

\[
\Delta t \leq \frac{1}{V_{\text{max}}} \left( \frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2} \right)^{-1/2}
\]

(6)

Here \(V_{\text{max}}\) is the maximum phase velocity of the wave in the computational domain/volume. This equation ensures that, error generated in one step does not increase with time marching and using this condition the grid dispersion error can be minimized.

### 3.5. Step 4: dielectric resonator antenna analysis

A DR-antenna can be a three-dimensional dielectric geometry of any shape along with conducting feed and ground plane. The FDTD method assumes perfect conductor approximation for microstrip line/patch/ground plane whereas perfect dielectric approximation for substrate as well as dielectric resonators. In FDTD modeling, the fundamental parameters like; permittivity, permeability, and conductivity are assigned to respective cells in the computational domain to form the objects. Microstrip line/patch/ground plane are generally considered as two-diemensional geometry. Hence the tangential E-field component must be null (0) on the surface. Thus, it can be modeled by applying the boundary conditions on the respective planes of the proper cells. Then, the non-perfect conductor cells like: substrate, dielectric resonator or air, are assigned with respective permittivity (\(\varepsilon_r\)). For air \(\varepsilon_r\) will be unity, for substrate and DR the permittivity (\(\varepsilon_r\)) value can be taken as per the modeling requirement. But for a stacking case, the average value of the interfaces of two/multi dielectric constant can be assigned [7].

### 3.6. Step 5: source signal and feed modeling

For excitation of the dielectric resonator, the different waveforms like: plane wave, modulated pulse, etc. can be applied. However, in view of smooth waveform, the Gaussian pulse type excitation is preferably used which is mentioned in Eq. (7).
\[ p(t) = \begin{cases} 
  e^{-\left(\frac{t-t_0}{T_s}\right)^2} & 0 \leq t \leq 2t_0 \\
  0 & Otherwise 
\end{cases} \]  

(7)

where \( T_s \) = spread time, \( t_0 \) = peak time.

In practical case, signal is given to the feed line through SMA connector. This feeding in FDTD approach can be modeled by assigning several electric area within the area along the thickness/height of the substrate which just comes under the strip. Then if the pulse is generated, the fields in the three-dimensional structure can be computed for successive steps until the steady state arrives. Thus, the input impedance (\( Z_{in} \)) of the dielectric resonator antenna is calculated easily using Eq. (8)

\[ Z_{in}(f) = \frac{V_s(f)}{I_s(f)} \]  

(8)

where, \( V_s(f) \) and \( I_s(f) \) are the Fast Fourier Transform (FFT) of the time domain source voltage and source current respectively. Then the return loss can be calculated as:

\[ RL_{dB}(f) = 20 \log \left( \frac{Z_{in}(f) - Z_0}{Z_{in}(f) + Z_0} \right) \]  

(9)

Here \( Z_0 = 50 \text{ Ohm} \).

3.7. Step 6: boundary conditions

During the analysis of EM problems, it is necessary to truncate the computational domain by a virtual boundary. In addition to this, the boundary should be absorbing one in order to absorb all the radiation to avoid reflection which may causes errors. Hence, it is termed as absorbing boundary condition (ABC) which can be of either Mur’s ABC [8] or Berenger’s Perfectly Matched Layer (PML) [9]. However, PML is best ABC in terms of accuracy [7].

The above basic steps shows the advancement in computational electromagnetics using FDTD which enabled many researchers for modeling several complex problems based on DRAs. Some notable researches carried out based on this approach in last decade are discussed here.

In 1994, Shum and Luk [10] have analyzed a rectangular DR-antenna fed by a microstrip line through an aperture made on ground plane using FDTD method for calculating the return losses. Again, [11] have analyzed dielectric ring resonator antenna with an air-gap using the FDTD method for improving the impedance bandwidth of the antenna by adjusting the air-gap spacing. A cylindrical dielectric antenna with a dielectric coating has been analyzed using FDTD method for observing the effect of the relative permittivity of the coating material on the impedance bandwidth of the antenna. Then, again [12] have analyzed a cylindrical DRA operating at the fundamental broadside mode using FDTD method for observing the impact of the feed position, probe length, and the dielectric constant on input impedance. Shum and
Luk [13] have presented a FDTD numerical method for modeling probe-fed cylindrical DR antenna for computing the input impedance of the antenna operating in HEM$_{110}$ mode. Chen et al. [14] have analyzed a probe-fed section-spherical DRA using FDTD technique. The mutual coupling between aperture-coupled cylindrical DRAs has been analyzed using FDTD [15]. The aperture-coupled CDRA on a thick ground plane has been investigated using the FDTD method for reducing the coupling from feed-line to the antenna by increasing the thickness of the ground plane [16]. A cross-shaped DRA designed for circular polarization has been analyzed via conformal FDTD method [17]. Kamchouchi and Kayar [18] have demonstrated FDTD method for simplifying the sophisticated radiation problems. Semouchkina et al. [19] have used FDTD method to study the resonant modes in DR-antenna. The in detail study of inter-element coupling phenomena based on a FDTD technique utilizing Berenger’s PML boundary conditions and geometrical symmetries has been presented by Gentili et al. [20]. A Microstrip-slot coupled rectangular DRA operated in fundamental TE$_{111}$ mode has been investigated numerically and experimentally [21]. Top-hat monopole antennas loaded with radial layered dielectric has been analyzed using FDTD method for computing input impedance of the antenna structure more accurately [22]. Zhang et al. [23] have investigated a probe-fed DRA element operating in a waveguide environment with application to spatial power combining amplifier arrays using FDTD technique. The radiation pattern and input impedance of the strip-fed rectangular shaped DRA have been computed numerically using FDTD method [24]. Nomura and Sato [25] have proposed a combined method of topology optimization and FDTD method for wideband DR-antenna design. Mohanana et al. [26] have investigated a microstrip line excited compact rectangular DRA using FDTD method. FDTD method has been used to calculate the input impedance of the cylindrical DR-antenna with different dimensions [27]. Li et al. [28] have studied a differentially fed RDRA using FDTD method for the fundamental TE$_{111}$ mode at 2.4 GHz, with a bandwidth of 10.4%. Li and Leung [29] have analyzed a differentially fed rectangular DRA using FDTD method. Thus, the several cases of DRAs have been described using FDTD in this section. Yao et al. [30] have presented an efficient two-dimensional FDTD method for analyzing the parallel-plate dielectric resonator. A Pawn DRA has been investigated in time domain for predicting about 122% impedance bandwidth [31]. Dzulkipli et al. [32] have used a simulation technique based on FDTD to analyze mutual coupling effects in reflectarray environment. Gupta and Gangwar [33] have presented numerical analysis of input impedance, return loss, and radiation characteristics of a strip excited triangular shape DRA (TDRA) using FDTD technique. Thus, several cases based on different shapes of DR-antennas have been successfully resolved.

4. Method of moments for DRAs modeling

Method of moments is sometimes known as moment method (MM). It is considered to be the oldest method in terms of deriving point estimators. The name “method moments” is mainly originated from Russian literature. In western literature, the method of moments has been firstly attributed by Harrington [34], however it became much popular in electromagnetic modeling after the work by Harrington [35]. In course of time MOM has been successfully
applied to several practical EM problems like radiation caused by thin-wire elements and arrays, scattering problems, analysis of microstrip and lossy structures and later on for DRA also. So in this context, the modeling of dielectric resonator antenna with some basic steps is clearly discussed in this section. Moreover some published articles of DRA modeling based on this method is also summarized here.

4.1. Few general steps for MOM implementation on DRAs

The integral equations (IE) techniques are quite effective in providing exact solution for dielectric structure modeling. During the modeling of homogeneous system, the integral equations (IE) can be expressed in terms of tangential component of fields (both electric and magnetic) at the media interface only. The equivalence principle [36] is normally used for the solution of scattering problem by using MoM.

4.2. Step 1: representation of field(s) in terms of $\theta$ and $\phi$

Magnetic field and electric field can be expressed in term of scalar and vector potential by considering position $r$ in $\theta$ and $\phi$ direction for three-dimensional problem as [37]:

\begin{align*}
E_r &= \frac{1}{j \omega \varepsilon \mu} \left( \frac{\partial^2}{\partial r^2} + k^2 \right) A_r \\
E_\theta &= -\frac{1}{\varepsilon r s i n \theta} \frac{\partial F_r}{\partial \phi} + \frac{1}{j \omega \varepsilon r \mu} \frac{\partial^2 A_r}{\partial r \partial \theta} \\
E_\phi &= \frac{1}{\varepsilon r} \frac{\partial F_r}{\partial \theta} + \frac{1}{j \omega \varepsilon r \mu \varepsilon r s i n \theta} \frac{\partial^2 A_r}{\partial r \partial \phi} \\
H_r &= \frac{1}{j \omega \mu} \left( \frac{\partial^2}{\partial r^2} + k^2 \right) F_r \\
H_\theta &= \frac{1}{\mu r} \frac{\partial A_r}{\partial \theta} + \frac{1}{j \omega \mu r s i n \theta} \frac{\partial^2 F_r}{\partial r \partial \phi} \\
H_\phi &= -\frac{1}{\mu r} \frac{\partial A_r}{\partial \phi} + \frac{1}{j \omega \mu r \varepsilon r s i n \theta} \frac{\partial^2 F_r}{\partial r \partial \theta}
\end{align*}

4.3. Step 2: formulation of electric and magnetic potential using Green’s function

The electric potential due to a point current $J_0$ inside and outside the dielectric resonators can be expressed as:

For inside DR (i.e. $r < a$):
Here the $G_{fr}^r$ and $G_{fr}^h$ are the electric potential and magnetic potential in $\beta$ directed point current, respectively whereas $\beta$ can be either $\theta$ or $\phi$. $P_n^m(\cos \theta)$: related to Legendre function of order $m$ and degree $n$. $\hat{J}_n(kr)$ and $\hat{H}_n(kr)$ represents the spherical Bessel functions of the first kind and spherical Hankel function of the second kind respectively. $A_{nm}$, $B_{nm}$, $C_{nm}$, and $D_{nm}$ can be determined from the boundary condition at the DR-air interface (i.e. $r = a$) (Figure 3).

After applying the boundary condition $E_\theta^+ - E_\theta^- = 0$ as well as $E_\phi^+ - E_\phi^- = 0$ for E-field and $H_\theta^+ - H_\theta^- = 0$ as well as $H_\phi^+ - H_\phi^- = -I_\theta$ ($-I_\theta$ is taken by considering the $\theta$ directed current) for H-filed at ($r = r' = a$) for both $\theta$ and $\phi$ direction four sets of equation relating $A_{nm}$, $B_{nm}$, $C_{nm}$, and $D_{nm}$ can be established, like Eq. (20) (for E-field) and Eq. (21) (for H-field) [37]:

$$\pm KX_{nm} J_n(ka) \pm KY_{nm} \hat{H}_n(ka) = 0$$  \hspace{1cm} (20)

$$\pm KX_{nm} \hat{J}_n(ka) \pm KY_{nm} \hat{H}_n(ka) = 1$$  \hspace{1cm} (21)

where $j_n(ka)$ and $\hat{k}_n(ka)$ are the spherical Bessel function and spherical Henkel function, respectively, $K$ is the ratio of wave number and permittivity, and $X_{nm}$ $Y_{nm}$ are either $A_{nm}$ $C_{nm}$ or $B_{nm}$ $D_{nm}$ [37]. Out of the four sets of equation, by combing the TE mode equations (which

Figure 3. Analysis of hemispherical DRA [37].
relate to \(A_{nm}, C_{nm}\) (in E-field) and \(B_{nm}, D_{nm}\) (in H-field) and TM-mode equation (which relate to \(B_{nm}, D_{nm}\) (in E-field) and \(A_{nm}, C_{nm}\) (in H-field)) can give a straight forward solution for all four unknowns i.e. \(A_{nm}, B_{nm}, C_{nm}, D_{nm}\). By putting these values in equation (16-19), the simplified versions of Green’s function \(G_{E}^{F_r J_θ}\) and \(G_{A}^{F_r J_θ}\) can be obtained for both inside \((r < a)\) and outside \((r > a)\) region. Again by applying the similar procedure, the Green’s function \(G_{E}^{F_r J_ϕ}\) and \(G_{A}^{F_r J_ϕ}\) for \(φ\) directed current can also be obtained.

4.4. Step 3: formulation of E-field and H-field using Green’s function

The total E-field because of \(θ\) directed and \(ϕ\) directed point currents can be found from potential Green’s function. By substituting the values of \(G_{E}^{F_r J_θ}\) and \(G_{A}^{F_r J_θ}\) (for inside as well as outside cases) in Eqs. (10-15), it can be obtained [37]:

\[
\frac{m^2}{\Delta_n^{EM}} \frac{P_m^n(\cos \theta')}{\sin \theta'} \frac{P_m^n(\cos \theta)}{\sin \theta} \Phi_n - \frac{1}{\Delta_n^{EM} \Delta_m^{EM}} \int_{\partial \Omega} d\theta d\phi' \frac{P_m^n(\cos \theta) \psi_n}{\Delta_m^{EM}}
\]

Like this \(G_{E}^{F_r J_ϕ}\), \(G_{E}^{F_r J_θ}\) and \(G_{A}^{F_r J_ϕ}\) can be obtained [37]. The function \(\Phi_n\) and \(\psi_n\) have different forms for E-field inside \((r < a)\) and outside \((r > a)\) of the dielectric resonator (Figure 3). Then with Green’s function for the solution of the current (either in the feed probe/feed line/patch/strip etc.) can be found/solved by using MoM.

4.5. Step 4: solution of current using MoM

This Method of Moment solution can be well understood by taking an example (as shown in Figure 3). Let in this figure the \(β\) (either \(θ\) or \(ϕ\)) directed E-field \(A_{E}^{θ}, B_{E}^{θ}, B_{E}^{ϕ}\) are produced by \(θ\) directed excitation strip current \(I_{E}^{θ}\), patch current \(I_{E}^{θ}\) and \(φ\) directed patch current \(I_{E}^{ϕ}\) respectively. Now, by imposing the boundary condition, so that total E-field must vanish on the conducting excitation strip, we get;

\[
A_{E}^{θ} I_{E}^{θ} + B_{E}^{θ} I_{E}^{θ} + B_{E}^{ϕ} I_{E}^{ϕ} + E^i = 0
\]

Which can be expressed in terms of Green’s functions, i.e.

\[
\int_{S_A} G_{E}^{F_r J_θ} I_{E}^{θ} dS' + \int_{S_A} G_{A}^{F_r J_θ} I_{E}^{θ} dS' + \int_{S_A} G_{E}^{F_r J_ϕ} I_{E}^{ϕ} dS' + \int_{S_A} G_{A}^{F_r J_ϕ} dS' + \lambda E^i = 0
\]
\[
-\frac{1}{W_1} \int_{S_1} C_{f_0} E_{,0}^A dS' + \frac{1}{W_2} \int_{S_2} C_{f_0} E_{,0}^B dS' + \frac{1}{L_2} \int_{S_3} C_{f_0} E_{,0}^E dS' = \frac{1}{a} \phi(\theta)
\]  

(25)

Here: \( A_E^i = (V_0/a) \phi(\theta) \) and \( V_0 = 1 \) (unity).

\( E_{,0}^A = E_{,0}^B = L_{,0}^E = \frac{1}{a} \phi(\theta) \).

Now these currents can be expanded using MoM and resulted as:

\[
E_{,0}^A(\theta) = \sum_{p_i=1}^{N_1} f_{,0}^{A_i}(p_i) \phi(p_i)
\]  

(26)

\[
E_{,0}^B(\theta) = \sum_{p_i=1}^{N_2} f_{,0}^{B_i}(p_i) \phi(p_i)
\]  

(27)

\[
E_{,0}^E(\theta) = \sum_{p_i=1}^{N_3} f_{,0}^{E_i}(p_i) \phi(p_i)
\]  

(28)

where, \( f_{,0}^{A_i}(\theta), f_{,0}^{B_i}(\theta), \) and \( f_{,0}^{E_i}(\phi) \) are PWS basis functions [38]. Similarly two more equations can be obtained by enforcing the boundary conditions, like;

\[
A_E^A + B_E^A + E_E^A = 0
\]  

(29)

\[
A_E^B + B_E^B + E_E^B = 0
\]  

(30)

By applying Galerkin’s procedure again we can obtain three sets of equations as of Eqs. (26)–(28). Then the whole equation set can be solved by using the following matrix formulation [4]:

\[
\begin{bmatrix}
Z_{AB}(p_1, q_1)_{N_1 \times N_1} & Z_{AB}(p_1, q_2)_{N_1 \times N_2} & Z_{AB}(p_1, q_3)_{N_1 \times N_3} \\
Z_{AB}(p_2, q_1)_{N_2 \times N_1} & Z_{AB}(p_2, q_2)_{N_2 \times N_2} & Z_{AB}(p_2, q_3)_{N_2 \times N_3} \\
Z_{AB}(p_3, q_1)_{N_3 \times N_1} & Z_{AB}(p_3, q_2)_{N_3 \times N_2} & Z_{AB}(p_3, q_3)_{N_3 \times N_3}
\end{bmatrix}
\begin{bmatrix}
V_{,0}^{A_i} \\
V_{,0}^{B_i} \\
V_{,0}^{E_i}
\end{bmatrix}_{N_i \times 1} =
\begin{bmatrix}
0_{N_1 \times 1} \\
0_{N_2 \times 1} \\
0_{N_3 \times 1}
\end{bmatrix}
\]  

(31)

After the current vector \( \left[ V_{,0}^{A_i} / V_{,0}^{B_i} / V_{,0}^{E_i} \right] \) is obtained from Eq. (31), the input impedance can easily be calculated from \( Z_{in} = \gamma / \sum_{p_i=1}^{N_1} f_{,0}^{A_i} f_{,0}^{A_i}(0) \). Further, here \( \gamma = 1 \) for equivalent spherical DR while 0.5 for hemispherical DR. Then, the remaining current vectors \( \left[ V_{,0}^{A_i} / V_{,0}^{B_i} / V_{,0}^{E_i} \right] \) together along with \( \left[ f_{,0}^{A_i} / f_{,0}^{B_i} / f_{,0}^{E_i} \right] \) can be used to calculate the radiation fields of dielectric resonator antenna. Thus, few general mathematical steps are discussed here for implementation of method of moments.
which are quite useful and simple. The use of this method for analyzing some DRAs in last decades is further summarized here.

Analysis of the disk antennas above the grounded dielectric substrate has been carried out using moment method [39]. The input impedance of a cylindrical DRA excited by an aperture slot has been computed using MOM method together with an efficient matrix solution algorithm [40]. Leung and Luk [41] have studied an aperture-coupled hemispherical DRA using MM method for broadside TE\textsubscript{111} mode. An aperture-coupled hemispherical shaped DR-antenna operating at the end-fire TE\textsubscript{221} mode has been studied using MOM method together with Green’s function [42]. Liu et al. [43] have analyzed a DRA based on the electric and magnetic field integral equations using MM method. The Green function technique together with the MM method has been used to determine the equivalent magnetic current in the slot of slot-fed DRA with/without a backing cavity [44]. Kishk et al. [45] have done a numerical study of split cylindrical DRAs on a conducting ground plane excited by a coaxial probe excited in HEM\textsubscript{11} and HEM\textsubscript{12} modes based on MM method. Then MOM-based surface integral equation solver for studying arbitrarily shaped aperture coupled DRAs has been developed [46]. Chow and Leung [47] have investigated the input impedance of the cavity-backed slot-coupled DRA excited by a slender strip using the MM method. The MOM method with piecewise sinusoidal (PWS) basis and testing functions has been used for analyzing a circularly polarized DRA excited by a spiral slot [48]. A rigorous analysis has been done for the excitation of hemispherical type DRA loaded by a circular disk using MOM [49]. Baghaee et al. [50] have analyzed a probe-fed rectangular DRA on a finite ground plane using MOM. A rigorous analysis of the slot-coupled hemispherical dielectric resonator top-loaded by a conducting cap has been presented using MOM [51]. Eshrah et al. [52] have proposed excitation of DRAs by waveguide slots as a substitute to traditionally used excitation mechanism as well as to enhance bandwidth and to control the power coupled to the DRA using MOM method. The coaxial-aperture-fed hemispherical DRA has been analyzed using MOM method [53]. Lam and Leung [54] have analyzed U-slot excited DRA with a baking cavity using the MOM. Ge and Esselle [55] have analyzed the aperture coupled DRA using MOM method. Borowiec et al. [56] have used MOM approach for analyzing a cavity backed, slot excited DRA. Abdulla and Chakraborty [57] have analyzed hemispherical DRA excited with a thick slot at the short circuited end of waveguide using MM method. For a hemispherical DRA, the integral of the admittance matrix corresponding to the homogeneous Green’s function has been evaluated by expressing the homogeneous Green’s function in terms of a double summation using MM method [58]. Broad wall longitudinal slot coupled hemispherical DRA has been analyzed using MOM [59]. Thus, the moment method has been successfully applied on several cases of DRAs. Thus, several cases of DRAs have been resolved using moment method in this section.

5. Modeling of DRAs using FEM

Engineering domain is one of vastest system, where mathematical model is one of the suitable alternative for describing the behavior of the whole system in a constructive manner. Finite
element method is one of those mathematical modeling techniques, initially used for structural analysis during 1960–1970s. However, its introduction with electromagnetic scattering problems in 1980s is well documented in [60]. Initially, it was mainly based on static, quasi-static, and guided wave problems. In course of time, this was highly appreciated for microwave and millimeter-wave system optimization as well as for EM radiation means for antenna. In addition to this, the finite element method (FEM) is one of the numerical tools to have the approximate solution, which can be used in general purpose computers and thus increased the usability. In FEM, mainly the problems are divided into different subdomains, known as the finite element which causes the problem to have many number of finite element patches [61], and in context to this, now this method is considered to be one of the finest methods in computational electromagnetics mainly for antenna modeling, with evidence of a good number of publications in electromagnetic domain. However, the basic steps of modeling of dielectric resonator antenna (three-dimensional structure), is discussed in this section.

5.1. Few general steps for FEM implementation on DRAs

The procedure of implementing FEM for modeling of a dielectric resonator antenna is quite different than those for microstrip patch antennas. The way of defining discretization of the finite volume as well as the boundary condition is quite important in FEM modeling. For smooth understanding, the basic approaches of FEM in context of DRA modeling some basic mathematical steps are elaborated here.

5.2. Step 1: formulation of basic fields

For any electromagnetic problem, first we need to define the field. As here DR-antenna is a three-dimensional structure, so let us assume a three-dimensional scattering problem as shown in Figure 4(a), having finite volume $V$ with of permittivity $\varepsilon$ and permeability $\mu$ surrounded by an area of volume $V_\infty$ of permittivity $\varepsilon_0$ and permeability $\mu_0$ at a finite distance of $S$. When electromagnetic wave input having angular frequency ($\omega$) is applied then it starts scattering. The electromagnetic field inside the volume $V$ ($E_1, H_1$) and outside volume $V$ ($E_2, H_2$) can be written in terms of vector differential wave equations for a source-free region [62].
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Figure 4. (a) Scattering problem of DRA [62] and (b) discretization of the DR structure [63].
\[
\n\nabla \times \frac{1}{\mu} \nabla \times \mathbf{E}_1 - \omega^2 \varepsilon \mathbf{E}_1 = 0 \tag{32}
\]

\[
\nabla \times \frac{1}{\varepsilon} \nabla \times \mathbf{H}_1 - \omega^2 \mu \mathbf{H}_1 = 0 \tag{33}
\]

\[
\nabla \times \nabla \cdot \mathbf{E}_2 - k_c^2 \mathbf{E}_2 = 0 \tag{34}
\]

\[
\nabla \times \nabla \cdot \mathbf{H}_2 - k_c^2 \mathbf{H}_2 = 0 \tag{35}
\]

Where \( K = \) Free space wave number.

Here three-dimensional FEM can be applied for the solution of fields inside the volume \( V \), whereas a surface integral equation (which is a solution for the fields in \( V_\infty \)) is then applied to provide a necessary boundary constraint on the surface for the finite element solution. Now, it is the task to solve Eqs. (32) and (33) which is inside the volume, using three-dimensional FEM.

In context of this, the corresponding functional of Eqs. (32) and (33) is highly desired. With little mathematics (using vector identity and applying divergence theorem) the corresponding functional of Eqs. (32) and (33) for the entire domain \( V + V_\infty \) can be written as [63]:

\[
F = \frac{1}{2} \iiint_V \left\{ \frac{1}{\omega^2 \mu} (\nabla \times \mathbf{E}_1) \cdot (\nabla \times \mathbf{E}_1) - \varepsilon \mathbf{E}_1 \cdot \mathbf{E}_1 \right\} dV + \frac{1}{2} \iint_{S_\omega} \left\{ \nabla \times \mathbf{E}_1 \right\} \cdot \hat{n} dS \tag{36}
\]

\[
F = \frac{1}{2} \iiint_V \left\{ \frac{1}{\omega^2 \varepsilon} (\nabla \times \mathbf{H}_1) \cdot (\nabla \times \mathbf{H}_1) - \mu \mathbf{H}_1 \cdot \mathbf{H}_1 \right\} dV + \frac{1}{2} \iint_{S_\omega} \left\{ \nabla \times \mathbf{H}_1 \right\} \cdot \hat{n} dS \tag{37}
\]

The surface integral in Eqs. (36) and (37) are nearly same and with little mathematics they can be written as:

\[
\frac{j}{2\omega} \iint_S \left\{ (\mathbf{E}_1 \times \mathbf{H}_1) \right\} \cdot \hat{n} dS \tag{38}
\]

Further, in scalar form Eqs. (36) and (37) can be rewritten as:

\[
F = \frac{1}{2} \iiint_V \left\{ \frac{1}{\omega^2 \mu} \left[ \left( \frac{\partial E_z}{\partial y} - \frac{\partial E_y}{\partial z} \right)^2 + \left( \frac{\partial E_y}{\partial x} - \frac{\partial E_x}{\partial y} \right)^2 + \left( \frac{\partial E_x}{\partial z} - \frac{\partial E_z}{\partial x} \right)^2 \right] - \varepsilon \left[ E_x^2 + E_y^2 + E_z^2 \right] \right\} dV
+ \frac{j}{2\omega} \iint_S (E_x H_y - E_y H_x) dS \tag{39}
\]

\[
F = \frac{1}{2} \iiint_V \left\{ \frac{1}{\omega^2 \varepsilon} \left[ \left( \frac{\partial H_z}{\partial y} - \frac{\partial H_y}{\partial z} \right)^2 + \left( \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} \right)^2 + \left( \frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x} \right)^2 \right] - \mu \left[ H_x^2 + H_y^2 + H_z^2 \right] \right\} dV
+ \frac{j}{2\omega} \iint_S (E_x H_y - E_y H_x) dS \tag{40}
\]
Here, the subscript 1 on both E and H has been dropped for convenience. Also, l and m are two orthogonal unit vectors tangential to the surface S and they are so oriented that (l, m, n) form a right handed systems.

5.3. Step 2: finite element discretization and surface integral formulation for fields

The finite volume V of the DR can be subdivided into numbers of three-dimensional elements which can be either tetrahedral, rectangular prisms, or a triangular prisms or even better isotropic elements [63] (as shown in Figure 4(b)) that depends upon the applications and geometry type. However, within each element the field can be expressed as:

\[
\mathbf{E} = \sum_{i=1}^{n} N^e_i(x, y, z) \mathbf{E}^i \quad \text{and} \quad \mathbf{H} = \sum_{i=1}^{n} N^e_i(x, y, z) \mathbf{H}^i
\]

Here; \( n \) is the number of nodes, \( N^e_i \) is the interpolation function, and \( \mathbf{E}^i, \mathbf{H}^i \) in the fields at the \( i \)-th node.

Substituting Eq. (41) into Eq. (39) or Eq. (40) and applying Rayleigh-Ritz procedure the system of liner equations can be obtained [62]. Now applying three-dimensional finite element discretization to Eq. (39) results in the matrix equation;

\[
\begin{bmatrix}
\mathbf{K}_{ll} & \mathbf{K}_{ls} \\
\mathbf{K}_{sl} & \mathbf{K}_{ss}
\end{bmatrix}
\begin{bmatrix}
\mathbf{E}_{ll} \\
\mathbf{E}_{ss}
\end{bmatrix}
= \begin{bmatrix}
0 \\
0
\end{bmatrix} \quad (42)
\]

and

\[
\begin{bmatrix}
\mathbf{K}_{ll} & \mathbf{K}_{ls} \\
\mathbf{K}_{sl} & \mathbf{K}_{ss}
\end{bmatrix}
\begin{bmatrix}
\mathbf{E}_{ll} \\
\mathbf{E}_{ss}
\end{bmatrix}
+ \begin{bmatrix}
\mathbf{B}_{ss} \\
\mathbf{B}_{0ss}
\end{bmatrix}
\begin{bmatrix}
\mathbf{E}_{ss} \\
\mathbf{H}_{ss}
\end{bmatrix}
= \begin{bmatrix}
\mathbf{E}_{INC} \\
\mathbf{H}_{INC}
\end{bmatrix} \quad (43)
\]

where \( \mathbf{E}_{ll} \) is the electric field nodes interior to the surface S; \( \mathbf{E}_{ss} \) is the tangential electric field at the nodes on S; \( \mathbf{H}_{ss} \) is the tangential magnetic field at the nodes on S, \( \mathbf{K} \) is the matrix having three dimensions.

In close observation to Eqs. (41) and (42), it is clear that, they do not form a complete system and this can be achieved by developing matrix equation relating to \( \{ \mathbf{E}_{ss} \} \) and \( \{ \mathbf{H}_{ss} \} \), hence the Finite element surface integral formulation can be applied as follows:

For a finite domain V bounded by a surface S, the electric field and magnetic field inside, in the form of incident electric field can be expressed as [62]:

\[
\mathbf{E}(\mathbf{R}) = \mathbf{E}^{INC}(\mathbf{R}) - \int_{S} \left\{ \mathbf{\nabla} \times \mathbf{E}_0(\mathbf{R}, \mathbf{R}') \cdot \left[ \mathbf{n}' \times \mathbf{H}(\mathbf{R}') \right] - j \omega \mu \mathbf{E}_0(\mathbf{R}, \mathbf{R}') \cdot \left[ \mathbf{n}' \times \mathbf{H}(\mathbf{R}') \right] \right\} dS'
\]

After discretizing the above equation on the surface S, a matrix equation comes in the form:

\[
\mathbf{K} = \begin{bmatrix}
\mathbf{K}_{ss} & \mathbf{K}_{s0} \\
\mathbf{K}_{0s} & \mathbf{K}_{00}
\end{bmatrix}
\begin{bmatrix}
\mathbf{E}_{ss} \\
\mathbf{H}_{ss}
\end{bmatrix}
= \begin{bmatrix}
\mathbf{E}_{INC} \\
\mathbf{H}_{INC}
\end{bmatrix} \quad (44)
\]

\[
\begin{bmatrix}
\mathbf{K}_{ss} & \mathbf{K}_{s0} \\
\mathbf{K}_{0s} & \mathbf{K}_{00}
\end{bmatrix}
\begin{bmatrix}
\mathbf{E}_{ss} \\
\mathbf{H}_{ss}
\end{bmatrix}
= \begin{bmatrix}
\mathbf{E}_{INC} \\
\mathbf{H}_{INC}
\end{bmatrix} \quad (45)
\]
where $E_{\text{INC}}$ is the tangential incident electric field at the node on $S$, and again $B$ denotes a matrix of three dimensions. Now the combination of Eqs. (42), (43), and (45) form a complete system in order to solve the nodal fields.

For modeling of DRAs, these basic steps of FEM method has also been utilized but the referenced literature on it is very much limited. However some of the collected articles are discussed here. Fargeot et al. [64] have used DR antenna with a non-destructive method based on FEM for characterizing material. A microstrip-coupled cylindrical DRA excited in the HE$_{313}$ mode has been investigated theoretically as well as experimentally using FEM [65]. Neshati and Wu [66] have proposed a microstrip-slot coupled rectangular DRA using FEM. A probe fed rectangular DRA supported by finite ground plane and operated in TE$_{111}$ mode has been analyzed numerically using FEM method [67]. Analysis of waveguide fed DRA has been carried out using FEM [68].

6. Hybrid numerical methods for DRAs modeling

The basic steps for FDTD, MoM, and FEM have well discussed in previous sections. However, in this section several cases of DRAs modeling have been discussed using a combination of more than one numerical method like: combination of MOM with others methods and the combination of FEM with others methods, respectively.

The moment method (MM) has been combined with FDTD for analyzing a rectangular DRA over a finite ground plane with microstrip slot excitation [69] and for analyzing a DRA fed by a microstrip line coupled with DR through a narrow aperture in a ground plane [70], respectively. Again, the moment method has been combined with mode matching method for studying the scattering problem of the probe-fed hemispherical DR antenna utilizing a conducting conformal strip excitation operated in the fundamental TE$_{111}$ mode [71]. A new excitation scheme employing a conducting conformal strip has been analyzed for DRA excitation operated in fundamental mode TE$_{111}$ using mode-matching method [72].

Few cases of DRAs have also been modeled using a combination of FEM and other numerical methods, which are discussed here. The hybrid combination of FEM and conventional dielectric waveguide model (CDWM) has been used for studying a probe-fed rectangular DRA supported by a ground plane theoretically and experimentally, simultaneously [73]. The FEM has again been combined with finite integral method (FIT) for analyzing a novel “C”-shaped DRA [74] as well for reducing the mutual coupling between two identical cylindrical DRAs [75] mounted on a conducting hollow circular cylindrical structure in E-plane and H-plane coupling, respectively. A reflectarray mounted on or embedded in cylindrical and spherical surfaces has been analyzed using finite integration method and transmission line method at 11.5 GHz for satellite applications [76]. Again Dhouib et al. [77] have reported the analysis of aperture-coupled and microstrip proximity coupled DRAs using transmission line method. A hybrid combination of FEM and finite integration method (FIT) has also been used for analyzing an electrically small and high permittivity “C” DRA [78]. The FEM has been combined with FDTD for designing multi-segment DRA [79] and for structural mechanics analysis of DRAs [80], respectively.
7. Electron paramagnetic resonance resonator types and effects

In general electron paramagnetic resonance (EPR) is a spectroscopy tool used in different emerging areas of physics, chemistry, and biology for the characterization of paramagnetic species [81–83]. In general there are some specific types of EPR resonators, say wave-guide resonator, microstrip resonator, dielectric resonator, and transmission line resonator [83]. Unlike traditional EPR wave-guide cavities operating in the transverse electric TE mode, on which both longitudinal and transverse dimensions scale with frequency, transmission-line resonators operating in the transverse electromagnetic (TEM) mode have their resonant frequency set only by the longitudinal dimension and the effective relative permittivity of the medium (\(\varepsilon_{\text{ref}}\)) which ultimately results in shorter transverse dimensions than half wavelength [84]. As per [85] the conventional EPR systems i.e. using wave guide cavities as well inductive detection have a sensitivity limitation to near \(10^{11}\) spins/GHz\(^{1/2}\), which is inadequate for studying samples having smaller number of spins. On the other hand if we see, dielectric resonators (DR) which are made of a single crystal/ceramic material with comparatively high dielectric constants with low loss have better sensitivity of EPR than those conventional ones. It can also achieve sensitivity nearly 5 \(\times 10^{8}\) spins/G [85]. Apart from this, the small size of the DR also helps in using it as the central part of mini-EPR, while the absence of background signals gives more degrees of freedom for precise recordings of EPR spectra. As per [85] different kind of shapes can be actualized in a DR in order to store and analyze samples. It can be noted that more no of shapes helps in storing and analyzing more number of samples simultaneously. However the modeling work of making different types of shapes as well as their effect on resonator characteristics can be well developed by the numerical methods discussed in previous sections.
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