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1. Introduction

Within the last years a new challenging field of robotics has arisen in which assisting robots cooperate and interact with humans, both imitating their behaviour patterns and performing with them and/or in their environment diverse complex tasks. Due to the ambitious tasks and the complexity of a time varying environment, these "humanoid" robots have to be provided with much more intelligence in comparison with the current industrial robots available on the market. Thus, the robot has to dispose on the one hand of a large variety of dedicated sensors which cover the full range of human perception modalities and which collect information about the state of the robot and of the environment. On the other hand the control concept has to provide the capability of extracting, combining and analyzing this information in order to cope autonomously with these extreme conditions in the most appropriate way. Moreover, in order to be able to face a manifold of different possible situations, the robot has to manage specific human-like skills. That means it has to perceive, act, deliberate and communicate in a robust manner.

In order to develop advanced cognitive systems, various architectures have been proposed and validated in different application fields (Vernon et al., 2007). However, the implementation of such architectures in the robotics results often in a three-layer structure with a planning, an executive and a functional (control) level (Gat, 1997).

In spite of the many proposed approaches the communication problem between executive and planning is still an unsolved one because of the two different abstraction levels (Joyeux et al., 2007). In order to fill in this gap, some solutions have been developed merging executive and planning into a hybrid level. Following this kind of approach architectures like IDEA (Finzi et al., 2004) and CLARAty (Estlin et al., 2001) have been designed.

Within the Collaborative Research Center 588 “Humanoid Robots – Learning and Cooperating Multimodal Robots” (SFB588) a three-layer cognitive architecture has been presented for coping with the complexity of the challenging tasks that a humanoid robot is supposed to achieve (Burghart et al., 2005). Based on this reference a two-layer discrete-continuous control located in the two lowest levels of this architecture has been developed.
at Fraunhofer IITB in order to enable the robot to achieve successfully its goal also in a complex dynamical environment. Only by reconfiguring its plan (discrete control) and by adapting its control strategy (continuous control) the robot can react autonomously to external disturbances and to unexpected events occurred during the execution of its plan.

For choosing the optimal strategy to solve a task, different decision making algorithms driven by the actual situation have been proposed in the past, mainly in the form of reactive planning in mobile robotics (Finzi et al., 2004; Estlin et al., 2001). Most of them rely on the use of Neural Nets, Fuzzy methods or Bayes approaches (Gao & Zhou, 2005; Lundell et al., 2005; Schrempf & Hanebeck, 2005; Serrano, 2006).

The description of discrete-continuous hybrid systems makes often use of discrete models based on Petri nets or automata (Nenninger & Krebs, 1997; Antsaklis et al., 1998). Although the widening of these tools can be led back to applications in the production scheduling, Petri-nets are also used more and more in the field of robotics for modeling and planning complex tasks (Cao & Sanderson, 1994; Chang et al., 2004) as well as for their coordination and supervision (Asfour et al., 2004; Lehmann et al., 2006). Many applications can be found for example both in the area of unmanned vehicles (Palomeras et al., 2006) as well as of humanoid robots (Kobayashi et al., 2002).

The discrete-continuous control concept developed at Fraunhofer Institute IITB (Milighetti & Kuntze, 2006) utilizes a Fuzzy decision making algorithm supported by a modular task sequence based on Primitive Skills (PS) and modelled by Petri nets which considerably improves the autonomy and the flexibility of the robot. The efficiency of the proposed concept is demonstrated in a first experiment on a grasping task in which different vision and acoustic sensors can be deployed.

2. Control Architecture

The quality of a plan depends strongly on the accuracy of the available information about the environment. In a complex time-varying environment where a large variety of events can not be foreseen (e.g. dynamic obstacles) an off-lined scheduled sequence of actions leads often to a failure in the execution of the task. Therefore a discrete-continuous control has to assure that even in the presence of unpredicted conditions the plan is dynamically adapted in order to enable the robot to achieve the goal.

The basic structure of the discrete-continuous control concept developed for the supervision of the robot throughout its task is shown in Fig. 1. The state of the robot and of the environment in which it acts are captured with the help of proprioceptive (e.g. encoder) and exteroceptive sensors (e.g. camera, microphone, force-torque). A hierarchical two-level control is then responsible for the interpretation of such an information.

In the upper level, a discrete control processes the measurements coming from the sensors and uses them in order to generate diagnosis signals that contain quantitative information about the continuous state of the system (e.g. position of objects, sounds, forces). As a second step, this information serves for the identification of the discrete state or event
providing the qualitative information about the present situation (e.g. a contact has been established). By interpreting the acquired knowledge about both the continuous and discrete state of the system, a decision unit analyses the actual task sequence and if necessary adapts it or introduces new appropriate actions for overcoming unexpected situations. A fast online task adaptation and a transparent and efficient structure on Which supports an easy implementation of an online decision making algorithm, have been obtained by adopting a modular architecture based on the concept of Primitive Skills. Every robot task can be divided into a discrete sequence of elementary actions (called Primitive Skills – PS), each with its own control strategy. A simple assembling process can for example be described by the following five PS:

PS1. Localisation of the part by means of an optical sensor (e.g. a stereo camera);
PS2. Approach to the object with a time optimal and collision-free trajectory;
PS3. Grasping the part by means of tactile and slip sensors;
PS4. Motion to the assembling point and establishment of the contact;
PS5. Assembling using force-torque sensors.

Once the decision unit has determined the PS sequence that has to be performed and the most appropriate controller to execute the currently active PS, in the lower hierarchy level the continuous control ensures an optimal system response and the attainment of the desired values by adapting the parameters of the employed control law.

3. Task structure based on Primitive Skills and Petri Nets

3.1 Primitive Skills basic concept
A modular structure of a robot task offers numerous advantages. First of all a transparent action sequence is easy to understand and to be handled by the user. Moreover it offers a flexible plan which can be adapted online simply introducing new actions in the sequence and removing or adapting the existing ones. In addition, the presence of software-modules reduces the effort of the programmer since it maximizes the reusability of the code. Finally
such a structure emphasises the discrete nature of the system, offering an optimal basis for the communication with a symbolic planner and supporting also the integration of learned processes, since many learning approaches are based on the decomposition of human actions into sequences of elementary actions (Pardowitz et al., 2007; Peters et al., 2007).

Following this modular approach different concepts have been proposed especially in the area of the manipulation (Hasegawa et al., 1992; McCarragher, 1996; Morrow & Khosla, 1997). In the present contribution an elementary action (Primitive Skill) has been defined starting from the tuple (1) introduced in (Thomas et al., 2003).

$$PS = \{HM, \tau, \lambda\}$$  \hspace{1cm} (1)

The variable HM (Hybrid Motion) contains the information needed for the trajectory generation and for the control of the motion (e.g. desired values, active control-law and used parameters, control frame,…) in order to reach the PS-goal. The resources involved in the execution of the PS (e.g. sensors, tools, objects,…) and the associated commands (e.g. activate, open,….) are stored in the variable $\tau$. The third variable $\lambda$ represents the leave condition of the PS, which has to be fulfilled in order to consider the PS completed and to execute the next one (position reached, malfunctioning,…). More theoretical details about these three variables can be found in (Thomas et al., 2003).

### 3.2 Extension of the Primitive Skills concept

This concept has been extended in (Milighetti & Kuntze, 2006) by adding two more variables in order to include in the PS information about its actual capabilities and about the influence of the environment on its performance. This extension leads to a PS defined as

$$PS = \{HM, \tau, \lambda, E, a\}$$  \hspace{1cm} (2)

The affinity $a$ evaluates the a-priori suitability of the PS for achieving a given goal. Comparing two different PS which are able to reach the same final state, the affinity value tells how optimal is a PS with respect to the other one (e.g. faster, more accurate). For example a localization by means of a visual sensor is faster than a localization with tactile inspection. The affinity is time independent because it is based only on a-priori knowledge about the performance of each PS without taking into account the actual situation.

If $PS_{opt}$ is the a-priori optimal choice in order to achieve a goal $g$ (that means an affinity $a_{opt} = 1$), the affinity $a_i$ of another PS compared with it can be expressed for example by:

$$a_i = \begin{cases} 
0 & \text{if } g \notin \text{goalset}_i \\
1 - k \cdot \frac{|p_i - p_{opt}|}{\max(p_i, p_{opt})} & \text{if } g \in \text{goalset}_i
\end{cases}$$  \hspace{1cm} (3)

with $p_{opt}$ the optimal value of the comparison parameter (time, accuracy,….) and
The efficiency $E$ on the contrary measures the current suitability of the PS by analyzing how good every resource needed for its execution is functioning with respect to the actual state of the system.

The efficiency $E_k(t)$ of a resource $k$ can be decomposed into the following two components:

$$E_k(t) = a v_k(t) \cdot q_k(t), \quad a v \in \{0,1\}, \quad q \in [0,1]$$

where $a v_k$ is the availability of the $k$-th resource and $q_k$ its quality. While the availability can assume only the values 0 (the resource is available) and 1 (the resource is not available), the quality can be estimated using the whole interval $[0,1]$ with 1 indicating an optimal functional capability and 0 a not functioning resource.

In order to obtain the total efficiency of the PS, the efficiencies of the $n$ involved resources are combined as follows:

$$E(t) = m \cdot \prod_{j=1}^{n_{coop}} \max_{i=1}^{n_{comp}} (E_{ji}(t))$$

The single efficiencies calculated by (6) can be adjusted in a $n_{coop} \times n_{comp}$ matrix, where $n_{comp}$ is the maximum number of complementary resources and $n_{coop}$ the number of the cooperative ones. With such a structure the efficiencies of the resources, which are working in cooperation (they provide the same kind of measurement) can be listed in each column (see equation (7)). Thus, according to equation (6), the total efficiency of the PS can be evaluated by multiplying the maxima of each column.

$$\begin{pmatrix}
E_{11} & \cdots & E_{1j} & \cdots & E_{1n_{comp}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & E_{n_{comp}} \\
\end{pmatrix}$$

In the PS4 of the example introduced in paragraph 2 (“Motion to the assembling point”) the assembling point can be identified by means of several fixed cameras while the establishment of the contact with the surface can be supervised with the help of a force-
torque-sensor. In this case the efficiency of the PS is evaluated taking the maximum of the camera efficiencies and multiplying it with the efficiency of the force-torque-sensor.

A memory factor $m$ has been introduced in (6) in order to consider a learning capability of the robot with respect to previous execution of the same PS. A break of the action before the goal has been achieved results in a decrement of $m$, a successful termination in its increment.

Since the efficiency measures the present performance capability of a PS, its value is actualized online during the whole robot task. In this way the discrete control has access at any times to the information that describes in a compact form the influence of the state of the system on the actions of the robot.

3.3 Task modeling by means of Petri Nets

In order to achieve the desired goal, the robot can plan the execution of different complex actions. The division of each action into a sequence of PS can result either from the segmentation used for learning the action (Pardowitz et al., 2007) or from automatic approaches (Bagchi et al., 2000). Thus, the complete robot task results in a chain of PS, which can be intuitively modelled by means of a Petri net associating every PS to a place. Following this approach, the exemplary assembly task presented in paragraph 2 can be described by the net of Fig. 2.

The marked place represents the actual discrete state of the system, that is the currently performed PS. A transition is activated once the leave condition $\lambda$ of the executed PS has been fulfilled. By firing the transition the next PS in the net will be activated.

![Fig. 2. Petri net modelling an assembling task](image1)

Of course the resulting net is not as simple as the one in Fig. 2 for every planned task. In the majority of the cases the robot has to face nets with different alternatives, which could result for example from the following situations:
- parallel tasks, that the robot has to perform;
- processes, that can be activated at any time during the execution of the main task;
different available strategies for solving the given task or some of its sub-actions.
In order to resolve this kind of conflicts in the net (more than one transition firable at the same time) a decision making algorithm at higher level has to be implemented.

4. Decision Making Algorithm

4.1 Decision making algorithm
The decision making algorithm can be seen as the discrete control law of the robotic system. In fact, every time step the actual discrete state is compared with the desired optimal one and corrected in the case that it is not optimal with respect to the actual situation. The optimal discrete state is the one which ensures the best performances, that is the PS with the highest efficiency (the PS with the currently best functioning resources) and the highest affinity (the a-priori optimal choice). The decision solving the conflict in the net can thus be made by taking the PS with the highest value of the utility function given by the product $E \cdot a$.

$$\max (E) \land \max (a) \Rightarrow \max (E \cdot a) \quad (8)$$

At every time step the efficiency of every PS is updated depending on the actual information about its resources and then used to make the optimal decision. With this approach a decentralized decision making structure is obtained which relies on the measurements attached to every PS independently from its position in the net and thus unrelated to a particular net configuration or conflict (see Fig. 3). In this way the increase in complexity of the decision algorithm is negligible when the number of possible choices rises. Moreover, having most of the intelligence needed for the decision stored locally in every single PS results in an algorithm which works automatically also in case of self-generated task-nets.

Fig. 3. Decentralized PS-based decision making structure
Comparing by (5) the different PS available in the next execution step, a local optimization problem can be solved finding the optimal action which has to be performed in the discrete task sequence. However, the time horizon of the decision can be extended considering the global net that describes the entire task and finding the optimal path from the currently active PS to the goal.

In order to do this, the arcs entering the \( k \)-th PS can be dynamically weighted with \( 1-E_k a_k \) obtaining a net where an arc with minimal weight corresponds to a PS with maximum utility (\( E a=1 \)).

By using for example a slightly modified version of the Dijkstra algorithm a global optimal path can be evaluated every time step and used to extract the next PS avoiding in this way a deadlock in the task execution that could result by taking an optimal but local decision (see Fig. 4).

![Fig. 4. Global vs. local decision making](image)

### 4.2 Fuzzy-based efficiency evaluation

Equation (5) has shown that the value of each single efficiency is given by two different parameters:

- the availability \( a_w \) of the resource;
- the quality \( q \) of the resource.

Even if the estimation of the quality can be performed using any arbitrary method that returns a value in the interval \([0,1]\), a fuzzy approach has been chosen. Thanks to this kind of approach, it is easier to transfer the human experience into the system, obtaining a more transparent and more comprehensible decision unit.

The fuzzy-based method for the quality evaluation can be clarified by taking as an example the PS1 introduced in paragraph 2, that is the localisation of an object by means of a stereo camera. In this case the two main resources involved are the camera and the object. In order to simplify the example it is supposed that the efficiency of the object is always constant and equal to one. Thus, the efficiency of the PS can be reduced to the efficiency of the camera only.
The evaluation of the efficiency can be carried out on the basis of three main factors:
- availability of the communication between sensor and robot (1 = available, 0 = not available);
- availability of an actual measurement (1 = received, 0 = no new measurement in the last n time steps);
- quality of the last measurement (1 = good and reliable, 0 = bad and/or unreliable).

The quality of a measurement is evaluated by taking into account three more factors that mostly influence a camera:
- luminosity of the environment;
- noise of the measurement;
- working range of the sensor.

The membership functions associated with each of these three factors are shown in Fig. 5.

![Fig. 5. Membership functions for the variables Illumination, Range and Noise](image)

Once the values have been fuzzified they are evaluated with very intuitive rules like for example

\[
\text{If (Noise is High) or (Range is Too far) or (Illumination is Low) then (Quality is Low)}
\]

\[
\text{If (Noise is Low) and (Range is Good) and (Illumination is High) then (Quality is High)}
\]
After the defuzzification process a value of the quality between 0 and 1 is obtained and is weighted with the corresponding availabilities in order to estimate the value of the efficiency function needed in order to solve the conflict.

5. Experimental Results

5.1 Multi-sensor Robot Platform

The experimental test platform available at Fraunhofer IITB used for the development and investigation of the proposed control concept is shown in Fig. 6. It consists of two robot arms (A) each with 7 degrees of freedom (DoF), a 2DoF pan-tilt sensor head (B) and a five finger fluid hand (C).

For coping with a variety of interactive basic skills the robot is equipped with several redundant (cooperative) and complementary sensors. The head is equipped with a stereo camera able to track predefined objects and with an acoustic sensor (microphone array) able to determine the position of sound sources. Moreover, a miniaturized camera for accurately localizing objects at close range is integrated in the palm of the hand (see Fig. 7).

For the tactile inspection two force-torque sensors are mounted on the wrists (D) and the fingers of the gripper are equipped with tactile arrays and with a slip sensor able to detect the relative motions between end-effector and surfaces in contact with it.

Both cameras as well as the acoustic and slip sensor are connected to a dedicated computer where a first processing of the data takes place. The results are then sent via UDP/IP communication to the main computer where the robot control is implemented. The different control programs have been developed in C++ under Windows. The control algorithms which have been successfully implemented and optimized on the presented test platform can be transferred and integrated in the common SFB demonstrator ARMAR with the help of the Modular Control Architecture (MCA2).

Fig. 6. Multi-sensor test and development platform
5.2. Case study
In order to validate the control concept a case study typical for a kitchen environment has been considered. While the robot is performing a “pick and place” task to transport an object between two points A and B (e.g. taking different ingredients and putting them into a pan), the audio array hears a foreign sound. Thus, one of the three transitions associated with a sound event is triggered:

- \( T_A \): the carried object or a similar one has fallen down;
- \( T_B \): unknown (or uninteresting) sound;
- \( T_C \): an alarm (e.g. microwave) is ringing.

The robot has to cope with this unexpected situation without forgetting the initial task. In Fig. 8 the PS-based task structure in form of a pseudo Petri net describing this example is shown.

![Pseudo Petri net of a case study](image-url)
In order to reduce the complexity of the implemented problem, only the first described situation will be discussed (i.e. an object falls down in the robot workspace). An example of the two angles representing the identified impact direction are shown in Fig. 9 (see (Milighetti et al., 2006) for more details).

The robot stops immediately the primary “pick-and-place” task in order to activate a PS-sequence able to cope with the new situation.
First the stereo camera in the head is aligned with the sound direction in order to search for the fallen object. As shown in Fig. 8, four different events are possible at this point and can be distinguished by merging both audio and vision measurements and comparing them with the robot position.
Depending on the identified event, the following four transitions can be fired:
- $T_1$: the carried object has fallen down;
- $T_2$: another similar object has fallen down in the robot workspace;
- $T_3$: no object has been found in the field of view of the camera;
- $T_4$: the fallen object cannot be reached.

Two consistent measurements located in a region far from the actual working area of the robot are shown in Fig. 10. In this case it can be supposed that the impact was caused by a second object that can be picked up only after placing the carried one ($T_2$). In Fig. 11 instead the two measurements are inconsistent and a more accurate investigation (maybe enlarging the searching area) is required before a decision is made ($T_3$).
Once it has been determined which object has to be picked up, two different vision-based approach strategies can be adopted:

- $T_{\text{Head}}$: the robot approaches the object using the measurements of the stereo camera in the head;
- $T_{\text{Hand}}$: the robot approaches the object using the measurements of the camera integrated in the hand (see Fig. 7).

Finally, the object can be picked up and the primary “pick and place” task can be resumed.
During the execution of the approach phase it can be shown in detail, how the presented fuzzy-based decision making algorithm based on the evaluation of the PS-efficiency works. The affinities of the two considered PS are defined as follows:

\[ a_{\text{HandCamera}} = 1 \text{ (the most accurate)} \]
\[ a_{\text{StereoCamera}} = 0.8 \]

Fig. 12 shows the efficiencies of the two used sensors during a normal approach towards the goal already weighted with the corresponding affinities. Considering for the other employed resources (robot arm and object) a maximal efficiency, the visualised results represent the total utilities of the two PS. Both efficiencies are influenced by the noise in the measurements and by some false or completely missed measurements (i.e. at ca. 20 seconds for the hand camera or at 21 seconds for the head camera).

Except for these variations, the efficiency of the head camera remains constant during the analyzed time interval because the object is not moving and therefore the working range of the camera is not changing. Only at the end of the task, while the hand is grasping the object, the head camera is no longer able to localize it and its efficiency sinks to zero (at ca. 32 seconds).

On the contrary, the closer the hand camera comes to the object, the better its working range becomes and its efficiency grows accordingly till the optimal value of 1 has been reached.
At a certain instant (at ca. 23 seconds), the hand camera is too close to the object and its efficiency begins to sink once again. In the last grasping phase, shortly before the object has been reached, the localization is no longer reliable as shown also by the extreme fluctuations in the efficiency.

On the basis of the calculated efficiencies, the robot can switch between the two different choices depending on the actual situation, always activating the control strategy based on the currently optimal sensor.

In the presented example the approach is started closing in the control loop the stereo camera. In the central phase of the task the hand camera provides measurements with a higher quality and therefore the PS using it is the best choice. In order to avoid a blind grasping phase at the end of the approach (where the hand camera is no more able to localise correctly the object) the robot has to switch back again to the head camera.

![Fig. 13. Unexpected situations during the task execution: occlusion of a) hand camera b) stereo camera](image)

Also in case of unexpected events like for example the presence of an obstacle (Fig. 13a) or the occlusion of the view due to the motion of the arm (Fig. 13b), the values of the efficiencies of the two sensors and of their associated PS can be used in order to activate some correction in the plan. In the two presented situations, a vertical and a lateral motion can be respectively executed for overcoming the obstructions.

In Fig. 14 and Fig. 15 the efficiencies of the two PS and the cartesian trajectory of the robot TCP during a scenario with several occlusions are respectively shown.

Firstly, four occlusions of the hand camera have been simulated. The correspondence between the lowering of the availability (in this time interval no measurements are received) and the value of the efficiency is clearly observable. The robot reacts with vertical motions until a new measurement is available. Switching off the hand camera (at ca. 45 seconds) leads the robot to choose an execution by means of the stereo camera, although its optimal range was not yet reached.

Finally, the stereo camera was shortly occluded three times and the robot moves laterally.
until it has again free field of view. Some isolated peaks in the two efficiencies are visible as in the previous experiment.

Fig. 14. Estimated efficiencies during an approach with several occlusions of the cameras

Fig. 15. Cartesian trajectory during an approach with several occlusions of the cameras

6. Conclusions

A multi-sensor based discrete-continuous control concept able to supervise complex robot tasks in a time varying environment has been presented. A flexible and transparent task architecture has been developed using the concept of Primitive Skills (PS). Every PS can be associated with a place of a Petri net which models the discrete structure of the task. Through its multi-sensor perception the robot is able to identify failures, unexpected events or circumstances during the execution of the task. A fuzzy approach which models the human knowledge has been investigated in order to give the robot the intelligence to choose always the optimal configuration and control strategy according to the actual situation. The efficiency of the proposed concept has been demonstrated by first experiments involving a grasping process by means of different visual and acoustic sensors. The achieved results persuasively show that the proposed approach is still valid for more complex tasks.
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Humanoid robots are developed to use the infrastructures designed for humans, to ease the interactions with humans, and to help the integrations into human societies. The developments of humanoid robots proceed from building individual robots to establishing societies of robots working alongside with humans. This book addresses the problems of constructing a humanoid body and mind from generating walk patterns and balance maintenance to encoding and specifying humanoid motions and the control of eye and head movements for focusing attention on moving objects. It provides methods for learning motor skills and for language acquisition and describes how to generate facial movements for expressing various emotions and provides methods for decision making and planning. This book discusses the leading researches and challenges in building humanoid robots in order to prepare for the near future when human societies will be advanced by using humanoid robots.
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