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1. Introduction

Face recognition has become one of the most intensively investigated topics in biometrics. Recent and comprehensive surveys found in the literature, such as (Zhao et al., 2003; Ruiz-del Solar & Navarrete, 2005; Delac & Grgic, 2007), provide a good indication of how active are the research activities in this area. Likewise in other fields in pattern recognition, the identification of faces has been addressed from different approaches according to the chosen representation and the design of the classification method. Over the past two decades, industrial interests and research efforts in face recognition have been motivated by a wide range of potential applications such identification, verification, posture/gesture recognizers and intelligent multimodal systems. Unfortunately, counter effects are unavoidable when there is a heavily increased interest in a small research area. For the particular case of face recognition, most of the consequences were pointed out by three editors of the well-known Pattern Recognition Letters journal. The following effects on the publication of results were discussed by Duin et al. (2006):

1. The number of studies in face recognition is exploding and always increasing. Some of those studies are rather obvious and straightforward.
2. Many of the submitted papers have only a minor significance or low citation value. As a result, journals receive piles of highly overlapping related papers.
3. Results are not always comparable, even though the same data sets are used. This is due to the use of different or inconsistent experimental methodologies.

A par excellence example of the situation described above is the overwhelming interest in linear dimensionality reduction, especially in the so-called small sample size (SSS) case. It is one of the most busy study fields on pixel-based face recognition. Indeed, the SSS problem is almost always present on pixel-based problems due to the considerable difference between dimensions and the number of available examples. In spite of that apparent justification, most of the published works in this matter are minor contributions or old ideas phrased in a slightly different way. Of course, there are good exceptions, see e.g. (Nhat & Lee, 2007; Zhao & Yuen, 2007; Liu et al., 2007). Our discussion here should not be interpreted as an attack to authors interested in dimensionality reduction for face recognition; conversely, we just want to explain why we prefer to focus in subsequent stages of the pattern recognition system instead of in dimensionality reduction. In our opinion, making a significant contribution in
linear dimensionality reduction is becoming more and more difficult since techniques have reached a well-established and satisfactory level. In contrast, we consider that there are more open issues in previous and subsequent stages to representation such as preprocessing and classification.

At the end of the nineties, a seminal paper published by Li and Lu (1999) introduced the concept of feature line. It consists in an extension of the classification capability of the nearest neighbor method by generalizing two points belonging to the same class through a line passing by those two points (Li, 2008). Such a line is called feature line. In (Li & Lu, 1998), it was suggested that the improvement gained by using feature lines is due to their faculty to expand the representational ability of the available feature points, accounting for new conditions not represented by the original set. Such an improvement was especially observed when the cardinality of the training set (sample size) per class is small. Consequently, the nearest feature line method constitutes an alternative approach to attack the SSS problem without using linear dimensionality reduction methods. In fact, the dimensionality is increased since the number of feature lines depends combinatorially on the number of training points or objects per class. Soon later, a number of studies for improving the concept of feature lines were reported. A family of extensions of the nearest feature line classifier appeared, mainly encompassing the nearest feature plane classifier, the nearest feature space classifier and several modified versions such as the rectified nearest feature line segment and the genetic nearest feature plane. In addition, an alternative classification scheme to extend the dissimilarity-based paradigm to nearest feature classification was recently proposed.

In the remaining part of this chapter, we will explain in detail that family of nearest feature classifiers as well as their modified and extended versions. Our exposition is organized as follows. In Section 2, a literature review of prototype-based classification is given. It ranges from the classical nearest neighbor classifier to the nearest feature space classifier, reviewing also modifications of the distance measure and several editing and condensing methods. In addition, we provide a detailed discussion on the modified versions of the nearest feature classifiers, mentioning which issues are still susceptible to be improved. The framework of dissimilarity representations and dissimilarity-based classification is presented in Section 3. We present three approaches for generalizing dissimilarity representations, including our own proposal for generalizing them by using feature lines and feature planes. Finally, a general discussion, overall conclusions and opportunities for future work are given in Section 4.

2. Prototype-based face recognition

Several taxonomies for pattern classification methods have been proposed. For instance, according to the chosen representation, there is a dichotomy between structural and statistical pattern recognition (Bunke & Sanfeliu, 1990; Jain et al., 2000; Pękalska & Duin, 2005a). According to the criterion to make the decision, classification approaches are divided into density-based and distance-based methods (Duda et al., 2001). Similarly, another commonly-stated division separates parametric and nonparametric methods. This last dichotomy is important for our discussion on prototype based face recognition. Parametric methods include discriminant functions or decision boundaries with a predefined form, e.g. hyperplanes, for which a number of unknown parameters are estimated and plugged into the model. In contrast, nonparametric methods do not pre-
define a model for the decision boundary; conversely, such a boundary is directly constructed from the training data or generated by an estimation of the density function. The first type of nonparametric approaches encompasses the prototype based classifiers; a typical example of the second type is the Parzen window method. Prototype based classifiers share the principle of keeping copies of training vectors in memory and constructing a decision boundary according to the distances between the stored prototypes and the query objects to be classified (Laaksonen, 1997). Either the whole training feature vectors are retained or a representative subset of them is extracted to be prototypes. Moreover, those prototypes or training objects can be used to generate new representative objects which were not originally included in the training set. Representations of new objects are not restricted to feature points; they might be lines, planes or even other functions or models based on the prototypes such as clusters or hidden Markov models (HMMs).

2.1 The nearest neighbor classifier
The simplest nonparametric method for classification should be considered k-NN (Cover & Hart, 1967). Its first derivation and fundamental theoretical properties gave origin to an entire family of classification methods, see Fig. 1. This rule classifies \( x \) by assigning it the class label \( \hat{c} \) most frequently represented among the \( k \) nearest prototypes; i.e., by finding the \( k \) neighbors with the minimum distances between \( x \) and all prototype feature points \( \{x_{ci}, 1 \leq c \leq C, 1 \leq i \leq n_c\} \). For \( k=1 \), the rule can be written as follows:

\[
d(x, x_{c,i}) = \min_{1 \leq c \leq C, 1 \leq i \leq n_c} d(x, x_{c,i})
\]

(1)

where \( d(x, x_{c,i}) = \|x - x_{c,i}\| \) is usually the Euclidean norm. In this case, the number of distance calculations is \( n = \sum_{c=1}^{C} n_c \). The k-NN method has been successfully used in a considerable variety of applications and has an optimal asymptotical behavior in the Bayes sense (Devroye et al., 1996); nonetheless, it requires a significant amount of storage and computational effort. Such a problem can be partly solved by using the condensed nearest neighbor rule (CNN) (Hart, 1968). In addition, the k-NN classifier suffers of a potential loss of accuracy when a small set of prototypes is available. To overcome this shortcoming, many variations of the k-NN method were developed, including the so-called nearest feature classifiers. Such methods derived from the original k-NN rule can be organized in a family of prototype-based classifiers as shown in Fig. 1.

2.2 Adaptive distance measures for the nearest neighbor rule
In order to identify the nearest neighbor, a distance measure has to be defined. Typically, a Euclidean distance is assumed by default. The use of other Minkowski distances such as Manhattan and Chebyshev is also convenient, not just for interpretability but also for computational convenience. In spite of the asymptotical optimality of the k-NN rule, we never have access to an unlimited number of samples. Consequently, the performance of the k-NN rule is always influenced by the chosen metric. Several methods for locally adapting the distance measure have been proposed. Such an adaptation is probabilistically interpreted as an attempt to produce a neighborhood with an
a posteriori probability approximately constant (Wang et al., 2007). Among the methods aimed to local adaptation, the following must be mentioned:

a. The flexible or customized metric developed by Friedman (1994). Such a metric makes use of the information about the relative relevance of each feature. As a result, a new method is generated as a hybrid between the original k-NN rule and the tree-structured recursive partitioning techniques.

b. The adaptive metric method by Domeniconi et al. (2002). They use a $\chi^2$ distance analysis to compute a flexible metric for producing neighborhoods that are adaptive to query locations. As a result, neighborhoods are constricted along the most relevant features and elongated along the less relevant ones. Such a modification locally influences class conditional probabilities, making them smoother in the modified neighborhoods.

c. Approaches for learning distance metrics directly from the training examples. In (Goldberger et al., 2004), it was proposed a method for learning a Mahalanobis distance by maximizing a stochastic variation of the k-NN leave-one-out error. Similarly, Weinberger et al. (2005) proposed a method for learning a Mahalanobis distance by applying semidefinite programming. These concepts are close to approaches for building trainable similarity measures. See for example (Paclík et al., 2006b; Paclík et al., 2006a).

d. A simple adaptive k-NN classification algorithm based on the concept of statistical confidence (Wang et al., 2005; Wang et al., 2006). This approach involves a local adaptation of the distance measure, similarly to the other methods mentioned above. However, this method also includes a weighting procedure to assign a weight to each nearest neighbor according to its statistical confidence.

e. In (Wang et al., 2007), the same authors of the adaptation by using statistical confidence proposed a simple and elegant approach based on a normalization of the Euclidean or Manhattan distance from a query point to each training point by the shortest distance between the corresponding training point to training points of a different class. Such a new normalized distance is not symmetric and therefore is generally not a metric.

2.3 Prototype generation
The nearest neighbor classifier is sensitive to outliers, e.g. erroneously chosen, atypical or noisy prototypes. In order to overcome this drawback, several techniques have been proposed to tackle the problem of prototype optimization (Pękalska et al., 2006). A fundamental dichotomy in prototype optimization divides the approaches into prototype generation and prototype selection. In this section we will discuss some techniques of the first group. Prototype selection techniques are reviewed in §2.4.

Prototype generation techniques are fundamentally based on two operations on an initial set of prototypes: first, merging and averaging the initial set of prototypes in order to obtain a smaller set which optimizes the performance of the k-NN rule or; second, creating a larger set by creating new prototypes or even new functions or models generated by the initial set, see also Fig. 1. In this section we refer only to merging techniques. The second group — which includes the nearest feature classifiers— deserves a separated section. Examples of merging techniques are the following:

a. The k-means algorithm (MacQueen, 1967; Duda et al., 2001). It is considered the simplest clustering algorithm. Applied to prototype optimization, this technique aims to find a subset of prototypes generated from the original ones. New prototypes are the means of a number of partitions found by merging the original prototypes into a desired number of clusters. The algorithm starts by partitioning the original representation or prototype set $R = \{p_1, p_2, \ldots, p_N\}$ into M initial sets. Afterwards, the mean point, or centroid, for each set is calculated. Then, a new partition is constructed by associating each prototype with the nearest centroid. Means are recomputed for the new clusters. The algorithm is repeated until it converges to a stable solution; that is, when prototypes no longer switch clusters. It is equivalent to observe no changes in the value of means or centroids. Finally, the new set of merged or averaged prototypes is composed by the M means: $R_\mu = \{\mu_1, \mu_2, \ldots, \mu_M\}$.

b. The learning vector quantization (LVQ) algorithm (Kohonen, 1995). It consists in moving a fixed number M of prototypes $p_i$ towards to or away from the training points $x$. The set of generated prototypes is also called codebook. Prototypes are iteratively updated according to a learning rule. In the original learning process, the delta rule is used to update prototypes by adding a fraction of the difference between the current value of the prototype and a new training point $x$. The rule can be written as follows:

$$p_i(t+1) = p_i(t) + \alpha(t) [x(t) - p_i(t)],$$

where $\alpha$ controls the learning rate. Positive values of $\alpha$ move $p_i$ towards $x$; conversely, negative values move $p_i$ away from $x$.

In statistical terms, the LVQ learning process can be interpreted as a way to generate a set of prototypes whose density reflects the shape of a function $s$ defined as (Laaksonen, 1997):

$$s(x) = P_j f_j(x) - \max_{k \neq j} P_k f_k(x),$$

where $P_j$ and $f_j$ are the a priori probability and the probability density functions of class $j$, respectively. See (Holmström et al., 1996) and (Holmström et al., 1997) for further details.
c. Other methods for generating prototypes include the learning k-NN classifier (Laaksonen & Oja, 1996), neuralnet-based methods for constructing optimized prototypes (Huang et al., 2002) and cluster-based prototype merging procedures, e.g. the work by Mollineda et al. (2002).

2.4 Nearest feature classifiers

The nearest feature classifiers are geometrical extensions of the nearest neighbor rule. They are based on a measure of distance between the query point and a function calculated from the prototypes, such as a line, a plane or a space. In this work, we review three different nearest feature rules: the nearest feature line or NFL, the nearest feature plane or NFP and the nearest feature space or NFS. Their natural extensions by majority voting are the k nearest feature line rule, or k-NFL, and the k nearest feature plane rule, or k-NFP (Orozco-Alzate & Castellanos-Dominguez, 2006). Two recent improvements of NFL and NFP are also discussed here: the rectified nearest feature line segment (RNFLS) and the genetic nearest feature plane (G-NFP), respectively.

Nearest Feature Line

The k nearest feature line rule, or k-NFL (Li & Lu, 1999), is an extension of the k-NN classifier. This method generalizes each pair of prototype feature points belonging to the same class: \(\{x_{ci}, x_{cj}\}\) by a linear function \(L_{ij}\), which is called feature line (see Fig. 2). The line is expressed by the span \(L_{ij} = sp(x_{ci}, x_{cj})\). The query point \(x\) is projected onto \(L_{ij}\) as a point \(p_{ij}^L\). This projection is computed as

\[
p_{ij}^L = x_{ci} + \tau(x_{cj} - x_{ci}),
\]

where \(\tau = \frac{(x-x_{ci})(x_{cj} - x_{ci})}{\|x_{cj} - x_{ci}\|^2}\). Parameter \(\tau\) is called the position parameter. When \(0<\tau<1\), \(p_{ij}^L\) is in the interpolating part of the feature line; when \(\tau>1\), \(p_{ij}^L\) is in the forward extrapolating side and; when \(\tau<0\), \(p_{ij}^L\) is in the backward extrapolating part. The two special cases when the query point is exactly projected on top of one of the points generating the feature line correspond to \(\tau = 0\) and \(\tau = 1\). In such cases, \(p_{ij}^L = x_{ci}\) and \(p_{ij}^L = x_{cj}\), respectively.

The classification of \(x\) is done by assigning it the class label \(\hat{c}\) most frequently represented among the k nearest feature lines, for \(k=1\) that means:

\[
d(x, L_{ij}) = \min_{L_{ij} \subset C, \text{dist}(x_{ci}, x_{cj})} d(x, L_{ij}),
\]

where \(d(x, L_{ij}) = \|x - p_{ij}^L\|\). In this case, the number of distance calculations is:

\[
n_L = \sum_{c=1}^{C} n_c (n_c - 1)/2
\]

Fig. 2. Feature line and projection point onto it.
The nearest feature line classifier is supposed to deal with variations such as changes in viewpoint, illumination and face expression (Zhou et al., 2000). Such variations correspond to new conditions which were possibly not represented in the available prototypes. Consequently, the k-NFL classifier expands the representational capacity of the originally available feature points. Some typical variations in image faces taken from the Biometric System Lab data set (Cappelli et al., 2002) are shown in Fig. 3.

Fig. 3. Samples from the Biometric System Lab face dataset. Typical variations in face images are illustrated: illumination (first row), expression (second row) and pose (third row).

**Nearest Feature Plane**

The k nearest feature plane rule (Chien & Wu, 2002), or k-NFP, is an extension of the k-NFL classifier. This classifier assumes that at least three linearly independent prototype points are available for each class. It generalizes three feature points \( \{x_{ci}, x_{cj}, x_{cm}\} \) of the same class by a feature plane \( F^c_{ijm} \) (see Fig. 4); which is expressed by the span \( F^c_{ijm} = \text{sp}(x_{ci}, x_{cj}, x_{cm}) \). The query \( x \) is projected onto \( F^c_{ijm} \) as a point \( p^c_{ijm} \). See Fig. 4. The projection point can be calculated as follows:

\[
p^c_{ijm} = X^c_{ijm} \left( X^c_{ijm}^\top X^c_{ijm} \right)^{-1} X^c_{ijm}^\top x
\]

where \( X^c_{ijm} = [x_{ci}, x_{cj}, x_{cm}] \). Considering \( k=1 \), the query point \( x \) is classified by assigning it the class label \( \hat{c} \), according to

\[
d \left( x, F^\hat{c}_{ijm} \right) = \min_{\{x \in C, 1 \leq i \leq m, 1 \leq j \leq n\}} d \left( x, F^c_{ijm} \right)
\]
where \( d(x, F_{ijm}^c) = \|x - p_{ijm}^c\| \). In this case, the number of distance calculations is:

\[
N_F = \sum_{c=1}^{C} n_c (n_c - 1)(n_c - 2)/6 \quad (9)
\]

![Feature plane and projection point onto it.](image)

**Nearest Feature Space**

The nearest feature space rule (Chien & Wu, 2002), or NFS, extends the geometrical concept of k-NFP classifier. It generalizes the independent prototypes belonging to the same class by a feature space \( S = \text{sp}(x_1, x_2, ..., x_m) \). The query point \( x \) is projected onto the \( C \) spaces as follows

\[
p^i = X' (X'^T X')^{-1} X'^T x, \quad (10)
\]

where \( X' = [x_1, x_2, ..., x_m] \). The query point \( x \) is classified by assigning it the class label \( \hat{c} \), according to

\[
d(x, S^i) = \min_{c\in C} d(x, S^c) = \min_{c\in C} \|x - p^c\| \quad (11)
\]

Always, \( C \) distance calculations are required. It was geometrically shown in (Chien & Wu, 2002) that the distance of \( x \) to \( F_{ijm}^c \) is smaller than that to the feature line. Moreover, the distance to the feature line is nearer compared with the distance to two prototype feature points. This relation can be written as follows:

\[
d(x, F_{ijm}^c) \leq \min_{i\in C} d(x, L_{ij}^c), \quad (12)
\]

In addition,

\[
d(x, S^c) = \min_{i\in C} d(x, F_{ijm}^c) \quad (13)
\]

In consequence, k-NFL classifier is supposed to capture more variations than k-NN, k-NFP should handle more variations of each class than k-NFL and NFS should capture more variations than k-NFP. So, it is expected that k-NFL performs better than k-NN, k-NFP is more accurate than k-NFL and NFS outperforms k-NFP.

**Rectified Nearest Feature Line Segment**

Recently, two main drawbacks of the NFL classifier have been pointed out: extrapolation and interpolation inaccuracies. The first one was discussed by (Zheng et al., 2004), who also...
proposed a solution termed as nearest neighbor line (NNL). The second one —interpolation inaccuracy— was considered in (Du & Chen, 2007). They proposed an elegant solution called rectified nearest feature line segment (RNFLS). Their idea is aimed to overcome not just the interpolation problems but also the detrimental effects produced by the extrapolation inaccuracy. In the subsequent paragraphs, we will discuss both inaccuracies and the RNFLS classifier.

**Extrapolation inaccuracy.** It is a major shortcoming in low dimensional feature spaces. Nonetheless, its harm is limited in higher dimensional ones such those generated by pixel-based representations for face recognition. Indeed, several studies related to NFL applied to high dimensional feature spaces have reported improvements in classification performance; see for instance (Li, 2000; Li et al., 2000; Orozco-Alzate & Castellanos-Dominguez, 2006; Orozco-Alzate & Castellanos-Dominguez, 2007). In brief, the extrapolation inaccuracy occurs when the query point is far from the two points generating the feature line L but, at the same time, the query is close to the extrapolating part of L. In such a case, classification is very likely to be erroneous. Du & Chen (2007) mathematically proved for a two-class problem that the probability that a feature line L is the second class) asymptotically approaches to 0 as the dimension becomes large. See (Du & Chen, 2007) for further details.

**Interpolation inaccuracy.** This drawback arises in multi-modal classification problems. That is, when one class is represented by more than one cluster and the territory between two of them belongs to another class, i.e. in such a case, a feature line linking two points of the multi-modal class will trespass the territory of another class. Consequently, a query point located near to the interpolating part of the feature line might be erroneously assigned to the class of the feature line.

As we stated before, the two above-mentioned drawbacks are overcome by the so-called rectified nearest feature line segment. It consists in a two step correction procedure for the original k-NFL classifier. Such steps are a segmentation followed by a rectification. Segmentation consists in cutting off the feature line in order to preserve only the interpolating part which is called a feature line segment \( L_{ij} \). Segmentation is aimed to avoid the extrapolation inaccuracy. When the orthogonal projection of a query point onto \( L_{ij} \) is in the interpolating part; that is, in \( L_{ij} \), the distance of such query point to \( L_{ij} \) is computed in the same way that the distance to \( L_{ij} \), i.e. according to Eqs. (4) and (5). In contrast, when the projection point \( p_{ij} \) is in the extrapolating part, the distance to \( L_{ij} \) is forced to be equal to the distance of the query point to one of the extreme point of \( L_{ij} \): \( x_{ci} \) if \( p_{ij} \) is in the backward extrapolating part and \( x_{cj} \) if \( p_{ij} \) is in the forward extrapolating part, respectively. See Fig. 5.

---

**Fig. 5.** Feature line segment and distances to it for three cases: projection point in the interpolating part, projection point in the backward extrapolating part and projection point in the forward extrapolating part.
Afterwards, the rectification procedure is achieved in order to avoid the effect of the interpolation inaccuracy. It consists in removing feature line segments trespassing the territory of another class. To do so, the concept of territory must be defined. Indeed, Du & Chen (2007) define two types of territory. The first one is called sample territory which, for a particular feature point \( x \), stands for a ball centered at \( x \) with a radius equals to the distance from \( x \) to its nearest neighbor belonging to a different class. The second one — the class territory — is defined as the union of all sample territories of feature points belonging to the same class. Then, for each feature line segment, we check if it trespass the class territory of another class or not. In the affirmative case, we proceed to remove that feature line segment from the representation set. Finally, classification is performed in a similar way to Eq. (5) but replacing feature lines \( L_{ij} \) by those feature line segments \( \bar{L}_{ij} \) which were not removed during the rectification.

**Center-based Nearest Neighbor Classifier and Genetic Nearest Feature Plane**

The k-NFL and k-NFP classifiers tend to be computationally unfeasible as the number of training objects per class grows. Such a situation is caused by the combinatorial increase of combinations of two and three feature points, see Eqs. (6) and (9). Some alternatives to overcome this drawback have been recently published. Particularly, the center-based nearest neighbor (CNN) classifier (Gao & Wang, 2007) and the genetic nearest feature plane (G-NFP) (Nanni & Lumini, 2007). The first one is aimed at reducing the computation cost of the k-NFL classifier by using only those feature lines linking two feature points of the same class and, simultaneously, passing by the centroid of that class. In such a way, only a few feature lines are kept (authors call them center-based lines) and computation time is therefore much lower. The G-NFP classifier is a hybrid method to reduce the computational complexity of the k-NFP classifier by using a genetic algorithm (GA). It consists in a GA-based prototype selection procedure followed by the conventional method to generate feature lines. Selected prototypes are centroids of a number of intra-class clusters found by the GA.

**2.5 Prototype selection**

Prototype selection methods aim at the reduction of the initial set of prototypes while maintaining an acceptable classification accuracy or even increasing it. There are two groups of prototypes selection methods as shown in Fig. 1. See also (Wilson & Martínez, 2000) and (Lozano et al., 2006). Editing methods (Wilson, 1972; Debiyver & Kittler, 1982; Aha et al., 1991) remove noisy and/or close border prototypes in order to avoid overlapping and smoothing the resulting decision boundaries. In other words, they are intended to produce a subset of prototypes forming homogeneous clusters in the feature space. Condensing algorithms try to select a small subset of prototypes while preserving classification performance as good as possible. Condensing may involve just a pure selection of prototypes (Hart, 1968; Tomek, 1976; Toussaint et al., 1985; Dasarathy, 1990; Dasarathy, 1994) or include a modification of them (Chang, 1974; Chen & Józwik, 1996; Ainslie & Sánchez, 2002; Lozano et al., 2004a; Lozano et al., 2004b).

**2.6 HMM-based sequence classification**

There are two standard ways for classifying sequences using HMMs. The first one is referred to as ML\(_{OPC}\) (Maximum-likelihood, one per class HMM-based classification).
Assume that a particular object \( x \), a face in our case of interest, is represented by a sequence \( O \) and that \( C \) HMMs, \( \{ \lambda^{(1)}, \lambda^{(2)}, \ldots, \lambda^{(C)} \} \), has been trained; i.e. there is one trained HMM per class. Thus, the sequence \( O \) is assigned to the class showing the highest likelihood:

\[
\text{Class}(O) = \arg \max_c P(O | \lambda^{(c)})
\] (14)

The likelihood \( P(O, \lambda^{(c)}) \) is the probability that the sequence \( O \) was generated by the model \( \lambda^{(c)} \). The likelihood can be estimated by different methods such as the Baum-Welch estimation procedure (Baum et al., 1970) and the forward-backward procedure (Baum, 1970). This approach can be considered analogous to the nearest feature space classification (see §2.4), with the proximity measure defined by the likelihood function.

The second method, named as MLdPS (Maximum-likelihood, one per sequence HMM-based classification) consists in training one HMM per each training sequence \( O_i^{(c)} \), where \( c \) denotes the class label. Similarly to (14), it can be written as:

\[
\text{Class}(O) = \arg \max_c (\arg \max_i P(O | \lambda_i^{(c)}))
\] (15)

This method is analogous to the nearest neighbor classifier. Compare (1) and (15).

3. Dissimilarity representations

In (Orozco-Alzate & Castellanos-Domínguez, 2007) we introduced the concepts of dissimilarity-based face recognition and their relationship with the nearest feature classifiers. For convenience of the reader and for the sake of self-containedness, we repeat here a part of our previously published discourse on this matter.

A dissimilarity representation of objects is based on their pairwise comparisons. Consider a representation set \( R = \{ p_1, p_2, \ldots, p_n \} \) and a dissimilarity measure \( d \). An object \( x \) is represented as a vector of the dissimilarities computed between \( x \) and the prototypes from \( R \), i.e. \( D(x,R) = [d(x,p_1), d(x,p_2), \ldots, d(x,p_n)] \). For a set \( T \) of \( N \) objects, it extends to an \( N \times n \) dissimilarity matrix (Pękalska & Duin, 2005a):

\[
D(T,R) =
\begin{bmatrix}
  d_{11} & d_{12} & d_{13} & \cdots & d_{1n} \\
  d_{21} & d_{22} & d_{23} & \cdots & d_{2n} \\
  d_{31} & d_{32} & d_{33} & \cdots & d_{3n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  d_{n1} & d_{n2} & d_{n3} & \cdots & d_{nn}
\end{bmatrix}
\] (16)

where \( d_{jk} = D(x_k, p_j) \).

For dissimilarities, the geometry is contained in the definition, giving the possibility to include physical background knowledge; in contrast, feature-based representations usually suppose a Euclidean geometry. Important properties of dissimilarity matrices, such as metric nature, tests for Euclidean behavior, transformations and corrections of non-Euclidean dissimilarities and embeddings, are discussed in (Pękalska & Duin, 2005b).

When the entire \( T \) is used as \( R \), the dissimilarity representation is expressed as an \( N \times N \) dissimilarity matrix \( D(T,T) \). Nonetheless, \( R \) may be properly chosen by prototype selection procedures. See §2.5 and (Pękalska et al., 2006).
3.1 Classifiers in dissimilarity spaces

Building a classifier in a dissimilarity space consists in applying a traditional classification rule, considering dissimilarities as features; it means, in practice, that a dissimilarity-based classification problem is addressed as a traditional feature-based one. Even though the nearest neighbor rule is the reference method to discriminate between objects represented by dissimilarities, it suffers from a number of limitations. Previous studies (Pękalaska et al., 2001; Pękalaska & Duin, 2002; Paclík & Duin, 2003; Pękalaska et al., 2004; Orozco-Alzate et al., 2006) have shown that Bayesian (normal density based) classifiers, particularly the linear (LDC) and quadratic (QDC) normal based classifiers, perform well in dissimilarity spaces and, sometimes, offer a more accurate solution. For a 2-class problem, the LDC based on the representation set R is given by

$$f(D(x,R)) = \left[D(x,R) - \frac{1}{2}(m_{(1)} + m_{(2)})\right]^T C^{-1} \left(m_{(1)} - m_{(2)}\right) + \log \frac{P_{(1)}}{P_{(2)}}$$

and the QDC is derived as

$$f(D(x,R)) = \sum_{i=1}^{2} (-1)^i \left[D(x,R) - m_{(i)}\right]^T C_{(i)}^{-1} \left(D(x,R) - m_{(i)}\right) + 2 \log \frac{P_{(1)}}{P_{(2)}} + \frac{1}{2} \log \frac{C_{(1)}}{C_{(2)}}$$

where $C$ is the sample covariance matrix, $C_{(1)}$ and $C_{(2)}$ are the estimated class covariance matrices, and $m_{(1)}$ and $m_{(2)}$ are the mean vectors, computed in the dissimilarity space $D(T,R)$. $P_{(1)}$ and $P_{(2)}$ are the class prior probabilities. If $C$ is singular, a regularized version must be used. In practice, the following regularization is suggested for $r=0.01$ (Pękalaska et al., 2006):

$$C_{\text{reg}}^r = (1 - r)C + r \text{diag}(C)$$

Nonetheless, regularization parameter should be optimized in order to obtain the best possible results for the normal density based classifiers. Other classifiers can be implemented in dissimilarity spaces, usually by a straightforward implementation. Nearest mean linear classifiers, Fisher linear discriminants, support vector machines (SVMs), among others are particularly interesting for being used in generalized dissimilarity spaces. In addition, traditional as well as specially derived clustering techniques can be implemented for dissimilarity representations, see (Pękalaska & Duin, 2005c) for a detailed discussion on clustering techniques in dissimilarity representations.

3.2 Generalization of dissimilarity representations

Dissimilarity representations were originally formulated as pairwise constructs derived by object to object comparisons. Nonetheless, it is also possible to define them in a wider form, e.g. defining representations based on dissimilarities with functions of (or models built by) objects. In the general case, representation objects used for building those functions or models do not need labels, allowing for semi-supervised approaches in which the unlabeled objects are used for the representation and not directly for the classifier, or might even be artificially created, selected by an expert or belong to different classes than the ones under consideration (Duin, 2008). We phrase such a wider formulation as a generalized dissimilarity representation. In spite of the potential to omit labels, to the best of the authors’ knowledge, all the current generalization
procedures—including ours—make use of labels. At least three different approaches for generalizing dissimilarity representations have been proposed and developed independently: generalization by using hidden Markov models (Bicego et al., 2004), generalization by pre-clustering (Kim, 2006) and our own proposal of generalizing dissimilarity representations by using feature lines and feature planes. In this subsection, we discuss the first two approaches, focusing particularly in their motivations and methodological principles. The last one is discussed in §3.3.

**Dissimilarity-based Classification Using HMMs**

It can be easily seen that likelihoods $P(O|\lambda_{(c)})$ and/or $P(O|\lambda_{i(c)})$ can be interpreted as similarities; e.g., Bicego et al. (2004) propose to use the following similarity measure between two sequences $O_i$ and $O_j$:

$$d_{ij} = d(O_i, O_j) = \log \frac{P(O_i|\lambda_j)}{T_i}$$  \hspace{1cm} (20)

where $T_i$ is the length of the sequence $O_i$, introduced as a normalization factor to make a fair comparison between sequences of different length. Notice that, even though we use $d$ to denote a dissimilarity measure, in (20) we are in fact referring to a similarity. Nonetheless, the two concepts are closely related and even used indistinctively as in (Bicego et al., 2004). In addition, there exist some ways of changing a similarity value into a dissimilarity value and vice versa (Pęalska & Duin, 2005a).

A HMM-based dissimilarity might be derived by measuring the likelihood between all pairs of sequences and HMMs. Consider a representation set $R=\{O_1(1), O_2(1), \ldots, O_M(C)\}$. A dissimilarity representation for a new sequence $O$ is given in terms of the likelihood of having generated $O$ with the associated HMMs for each sequence in $R$. Those HMMs are grouped in the representation set $R_\lambda=\{\lambda_1(1), \lambda_2(1), \ldots, \lambda_M(C)\}$. In summary, the sequence $O$ is represented by the following vector: $D(O, R_\lambda)=[d_1 \ d_2 \ldots \ d_M]$. For a training set $T=\{O_1, O_2, \ldots, O_N\}$, it extends to a matrix $D(T, R_\lambda)$ as shown in Fig. 6.

$$D(T, R_\lambda) = \begin{bmatrix} d_{11} & d_{12} & \cdots & d_{1M} \\ d_{21} & d_{22} & \cdots & d_{2M} \\ \vdots & \vdots & \ddots & \vdots \\ d_{N1} & d_{N2} & \cdots & d_{NM} \end{bmatrix}$$

$$D(O, R_\lambda) = \begin{bmatrix} d_1 & d_2 & \cdots & d_M \end{bmatrix}$$

**Fig. 6.** Generalization of a dissimilarity representation by using HMMs.
On top of the generalized dissimilarity representation $D(T,R_\lambda)$, a dissimilarity-based classifier can be built.

**Generalization by Clustering Prototypes**

Kim (2006) proposed a methodology to overcome the SSS problem in face recognition applications. In summary, the proposed approach consists in:

1. Select a representation set $R$ from the training set $T$.
2. Compute a dissimilarity representation $D(T,R)$ by using some suitable dissimilarity measure.
3. For each class, perform a clustering of $R$ into a few subsets $Y_m^{(c)}$, $c=1,...,C$ and $i=m,...,M$; that is, $M$ clusters of objects belonging to the same class. Any clustering method can be used; afterwards, the $M$ mean vectors $\bar{Y}_i^{(c)}$, are computed by averaging each cluster.
4. A dissimilarity based classifier is built in $D(T,R_\lambda)$. Moreover, a fusion technique may be used in order to increase the classification accuracy.

Kim’s attempt to reduce dimensionality by choosing means of clusters as representatives can be interpreted as a generalization procedure. Similarly to the case of generalization by HMMs, this generalization procedure by clustering prototypes is schematically shown in Fig. 7.

![Fig. 7. Generalization of dissimilarity representations by clustering prototypes.](image)

As we explained above, our generalization method by feature lines and feature planes can be included in the family of model- or function-based generalization procedures. It will be presented in detail in the subsequent section. For the sake of comparison, here we point to a few relevant coincidences and differences between the generalizations by HMMs and clustering and our proposed approach by feature lines and feature planes. See Fig. 8 and compare it against Figs. 6 and 7. Firstly, notice that the representation role is played in our case by a function generated by two representative objects, e.g. the so-called feature lines: $\{L_m\}$. A given object $x$ is now represented in terms of its dissimilarities to a set $R_L$ of representative feature lines. It also extends to $D(T,R_\lambda)$ for an entire training set. One remarkable difference is that our approach, in principle, leads to a higher dimensional space; i.e. $M > N$. In contrast, HMM- and cluster-based approaches leads in general to low dimensional spaces: $M < N$.

$$D(O,R_\lambda) = \begin{bmatrix} d_1 & d_2 & \cdots & d_m & \cdots & d_M \end{bmatrix}$$
3.3 Generalization by feature lines and feature planes

Our generalization consists in creating matrices $D_L(T,R_L)$ and $D_F(T,R_F)$ by using the information available at the original representation $D(T,R)$, where subindexes $L$ and $F$ stand for feature lines and feature planes respectively. This generalization procedure was proposed in (Orozco-Alzate & Castellanos-Domínguez, 2007) and (Orozco-Alzate et al., 2007a). In this section, we review our method as it was reported in the above-mentioned references but also including some results and remarks resulted from our most recent discussions and experiments.

$D_L(T,R_L)$ and $D_F(T,R_F)$ are called generalized dissimilarity representations and their structures are:

$$D_L(T,R_L) = \begin{bmatrix} L_1 & L_2 & L_3 & \cdots & L_n \\ x_1 \begin{bmatrix} d_{11} & d_{12} & d_{13} & \cdots & d_{1n_L} \\ d_{21} & d_{22} & d_{23} & \cdots & d_{2n_L} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ x_N \begin{bmatrix} d_{N1} & d_{N2} & d_{N3} & \cdots & d_{Nn_L} \end{bmatrix} \end{bmatrix} \right), \quad (21)$$

where $d_{jk} = D_L(x_j, L_k)$; and

$$D_F(T,R_F) = \begin{bmatrix} F_1 & F_2 & F_3 & \cdots & F_n \\ x_1 \begin{bmatrix} d_{11} & d_{12} & d_{13} & \cdots & d_{1n_F} \\ d_{21} & d_{22} & d_{23} & \cdots & d_{2n_F} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ x_N \begin{bmatrix} d_{N1} & d_{N2} & d_{N3} & \cdots & d_{Nn_F} \end{bmatrix} \end{bmatrix} \right), \quad (22)$$

where $d_{jk} = D_F(x_j, F_k)$. 

Fig. 8. Generalization of dissimilarity representations by feature lines.
$D(T, R_L)$ and $D(T, R_F)$ are high dimensional matrices because the original representation set $R$ is generalized by combining all the pairs $(R_L)$ and all the triplets $(R_F)$ of prototypes of the same class. Consequently, a proper procedure for prototype selection (dimensionality reduction) is needed in order to avoid the curse of the dimensionality. Another option is to use a strong regularization procedure. In general, all the possible dissimilarities between objects are available but the original feature points are not. Nonetheless, it is possible to compute the distances to feature lines from the dissimilarities. The problem consists in computing the height of a scalene triangle as shown in Figure 9.

![Figure 9. Height of a scalene triangle corresponding to the distance to a feature line.](image)

Let us define $s = (d_{jk} + d_{ij} + d_{ik})/2$. Then, the area of the triangle is given by:

$$A = \sqrt{s(s - d_a)(s - d_b)(s - d_c)}; \quad (23)$$

but it is also known that area, assuming $d_{ij}$ as base, is:

$$A = \frac{d_{ij}h}{2} \quad (24)$$

So, we can solve (23) and (24) for $h$, which is the distance to the feature line. The generalized dissimilarity representation in (21) is constructed by replacing each entry of $D(T, R_L)$ by the corresponding value of $h$. The distance $d_{ij}$ in Fig. 9 must be an intraclass one.

Computing the distances to the feature planes in terms of dissimilarities consists in calculating the height of an irregular (scalene) tetrahedron as shown in Fig. 10.

![Figure 10. Height of an irregular tetrahedron corresponding to the distance to a feature plane.](image)

Let us define $s = (d_{jk} + d_{ij} + d_{ik})/2$. Then, the volume of a tetrahedron is given by:

$$V = \frac{h}{3} \sqrt{s(s - d_a)(s - d_b)(s - d_c)} \quad (25)$$

but volume is also (Uspensky, 1948):
So, we can solve (25) and (26) for $h$, which is the distance to the feature plane. The generalized dissimilarity representation in (22) is constructed by replacing each entry of $D(T,R_F)$ by the corresponding value of $h$. Distances $d_{ij}$, $d_{ik}$ and $d_{jk}$ in Fig. 10 must be intraclass. Experiments (Orozco-Alzate and Castellanos-Domínguez, 2007; Orozco-Alzate et al., 2007a) showed that nearest feature rules are especially profitable when variations and conditions are not fully represented by the original prototypes; for example the case of small or non-representative training sets. The improvement in such a case respect to the reference method—the k-NN rule—is due to the feature lines/planes' ability to expand the representational capacity of the available points, accounting for new conditions not fully represented by the original set. Those are precisely the conditions in face recognition problems, where the number of prototypes is typically limited to few images per class and the number of classes is high: tens or even one hundred persons. As a result, the effectiveness of the nearest feature rules is remarkable for this problem.

Generalized dissimilarity representations by feature lines and feature planes are not square, having two or three zeros per column for feature lines and feature planes respectively. Firstly, we have considered generalizations of metric representations because the generalization procedure requires constructing triangles and tetrahedrons and, as a result, generalizing non-metric dissimilarity representations might produce complex numbers when solving equations for heights. An apparently promising alternative to take into account is the use of refining methods for non-metric dissimilarities; see (Duin & Pękalska, 2008). Such refining methods lead to pseudo-Euclidean embedded spaces or to the computation of distances on distances which is equivalent to apply the k-NN rule in the dissimilarity space.

In order to construct classifiers based on generalized dissimilarity representations, we should proceed similarly as dissimilarity-based classifiers are built; see §3.1. That is, using a training set $T$ and a representation set $R$ containing prototype examples from $T$. Prototype lines or planes considered must be selected by some prototype selection procedure; classifiers should be built on $D(T,R_L)$ and $D(T,R_F)$. Different sizes for the representation set $R$ must be considered. In (Orozco-Alzate et al., 2007b), we proved an approach for selecting middle-length feature lines. Experiments showed that they are appropriate to represent moderately curved subspaces.

Enriching the dissimilarity representations implies a considerable number of calculations. The number of feature lines and planes grows rapidly as the number of prototypes per class increases; in consequence, computational effort may become high, especially if a generalized representation is computed for an entire set. When applying traditional statistical classifiers to dissimilarity representations, dissimilarities to prototypes may be treated as features. As a result, classifiers built in enriched dissimilarity spaces are also subject to the curse of dimensionality phenomenon. In general, for generalized dissimilarity representations
According to the two reasons above, it is important to use dimensionality reduction techniques —feature extraction and feature selection methods— before building classifiers in generalized dissimilarity representations. Systematic approaches for prototype selection such as exhaustive search and the forward selection process lead to an optimal representation set; however, they require a considerable number of calculations. Consequently, due to the increased dimensionality of the enriched representations, the application of a systematic prototype selection method will be computationally expensive. Nonetheless, it has been shown that non-optimal and computationally simple procedures such as Random and RandomC may work well (Pękalska et al., 2006) and that simple geometrical criteria such the length of the lines (Orozco-Alzate et al., 2007b) may be wise for selecting representation subsets.

4. Conclusion

We started this chapter with a critic about the overwhelming research efforts in face recognition, discussing benefits and drawbacks of such a situation. The particular case of studies related to linear dimensionality reduction is a per antonomasia example of an enormous concentration of attention in a small and already mature area. We agree that research topics regarding preprocessing, classification and even nonlinear dimensionality reduction are much more promising and susceptible of significant contributions than further studies in LDA. Afterwards, we reviewed the state of the art in prototype-based classification for face recognition. Several techniques and variants have been proposed since the early days of the nearest neighbor classifier. Indeed, an entire family of prototype-based methods arose; some of the family members are entirely new ideas, others are modifications or hybrid methods. In brief, three approaches in prototype-based classification can be distinguished: modifications of the distance measure, prototype generation and prototype selection methods. The last two approaches present dichotomies as shown in Fig. 1. We focus our discussion on nearest feature classifiers and their improved versions as well as on their use in dissimilarity-based classification.

The main advantage of the RNFLS classifier is its property of generating feature line segments that are more concentrated in distribution than the original feature points. In addition, RNFLS corrects the interpolation and extrapolation inaccuracies of the k-NFL classifier, allowing us to use feature lines (in fact, feature line segments) in low dimensional classification problems. k-NFL was originally proposed and successfully used just in high dimensional representations such pixel-based representations for face recognition; however, thanks to the improvement provided by RNFLS, feature line-based approaches are also applicable now to feature-based face recognition. The k-NFP classifier is computationally very expensive. G-NFP can reduce the effort to a manageable amount, just by using a simple two-stage process: a GA-based prototype selection followed by the original k-NFP algorithm.

We presented and compare three different but related approaches to generalize dissimilarity representations by using HMMs, clustering techniques and feature lines/planes respectively. The first two are model-based extensions for a given dissimilarity matrix and lead, in general, to lower dimensional dissimilarity spaces. In contrast, our methodology produces high dimensional dissimilarity spaces and, consequently, proper prototype
selection methods must be applied. Generalized dissimilarity representations by feature lines and feature planes are in fact enriched instead of condensed representations. Consequently, they have the property of accounting for entirely new information not originally available in the given dissimilarity matrix. Potential open issues for further research are alternative methods for feature line/plane selection such as sparse classifiers and linear programming-based approaches. In order to extend methods based on feature lines and feature planes to the case of indefinite representations, correction techniques for non-Euclidean data are also of interest.

5. References


Notwithstanding the tremendous effort to solve the face recognition problem, it is not possible yet to design a face recognition system with a potential close to human performance. New computer vision and pattern recognition approaches need to be investigated. Even new knowledge and perspectives from different fields like, psychology and neuroscience must be incorporated into the current field of face recognition to design a robust face recognition system. Indeed, many more efforts are required to end up with a human-like face recognition system. This book tries to make an effort to reduce the gap between the previous face recognition research state and the future state.
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