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Abstract

The aims of this chapter are devoted to investigate a system of fractional-order differential equations (FDEs) with multipoint boundary conditions. Necessary and sufficient conditions are investigated for at most one solution to the proposed problem. Also, results for the existence of at least one or two positive solutions are developed by using a fixed-point theorem of concave-type operator for the considered problem. Further, we extend the conditions for more than two solutions and established some adequate conditions for multiplicity results to the proposed problem. Also, a result devoted to Hyers-Ulam stability is discussed. Suitable examples are provided to verify the established results.
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1. Introduction

Arbitrary-order differential equations are the excellent tools in the description of many phenomena and process in different fields of science, technology, and engineering (see [1, 2]). Therefore, considerable attention has been paid to the subject of differential equations of arbitrary order (see [3–5] and the references therein). The area devoted to the existence of positive solutions to fractional differential equations and their system especially coupled systems was greatly studied by many authors (for details see [6–9]). In all these articles, the concerned results were obtained by using classical fixed point theorems like Banach contraction principle, Leray-Schauder fixed point theorem, and fixed point theorems of cone type. The aforesaid area has been very well explored for both ordinary- and arbitrary-order differential equations. Existence and uniqueness results for nonlinear and linear, classical,
as well as arbitrary-order differential equations have been investigated in many papers (see few of them as [10–13]).

Another warm area of research in the theory of fractional-order differential equations (FDEs) is devoted to the multiplicity of solutions. Plenty of research articles are available on this topic in literature. In [14], the author studied the given boundary value problem (BVP) for existence of multiple solutions:

\[ \begin{aligned}
D^\alpha p(t) + \mathcal{H}(t, p(t)) &= 0, \quad t \in I, \quad \theta_1 \in (1, 2], \\
p(t)|_{t=0} &= p(t)|_{t=1} = 0,
\end{aligned} \]

where \( D \) is the Riemann-Liouville derivative of non-integer order and \( I = [0, 1] \). In the same line, Kaufmann and Mboumi [15] studied the given boundary value problem of fractional differential equations for multiplicity of positive solutions:

\[ \begin{aligned}
D^\alpha p(t) + \phi(t)\mathcal{H}(t, p(t)) &= 0, \quad t \in I, \quad \theta_1 \in (1, 2], \\
p(t)|_{t=0} &= p(t)|_{t=1} = 0,
\end{aligned} \]

where \( D \) is the Riemann-Liouville derivative and \( \phi \in C(I, \mathbb{R}), \quad \mathcal{H} \in C(I \times \mathbb{R}, \mathbb{R}). \)

In the last few decades, the theory devoted to the multiplicity of solutions is very well extended to coupled systems of nonlinear FDEs, and we refer to few papers in [16–18]. Wang et al. [19] established some conditions under which the given system of three point BVP

\[ \begin{aligned}
D^\alpha p(t) &= \mathcal{H}_1(t, q(t)); \quad t \in I, \\
D^\mu q(t) &= \mathcal{H}_2(t, p(t)); \quad t \in I, \\
p(t)|_{t=0} = 0, \quad p(t)|_{t=1} = \mu p(t)|_{t=\xi}, \quad q(t)|_{t=0} = 0, \quad q(t)|_{t=1} = \nu q(t)|_{t=\xi},
\end{aligned} \]

has a solution, where \( \theta_1, \theta_2 \in (1, 2] \) and \( \mu, \nu \in I, \quad \xi \in (0, 1), \quad \mathcal{H}_i : [0, 1] \times \mathbb{R} \to \mathbb{R} \) for \( i = 1, 2 \) are nonlinear functions.

In the last few decades, another important aspect devoted to stability analysis of FDEs with initial/boundary conditions has been given much attention. This is because stability is very important from the numerical and optimization point of view. Various forms of stabilities were studied for the aforesaid FDEs including exponential, Mittag-Leffler, and Lyapunov stability. Recently, Hyers-Ulam stability has given more attention. This concept was initially introduced by Ulam and then by Hyers (for details see [20–22]). Now, many articles have been written on this concept (see [23–27]). So far, the aforementioned stability has not yet well studied for multipoint BVPs of FDEs. Motivated by the aforementioned discussion, we propose the following coupled system of four-point BVP provided as

\[ \begin{aligned}
D^\alpha p(t) &= \mathcal{H}_1(t, p(t), q(t)); \quad t \in I, \quad \theta_1 \in (m - 1, m], \\
D^\nu q(t) &= \mathcal{H}_2(t, p(t), q(t)); \quad t \in I, \quad \theta_2 \in (m - 1, m], \\
p^{(j)}(t)|_{t=0} = q^{(j)}(t)|_{t=0} = 0, \quad p(t)|_{t=1} = p(t)|_{t=\eta}, \quad q(t)|_{t=1} = q(t)|_{t=\xi},
\end{aligned} \]

(1)
where $j = 0, 1, 2, \cdots, m - 2$, $m \geq 3$, $I = [0, 1]$, $\eta, \xi \in (0, 1)$, $\mathcal{H}_1, \mathcal{H}_2 : [0, 1] \times \{0\} \cup R^+ \times \{0\} \cup R^+ \rightarrow \{0\} \cup R^+$ are continuous functions, and $\mathcal{D}^{\theta_1}, \mathcal{D}^{\theta_2}$ stand for Riemann-Liouville fractional derivative of order $\theta_1, \theta_2$ in sequel. We obtain necessary and sufficient conditions for the existence of solution to system (1) by using another type of fixed point result based on a concave-type operator with increasing or decreasing property. The idea then extends to form some conditions which ensure multiplicity of solutions to the considered problem. Also, we discuss some results about the Hyers-Ulam stability for the considered problem. Further by providing examples, we illustrate the established results.

2. Preliminaries

In the current section, we review few fundamental lemmas and results found in [2, 4, 6, 28, 29].

**Definition 2.1.** Arbitrary-order integral of function $\psi : (0, \infty) \rightarrow R$ is recalled as

$$ I^{\theta_1} \psi(t) = \frac{1}{\Gamma(\theta_1)} \int_0^t (t - s)^{\theta_1 - 1} \psi(s) ds, $$

where $\theta_1 > 0$ is a real number and also the integral is pointwise defined on $R^+$

**Definition 2.2.** Arbitrary-order derivative in Riemann-Liouville sense for a function $\psi \in (0, \infty), R$ is given by

$$ \mathcal{D}^{\theta_1} \psi(t) = \left( \frac{d}{dt} \right)^m \frac{1}{\Gamma(m - \theta_1)} \int_0^t (t - s)^{m - \theta_1 - 1} \psi(s) ds, \theta_1 > 0, \text{ where } m = [\theta_1] + 1. $$

**Lemma 2.3.** [16] Let $\theta_1 > 0$, then for arbitrary $C_j \in R$, $j = 1, 2, \ldots, m$, $m = [\theta_1] + 1$, and the solution of

$$ \mathcal{D}^{\theta_1} \psi(t) = f(t) $$

is provided by

$$ \psi(t) = I^{\theta_1} f(t) + C_1 t^{\theta_1 - 1} + C_2 t^{\theta_1 - 2} + \cdots + C_m t^{\theta_1 - m}. $$

**Definition 2.4.** [17, 28] Consider a Banach space $E$ with a closed set $C \subset E$. Then, $C$ is said to be partially ordered if $p \leq q$ such that $q - p \in C$. Further, $C$ is said to be a cone if it holds the given conditions:

1. $p \in C$ and for a real constant $k \geq 0$ the relation $kp \in C$ holds.
2. $p$ and $-p \in C$ yield that $0 \in C$, where $0$ is zero element of Banach space $E$. 
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Definition 2.5. [17, 28] A closed and convex set $C$ of $E$ is said to be a normal cone if it obeys the given properties:

1. For $0 \leq p \leq q \in E$, there exists $\beta > 0$, such that $\|p\| \leq \beta \|q\|$;
2. $p \sim q$, for all $p, q \in E$ yields that there exist constants $a, b > 0$ such that $a p \leq q \leq b q$.

Remark 2.6. As $\sim$ is an equivalence relation, therefore defines a set $C_f = \{p \in E : p \sim f\}$ for $f \in C$.

Theorem 2.10. [30] Let $E$ be a Banach space with $C \subseteq B$, which is closed and convex. Let $E$ be a relatively open subset of $C$ with $0 \in E$ and $S : E \rightarrow C$ be a continuous and compact operator. Then,

1. The operator $S$ has a fixed point in $E$;
2. There exist $w \in \partial E$ and $\lambda \in (0, 1)$ with $w = \lambda Sw$.

Lemma 2.11. [30] For a Banach space $E$ together with a cone $C$, there exist two relatively open subsets $A_1$ and $A_2$ of $E$ such that $0 \in A_1 \subset A_2 \subset A_2$. Moreover, for a completely continuous operator $S : C \cap (A_2 \setminus A_1) \rightarrow C$, one of the given conditions holds:

1. $\|Sp\| \leq \|p\|$ for all $p \in C \cap \partial A_1$; $\|Sp\| \geq \|p\|$ for all $p \in C \cap \partial A_2$;
2. $\|Sp\| \geq \|p\|$ for all $p \in C \cap \partial A_1$; $\|Sp\| \leq \|p\|$ for all $p \in C \cap \partial A_2$

Then, $S$ has at least one fixed point in $C \cap (A_2 \setminus A_1)$.

3. Main results

Theorem 3.1. Let $\varphi \in C([0, 1], R)$, $\eta \in (0, 1)$ and $\lambda_1 = 1 - \eta^{\theta-1} < 1$, and then the unique solution to BVP of linear FDE

\[
\begin{cases}
\frac{d^m p(t)}{dt^m} = \varphi(t), t \in I, & \theta_1 \in (m - 1, m], \\
\frac{d^j p(t)}{dt^j} \bigg|_{t=0} = p(t) \bigg|_{t=\eta}, & j = 0, 1, 2, \ldots m - 2, & m \geq 3,
\end{cases}
\]

is given by

\[
p(t) = \int_0^t G(t, s)\varphi(s)ds,
\]
where \( G(t, s) \) is the Green's function defined by

\[
G(t, s) = \frac{1}{\Gamma(\theta_1)} \left\{ \begin{array}{l}
\frac{1}{\lambda_1} [-t(1-s)^{\theta_1-1} + t(\eta - s)^{\theta_1-1}] + (t - s)^{\theta_1-1}, \quad 0 \leq s \leq t \leq \eta \leq 1, \\
\frac{1}{\lambda_1} [-t(1-s)^{\theta_1-1} + t(\eta - s)^{\theta_1-1}], \quad 0 \leq t \leq s \leq \eta \leq 1, \\
\frac{1}{\lambda_1} [t(1-s)^{\theta_1-1} + (t-s)^{\theta_1-1}], \quad 0 \leq \eta \leq s \leq t \leq 1, \\
\frac{1}{\lambda_1} [t(1-s)^{\theta_1-1}], \quad 0 \leq \eta \leq t \leq s \leq 1.
\end{array} \right.
\]

Proof. In view of Lemma 2.3, we may write Eq. (2) as

\[
\text{Applying boundary condition where } G \text{ is Green's function given in Eq. (4).}
\]

Further, taking that \( \lambda_1 = 1 - \theta^{\theta_1-1} \), \( \lambda_2 = 1 - \phi^{\theta_1-1} \), the corresponding coupled system of integral equations to the proposed system (1) is given as

\[
\left\{ \begin{array}{l}
p(t) = \int_0^t G_1(t, s) \mathcal{H}_1(s, p(s), q(s)) ds, \\
q(t) = \int_0^t G_2(t, s) \mathcal{H}_2(s, p(s), q(s)) ds,
\end{array} \right.
\]

where \( G_1(t, s), G_2(t, s) \) are Green's functions, which can be similarly computed like in Theorem 3.1. Further, they are continuous on \( I \times I \) and satisfy the following properties:

i. \( \max_{t \in I} |G_1(t, s)| \leq \frac{(\lambda_1 + 1)(1-s)^{\theta_1-1}}{\lambda_1} = G_1(1, s), \quad \text{for all } s \in I; \)
\[ \max_{t \in I} |G_1(t, s)| \leq \frac{(\lambda_1 + 1)(1-s)^{\theta_1-1}}{\lambda_1} = G_2(1, s), \quad \text{for all } s \in I; \]

ii. \( \min_{t \in [0, 1]} G_1(t, s) \geq \frac{\gamma_1}{2} G(1, s) \text{ for every } \theta \in (0, 1); \)
\[ \min_{t \in [0, 1]} G_2(t, s) \geq \frac{\gamma_2}{2} G(1, s) \text{ for every } \theta \in (0, 1); \]

Further, taking that \( \gamma = \inf \{ \gamma_1, \gamma_2 \} = \theta^{\theta_1-1} \).
Let us define a Banach space by $E = \{p(t) | p \in C(I)\}$ endowed with a norm $\|p\|_E = \max_{t \in I}|p(t)|$. Further, in the norm for the product space, we define it as $\|(p, q)\|_{E \times E} = \|p\|_E + \|q\|_E$. Clearly, $(E \times E, \|(p, q)\|_{E \times E})$ is a Banach space. Onward, we define the cone $C \subset E \times E$ by

$$C = \{(p, q) \in E \times E : \min_{t \in I}|p(t) + q(t)| \geq \gamma \|p, q\|_{E \times E}\}.$$ 

Consider an operator $S : E \times E \rightarrow E \times E$ defined by

$$S(p, q)(t) = \left( \int_0^1 G_1(t, s)H_1(s, p(s), q(s))ds, \int_0^1 G_2(t, s)H_2(s, p(s), q(s))ds \right).$$

(9)

It is to be noted that the fixed points of the operator $S$ correspond with the solution of the system (1) under consideration.

**Theorem 3.2.** Under the continuity of $H_1, H_2 : I \times R^+ \cup \{0\} \times R^+ \cup \{0\} \rightarrow R^+ \{0\}$, the operator $S$ satisfies that $S(C) \subset C$ and $S : C \rightarrow C$ is completely continuous.

**Proof:** To derive $S(C) \subset C$, let $(p, q) \in C$, and then we have

$$S_1(p(t), q(t)) = \int_0^1 G_1(t, s)H_1(s, p(s), q(s))ds \geq \gamma \int_0^1 G_1(1, s)H_1(s, p(s)), q(s))ds.$$  

(10)

Also, we get

$$S_1(p(t), q(t)) \geq \gamma \int_0^1 G_1(1, s)H_1(s, p(s), q(s))ds.$$  

(11)

Thus, from Eqs. (10) and (11), we have

$$S_1(p(t), q(t)) \geq \gamma \|S_1(p, q)\|_{E \times E} \quad \text{for every } t \in I.$$  

Similarly, we can obtain

$$S_2(p(t), q(t)) \geq \gamma \|S_2(p, q)\|_{E \times E} \quad \text{for every } t \in I.$$  

Thus $S_1(p(t), q(t)) + S_2(p(t), q(t)) \geq \gamma \|p, q\|_{E \times E}$ \quad \text{for all } t \in I.

$$\min_{t \in I} [S_1(p(t), q(t)) + S_2(p(t), q(t))] \geq \gamma \|p, q\|_{E \times E}.$$  

Hence, we have $S(p, q) \in C \Rightarrow S(C) \subset C.$
Let us consider
\[
\max_{t \in [0,1]} |\mathcal{H}_1(t, p(t), q(t))| \leq M_1, \quad \max_{t \in [0,1]} |\mathcal{H}_2(t, p(t), q(t))| \leq M_2.
\]

Then, we consider \(t_1 < t_2 \in I\), such that
\[
|S_1(p, q)(t_2) - S_1(p, q)(t_1)| = \left| \int_0^1 (\mathbf{G}(t_2, s) - \mathbf{G}(t_1, s))\mathcal{H}_1(s, p(s), q(s))ds \right|
\]
\[
\leq \frac{M_1}{\Gamma(\theta_1)} \left[ \left( t_2^{\theta_1 - 1} - t_1^{\theta_1 - 1} \right) \left( \int_0^\eta (\eta - s)^{\theta_1 - 1}ds - \int_0^{(1-s)} (1-s)^{\theta_1 - 1}ds \right) \right]
\]
\[
+ \frac{M_1}{\Gamma(\theta_1)} \int_0^{t_2} (t_2 - s)^{\theta_1 - 1}ds - \int_0^{t_1} (t_1 - s)^{\theta_1 - 1}ds \right]
\]
\[
\leq \frac{M_1}{\lambda_1 \Gamma(\theta_1 + 1)} \left( t_2^{\theta_1 - 1} - t_1^{\theta_1 - 1} \right) (\eta^{\theta_1 - 1} - \lambda_1) + \lambda_1 \left( t_1^{\theta_1} - t_1^{\theta_1} \right).
\]

By the same fashion, we obtain for \(S_2\) as
\[
|S_2(p, q)(t_2) - S_2(p, q)(t_1)| \leq \frac{M_2}{\lambda_2 \Gamma(\theta_2 + 1)} \left( t_2^{\theta_2 - 1} - t_1^{\theta_2 - 1} \right) (\eta^{\theta_2} - \lambda_2) + \lambda_2 \left( t_1^{\theta_2} - t_1^{\theta_2} \right).
\]

The right hand sides of Eqs. (12) and (13) are approaching to zero at \(t_1 \to t_2\). Thus, the operator \(S\) is equi-continuous. Therefore, thanks to the Arzela-Ascoli theorem, we receive that \(S = (S_1, S_2) : C \to C\) is completely continuous.

**Theorem 3.3.** Due to continuity of \(\mathcal{H}_1\) and \(\mathcal{H}_2\) on \(I \times \mathbb{R}^+ \cup \{0\} \times \mathbb{R}^+ \cup \{0\} \to \mathbb{R}^+\), there exist \(\varphi, \psi, \sigma_1, \sigma_2(j = 1, 2) : [0, 1) \to \mathbb{R}^+ \cup \{0\}\) for \(t \in [0, 1), \ p, \ q \geq 0\) such that
\[
|\mathcal{H}_1(t, p(t), q(t))| \leq \varphi_1(t) + \psi_1(t)|p(t)| + \sigma_1(t)|q(t)|;
\]
\[
|\mathcal{H}_2(t, p(t), q(t))| \leq \varphi_2(t) + \psi_2(t)|p(t)| + \sigma_2(t)|q(t)|,
\]
along with the following conditions:

i. \(\Delta_1 = \int_0^1 \mathbf{G}_1(1, s)\varphi_1(s)ds < \infty, \quad \Lambda_1 = \int_0^1 \mathbf{G}_1(1, s)|\psi_1(s) + \sigma_1(s)|ds < 1;\)

ii. \(\Delta_2 = \int_0^1 \mathbf{G}_2(1, s)\varphi_2(s)ds < \infty, \quad \Lambda_2 = \int_0^1 \mathbf{G}_2(1, s)|\psi_2(s) + \sigma_2(s)|ds < 1;\)

are satisfied. Then, the system (1) has at least one solution \((p, q)\) which lies in
\[
E = \left\{ (p, q) \in C : \|(p, q)\|_{E, \eta} < \min \left( \frac{2\Lambda_1}{1 - 2\Lambda_1}, \frac{2\Delta_2}{1 - 2\Lambda_2} \right) \right\}.
\]
Proof. Let $\mathcal{E} = \{(p,q) \in \mathbb{C} : \| (p,q) \|_{E \times E} < r \}$ with $\min \left( \frac{2\Delta_1}{1-r^2\Delta_1}, \frac{2\Delta_2}{1-r^2\Delta_2} \right) < r$.

Define the operator $S : \mathcal{E} \to \mathbb{C}$ as in Eq. (9).

Let $(p,q) \in \mathcal{E}$ that is $\| (p,q) \|_{E \times E} < r$. Then, we have

$$\| S_1(p,q)(t) \| = \max_{t \in I} \left[ \int_0^1 G_1(t,s) H_1(s, p(s), q(s)) ds \right]$$

$$\leq \left( \int_0^1 G_1(1,s) \varphi_1(s) ds + \int_0^1 G_1(1,s) \psi_1(s) p(s) ds + \int_0^1 G_1(1,s) \sigma_1(s) q(s) ds \right) \leq \Delta_1 + r\Lambda_1 \leq \frac{r}{2}. \quad (14)$$

Thus, from Eq. (14), we have

$$\| S_1(p,q) \| \leq \frac{r}{2}. \quad (15)$$

Similarly, one can derive that

$$\| S_2(p,q) \| \leq \frac{r}{2}. \quad (16)$$

Thus, from Eqs. (15) and (16), we get

$$\| S(p,q) \|_{E \times E} \leq r. \quad (17)$$

Therefore, $S(p,q) \subseteq \mathcal{E}$. Hence, by Theorem 3.2 the operator $S : \mathcal{E} \to \mathcal{E}$ is completely continuous.

Consider the eigenvalue problem:

$$(p,q) = \rho S(p,q), \quad \text{with} \quad \rho \in (0,1). \quad (18)$$

Under the assumption that $(p,q)$ is a solution of Eq. (18) for \( \rho \in (0,1) \), we have

$$|p(t)| \leq \rho \max_{t \in I} \left[ \int_0^1 G_1(t,s) H_1(s, p(s), q(s)) ds \right]$$

$$\leq \rho \left[ \int_0^1 G_1(1,s) \varphi_1(s) ds + \int_0^1 G_1(1,s) \psi_1(s) p(s) ds + \int_0^1 G_1(1,s) \sigma_1(s) q(s) ds \right]$$

$$\leq \rho (\Delta_1 + r\Lambda_1)$$

which implies that $\|p\|_{E} < \frac{r}{2}$.

Similarly, we can obtain that $\|q\|_{E} < \frac{r}{2}$, so $\| (p,q) \|_{E \times E} < r$, which implies that $(p,q)$ does not belong to $\partial \mathcal{E}$ for all $\rho \in (0,1)$. Therefore, due to Theorem 2.10, $S$ has a fixed point in $\mathcal{E}$. 
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Assume that the given hypothesis holds:

\((H_1)\) The nonlinear functions \(H_1\) and \(H_2\) are continuous on \(I \times \mathbb{R}^+ \cup \{0\} \times \mathbb{R}^+ \cup \{0\} \to \mathbb{R}^+ \cup \{0\}\)

\((H_2)\) For all \(t \in I\), we have

\[ H_1(t, p, q) = 0, \quad H_2(t, p, q) = 0, \quad (p, q) = (0, 0) \]

and

\[ H_1(t, p, q) \neq 0, \quad H_2(t, 1, 1) \neq 0, \quad (p, q) = (1, 1); \]

\((H_3)\) For all \(t \in I\) such that

\[ 0 \leq p \leq p_1, \quad 0 \leq q \leq q_1 \Rightarrow H_1(t, p, q) \leq H_1(t, p_1, q_1), \quad H_2(t, p, q) \leq H_2(t, p_1, q_1); \]

\((H_4)\) For \(p, q \geq 0\), there exist real numbers \(0 < \lambda, \mu < 1\), such that for each \(t \in I, \tau \in (0, 1),\) we have

\[ H_1(t, \tau p, \tau q) \geq \tau^\lambda H_1(t, p, q), \quad H_2(t, \tau p, \tau q) \geq \tau^\mu H_2(t, p, q). \]

**Theorem 3.4.** Under the assumptions \((H_1) - (H_4)\), the BVP (1) has a unique solution in \(C_f\) where \(f(t) = (t^{\lambda_1 - 1}, t^{\lambda_2 - 1})\).

**Proof.** Let \(\max\{\lambda, \mu\} = \kappa\) and \((p, q) \in C\). For each \(t \in I\) using \((H_4)\), we have

\[ S_1(\tau p, \tau q)(t) = \int_0^1 G_1(t, s) H_1(s, \tau s, \tau q(s)) ds \]

\[ \geq \tau^\kappa \int_0^1 G_1(t, s) H_1(s, p(s), q(s)) ds = \tau^\kappa S_1(p, q)(t) \geq \tau^\kappa S_1(p, q)(t), \]

Analogously, we also get

\[ S_2(\tau p, \tau q)(t) \geq \tau^\kappa S_2(p, q)(t). \]

In view of partial order \(\succeq\) on \(E \times E\) induced by the cone \(C\), we get \(S(\tau p, \tau q) \succeq \tau^\kappa S(p(t), q(t)), \quad \tau \in (0, 1), \quad (p, q) \in C\). Which yields that \(S\) is \(\tau\)-concave and nondecreasing operator with respect to the partial order by using hypothesis \((H_4)\). Hence, taking \(f \in C\) for each \(t \in I\) defined by

\[ f(t) = (t^{\lambda_1 - 1}, t^{\lambda_2 - 1}) = (f_1(t), f_2(t)). \]

Suppose that
\[ w_1 = \max \left\{ \frac{1}{\Gamma(\theta_1)} \int_0^1 \mathcal{H}_1(s, 1, 1) ds, \frac{1}{\Gamma(\theta_2)} \int_0^1 \mathcal{H}_2(s, 1, 1) ds \right\} \]

and

\[ w_2 = \max \left\{ \frac{1}{\Gamma(\theta_1)} \int_0^1 L(s)\mathcal{H}_1(s, 0, 0) ds, \frac{1}{\Gamma(\theta_2)} \int_0^1 K(s)\mathcal{H}_2(s, 0, 0) ds \right\}. \]

Also, from Green’s functions, we can obtain that

\[ L(s) = (1 - s)^{\theta_1 - 1} \frac{1 + \lambda_1}{\lambda_1}, \quad K(s) = (1 - s)^{\theta_2 - 1} \frac{1 + \lambda_2}{\lambda_2}. \]  \tag{19}

Due to nondecreasing property of \( \mathcal{H}_1, \mathcal{H}_2 \) in view of \( (H_3) \), we get \( \mu > 0, \nu > 0 \). Therefore, applying (19) together with \( (H_3) \), one has

\[ S_1h(t) = \int_0^1 G_1(t, s) \mathcal{H}_1(s, f_1(s), f_2(s)) ds \]

\[ = \int_0^1 G_1(t, s) \mathcal{H}_1(s, s^{\theta_1 - 1}, s^{\theta_2 - 1}) ds \leq \int_0^1 G_1(t, s) \mathcal{H}_1(s, 1, 1) ds \]

\[ \leq \left( \frac{1}{\Gamma(\theta_1)} \int_0^1 (1 - s)^{\theta_1 - 1} \mathcal{H}_1(s, 1, 1) ds \right)^{\theta_1 - 1} \leq \frac{\mu f_1(t)}{L}. \]

Similarly, we can get

\[ S_2f(t) \leq \mu f_2(t). \]

Then, we obtain

\[ Sf \leq \mu f. \]  \tag{20}

Like the aforesaid process, applying Eq. (19) together with \( (H_3) \), for each \( t \in \mathbf{I} \), one has

\[ S_f(t) = \int_0^1 G_1(t, s) \mathcal{H}_1(s, s^{\theta_1 - 1}, s^{\theta_2 - 1}) ds \geq \int_0^1 G_1(t, s) \mathcal{H}_1(s, 0, 0) ds \]

\[ \geq \left( \frac{1}{\Gamma(\theta_1)} \int_0^1 L(s)\mathcal{H}_1(s, 0, 0) ds \right)^{\theta_1 - 1} \geq \nu h_1(t), \]

With same fashion, we can obtain
Thus, we have

$$Sf(t) \geq vf.$$  \hfill (21)

From Eqs. (20) and (21), we produce

$$vf \leq Sf \leq uf,$$

which implies that $Sf \in C_f$. So, thanks to Lemma 2.9, we see that the operator $S$ is concave; hence, it has at most one fixed point $(p, q) \in C_f$ which is the corresponding solution of BVPs (1).

Now, we define the following:

(C1) Let these limits hold:

$$\mathcal{H}_1, 0 = \lim_{t \to 1} \frac{\mathcal{H}_1(t, s)}{p + q}, \quad \mathcal{H}_1, \infty = \lim_{t \to 1} \frac{\mathcal{H}_1(t, s)}{p + q},$$

$$\mathcal{H}_2, 0 = \lim_{t \to 1} \frac{\mathcal{H}_2(t, s)}{p + q}, \quad \mathcal{H}_2, \infty = \lim_{t \to 1} \frac{\mathcal{H}_2(t, s)}{p + q},$$

where $p \in \{0, \infty\}$.

Theorem 3.5. Assume that the conditions (C1) – (C3) together with given assumptions are satisfied:

(C2) There exists constant $\alpha > 0$ such that

$$\mathcal{H}_1, \infty \left( \int_0^{1-\theta} G_1(1, s)ds \right) > 1, \quad \mathcal{H}_1, \infty \left( \int_0^{1-\theta} G_2(1, s)ds \right) > 1.$$
\[
\max_{t \in I, (p,q) \in \partial C_\alpha} \mathcal{H}_1(t,p,q) < \frac{\alpha}{2\rho_1}
\]

and
\[
\max_{t \in I, (p,q) \in \partial C_\alpha} \mathcal{H}_2(t,p,q) < \frac{\alpha}{2\rho_2}
\]

Then, the system (1) of BVPs has at least two positive solutions \((p,q),(\bar{p},\bar{q})\) which obeying
\[
0 < \| (p,q) \|_{E \cap E} < \alpha < \| (\bar{p},\bar{q}) \|_{E \cap E}.
\]

**Proof.** Assume that \(H_5\) holds, and consider \(\epsilon, \alpha, \lambda\) such that \(0 < \epsilon < \alpha < \lambda\). Further we define a set by
\[
\Omega_r = \{ (u,v) \in E \times E : \| (u,v) \|_{E \cap E} < r \}, \text{ where } r \in \{ \epsilon, \alpha, \lambda \}.
\]

Now, if
\[
\mathcal{H}_{1,0} \left( \gamma_1^2 \int_0^{1-\theta} G_1(1,s)ds \right) > 1 \text{ and } \mathcal{H}_{2,0} \left( \gamma_2^2 \int_0^{1-\theta} G_2(1,s)ds \right) > 1.
\]

Then, obviously, we can obtain that
\[
\| S(p,q) \|_{E \cap E} \geq \| (p,q) \|_{E \cap E} \text{ for } (p,q) \in C \cap \partial \Omega_\epsilon.
\]

Now, if \(\mathcal{H}_{1,\omega} \left( \gamma_1^2 \int_0^{1-\theta} G_1(1,s)ds \right) > 1 \) and \(\mathcal{H}_{2,\omega} \left( \gamma_2^2 \int_0^{1-\theta} G_2(1,s)ds \right) > 1\).

Then, like the proof of Eq. (23), we have
\[
\| S(p,q) \|_{E \cap E} \geq \| (p,q) \|_{E \cap E} \text{ for } (p,q) \in C \cap \partial \Omega_\lambda.
\]

Also, from \(H_5\) and \((p,q) \in C \cap \partial \Omega_\alpha\), we get
\[
\| S_1(p,q)(t) \| = \left| \int_0^1 G_1(t,s)\mathcal{H}(s, u(s), v(s))ds \right| \leq \int_0^1 G_1(1,s)\| \mathcal{H}_1(s, p(s), q(s)) \| ds.
\]

From which we have
\[
\| S_1(p,q) \|_{E \cap E} < \frac{\alpha}{2\rho_1} \int_0^1 G_1(1,s)ds = \frac{\alpha}{2}.
\]

Similarly, we have \(\| S_1(p,q) \|_{E \cap E} < \frac{\epsilon}{2}\) as \((p,q) \in C \cap \partial \Omega_\epsilon\). Hence, we have
Now, applying Lemma 2.11 to Eqs. (23) and (25) yields that \( S \) has a fixed point \((p, q) \in \mathbb{C} \cap (\overline{\Omega}_1 \backslash \mathcal{C}) \) and a fixed point \((\overline{p}, \overline{q}) \in \mathbb{C} \cap (\overline{\Omega}_1 \backslash \mathcal{C}) \). Hence, we conclude that the system of BVPs (1) has at least two positive solutions \((p, q), (\overline{p}, \overline{q})\) such that \( \| (p, q) \|_{E^*} \neq \alpha \) and \( \| (p, q) \|_{E^*} \neq \alpha \). Thus, relation (22) holds.

**Theorem 3.6.** Consider that \((C_1) - (C_3)\) together with the following hypothesis are satisfied:

\( (H_7) \) \( \delta_1 \mathcal{H}_{1,0} < 1, \delta_1 \mathcal{H}_{1,\infty} < 1; \delta_2 \mathcal{H}_{1,0} < 1, \) and \( \delta_2 \mathcal{H}_{1,\infty} < 1; \)

\( (H_8) \) There exist \( \rho > 0 \) such that

\[
\max_{t \in I, (p, q) \in \partial \Omega_1} \gamma_2^2 \mathcal{H}_1(t, p, q) > \frac{\alpha}{2} \left( \int_0^1 G_1(1, s) ds \right)^{-1} \\
\max_{t \in I, (p, q) \in \partial \Omega_1} \gamma_2^2 \mathcal{H}_2(t, p, q) > \frac{\alpha}{2} \left( \int_0^1 G_2(1, s) ds \right)^{-1}
\]

such that

\[
0 < \| (p, q) \|_{E^*} < \alpha < \| (\overline{p}, \overline{q}) \|_{E^*}.
\]

Then, the proposed coupled system of BVPs (1) has at least two positive solutions.

**Proof.** Proof is like the proof of Theorem 3.4.

Analogously, we deduce from Theorem 3.5 and 3.6 the following results for multiplicity of solutions to the system (1) of BVPs.

**Theorem 3.7.** Under the conditions \((C_1) - (C_3)\), there exist \( 2k \) positive numbers \( a_j, \tilde{a}_j, j = 1, 2, \ldots, k \) with \( a_1 < \gamma_1 \tilde{a}_1 < a_2 < \gamma_2 \tilde{a}_2 < \cdots < a_k < \gamma_1 \tilde{a}_k < \tilde{a}_k \) and \( a_1 < \gamma_2 \tilde{a}_1 < a_2 < \gamma_2 \tilde{a}_2 < \cdots < a_k < \gamma_2 \tilde{a}_k < \tilde{a}_k \) such that

\( (H_9) \) \( \mathcal{H}_1(t, p(t), q(t)) \left( \frac{1}{a_j} \int_0^1 G_1(1, s) ds \right) \geq a_j \) for \( (t, p, q) \in I \times [a_j, \tilde{a}_j] \times [\tilde{a}_j, a_j] \), and

\( \mathcal{H}_2(t, p(t), q(t)) \mathcal{C}_1 \leq a_j \) for \( (t, p, q) \in I \times [a_j, \tilde{a}_j] \times [\tilde{a}_j, a_j], j = 1, 2, \ldots, k; \)

\( (H_{10}) \) \( \mathcal{H}_2(t, p(t), q(t)) \left( \frac{1}{a_j} \int_0^1 G_2(1, s) ds \right) \geq a_j \) for \( (t, p, q) \in I \times [a_j, \tilde{a}_j] \times [\tilde{a}_j, a_j] \), and
\[ \mathcal{H}_1(t, p(t), q(t)) \leq \tilde{a}_j, \text{ for } (t, p, q) \in \mathbb{I} \times [\gamma_1 a, a_j] \times [\gamma_2 \tilde{a}_j, a_j], \quad j = 1, 2 \ldots k. \]

Then, system (1) of BVPs has at least \( k \) solutions \( (p_j, q_j) \), satisfying
\[ a_j \leq \| (p_j, q_j) \|_{E \times E} \leq \tilde{a}_j, \quad j = 1, 2 \ldots k. \]

Further, if assumptions \( (C_1) - (C_3) \) hold such that there exist \( 2k \) positive numbers \( b_j, \tilde{b}_j, \quad j = 1, 2 \ldots k \), with
\[ b_1 < \tilde{b}_1 < b_2 < \tilde{b}_2 \ldots < b_k < \tilde{b}_k, \]

together with following hypothesis hold:
\[ (H_{11}) \quad \mathcal{H}_1(t, p, q) \text{ and } \mathcal{H}_2(t, p, q) \text{ are nondecreasing on } [0, \tilde{b}_k] \text{ for all } t \in \mathbb{I}; \]
\[ \mathcal{H}_1(t, p(t), q(t)) \left( 1 - \theta \right) \int_0^1 G_1(1, s) ds \geq b_j, \quad \mathcal{H}_1(t, p(t), q(t)) \leq b_j, \quad \mathcal{H}_2(t, p(t), q(t)) \leq b_j, \quad j = 1, 2 \ldots k. \]  \tag{26}

Then, system (1) of BVPs has at least \( k \) solutions \( (p_j, q_j) \), satisfying
\[ b_j \leq \| (p_j, q_j) \|_{E \times E} \leq \tilde{b}_j, \quad j = 1, 2 \ldots k. \]

4. Hyers-Ulam stability

**Definition 4.1.** ([31, Definition 2]) Consider a Banach space \( E \times E \) such that \( S_1, S_2 : \mathbb{E} \times E \rightarrow \mathbb{E} \times E \) be the two operators. Then, the operator system provided by
\[ \begin{cases} p(t) = S_1(p, q)(t), \\ q(t) = S_2(p, q)(t) \end{cases} \]  \tag{27}

is called Hyers-Ulam stability if we can find \( c_i > 0 \) such that for each \( \rho_i(i = 1, 2) = 0 \) and for each solution \( (p^*, q^*) \in \mathbb{E} \times E \) of the inequalities given by
\[ \begin{cases} \| p^* - S_1(p^*, q^*) \|_{E \times E} \leq \rho_1, \\ \| q^* - S_2(p^*, q^*) \|_{E \times E} \leq \rho_2 \end{cases} \]  \tag{28}
there exist a solution \((\bar{p}, \bar{q}) \in \mathbf{E} \times \mathbf{E}\) of system (26) which satisfy
\[
\begin{align*}
\left\| p^* - \bar{p} \right\|_{\mathbf{E}} & \leq C_1 \rho_1 + C_2 \rho_2, \\
\left\| q^* - \bar{q} \right\|_{\mathbf{E}} & \leq C_3 \rho_1 + C_4 \rho_2.
\end{align*}
\] (29)

**Definition 4.2.** If \(\lambda_i\), for \(i = 1, 2, \ldots, n\) be the (real or complex) eigenvalues of a matrix \(M \in \mathbb{C}^{n \times n}\), then the spectral radius \(\rho(M)\) is defined by
\[
\rho(M) = \max\{|\lambda_i|, \text{ for } i = 1, 2, \ldots, n\}.
\]
Further, the matrix will converge to zero if \(\rho(M) < 1\).

**Theorem 4.3.** ([31, Theorem 4]) Consider a Banach space \(\mathbf{E} \times \mathbf{E}\) with \(S_1, S_2 : \mathbf{E} \times \mathbf{E} \to \mathbf{E} \times \mathbf{E}\) be the two operators such that
\[
\begin{align*}
\left\| S_1(p, q) - S_1(p^*, q^*) \right\|_{\mathbf{E}} & \leq C_1 \left\| p - p^* \right\|_{\mathbf{E}}, \\
\left\| S_2(p, q) - S_2(p^*, q^*) \right\|_{\mathbf{E}} & \leq C_3 \left\| q - q^* \right\|_{\mathbf{E}},
\end{align*}
\] (30)
for all \((p, q), (p^*, q^*) \in \mathbf{E} \times \mathbf{E},\)
and if the matrix
\[
M = \begin{bmatrix}
C_1 & C_2 \\
C_3 & C_4
\end{bmatrix}
\]
converges to zero ([31, Theorem 1]), then the fixed points corresponding to operatorial system (26) are Hyers-Ulam stable.

For the stability results, the following should be hold:

1. (\(H_{13}\)) Under the continuity of \(\mathcal{H}_i, i = 1, 2\), there exist \(a_i, b_i \in c(0, 1), \ i = 1, 2\) and \((p, q), (\bar{p}, \bar{q})\) such that
\[
|\mathcal{H}_i(t, p, q) - \mathcal{H}_i(t, \bar{p}, \bar{q})| \leq a_i(t)|p - \bar{p}| + b_i(t)|q - \bar{q}|, \ i = 1, 2.
\]
In this section, we study Hyers-Ulam stability for the solutions of our proposed system. Thanks to Definition 4.1 and Theorem 4.3, the respective results are received.

**Theorem 4.4.** Suppose that the assumptions \((H_{13})\) along with condition that matrix
\[
M = \begin{bmatrix}
\int_0^1 G_1(1, s) a_1(s)ds & \int_0^1 G_1(1, s) b_1(s)ds \\
\int_0^1 G_2(1, s) a_2(s)ds & \int_0^1 G_2(1, s) b_2(s)ds
\end{bmatrix}
\]
is converging to zero. Then, the solutions of (1) are Hyers-Ulam stable.

**Proof.** In view of Theorem 4.3, we have
Hence, we get

\[ \|S_1(p,q) - S_1(\tau, \tau)\|_{E \times E} \leq \int_0^1 G_1(1,s)a_1(s)\|p - \tau\|_{E \times E} ds + \int_0^1 G_1(1,s)b_1(s)\|q - \tau\|_{E \times E} ds \]

\[ \|S_2(p,q) - S_2(\tau, \tau)\|_{E \times E} \leq \int_0^1 G_2(1,s)a_2(s)\|p - \tau\|_{E \times E} ds + \int_0^1 G_2(1,s)b_2(s)\|q - \tau\|_{E \times E} ds. \]

From which we get

\[ \|S_1(p,q) - S_1(\tau, \tau)\|_{E \times E} \leq \left[ \int_0^1 G_1(1,s)a_1(s) ds \right] \|p - \tau\|_{E \times E} + \left[ \int_0^1 G_1(1,s)b_1(s) ds \right] \|q - \tau\|_{E \times E} \]

\[ \|S_2(p,q) - S_2(\tau, \tau)\|_{E \times E} \leq \left[ \int_0^1 G_2(1,s)a_2(s) ds \right] \|p - \tau\|_{E \times E} + \left[ \int_0^1 G_2(1,s)b_2(s) ds \right] \|q - \tau\|_{E \times E}. \]

(31)

Hence, we get

\[ \|S(p,q) - S(\tau, \tau)\|_{E \times E} \leq M \|p - \tau\|_{E \times E}, \]

where

\[ M = \left[ \int_0^1 G_1(1,s)a_1(s) ds \int_0^1 G_1(1,s)b_1(s) ds \right] \left[ \int_0^1 G_2(1,s)a_2(s) ds \int_0^1 G_2(1,s)b_2(s) ds \right]. \]

Hence, we received the required results.

5. Illustrative examples

Example 5.1. Consider the given system of BVPs

\[
\begin{align*}
\mathcal{D}p(t) + (1 - t^2) + |p(t)q(t)|^2 &= 0, \quad \mathcal{D}q(t) + 1 + t + |p(t)q(t)|^2 = 0, \quad t \in (0, 1), \\
p(t) &= p'(t) = q(t) = q'(t) = q''(t) = 0, \quad \text{at} \quad t = 0, \\
p(1) &= p\left(\frac{1}{4}\right), \\
q(1) &= q\left(\frac{1}{3}\right).
\end{align*}
\]

(33)

Clearly, \( \mathcal{H}_1(t, p, q) \neq 0 \), \( \mathcal{H}_2(t, p, q) \neq 0 \), at \( (p, q) = (0, 0) \), and \( \mathcal{H}_1(t, p, q) \neq 0 \), \( \mathcal{H}_2(t, p, q) \neq 0 \), at \( (p, q) = (1, 1) \). Simple computation yields that \( \mathcal{H}_1, \mathcal{H}_2 \) are nondecreasing for every \( t \in (0, 1) \). Also, for \( \tau, \quad t \in (0, 1), \) and \( p, q \geq 0 \), one has max \( \left\{ \frac{1}{4}, \frac{1}{3} \right\} = \frac{1}{4}, \)

\[ \mathcal{H}_1(t, \tau, \tau) \geq \tau^2 \mathcal{H}_1(t, p, q), \quad \mathcal{H}_2(t, \tau, \tau) \geq \tau^2 \mathcal{H}_2(t, p, q). \]

Thus, all the conditions of Theorem 3.4 are fulfilled, so the system (32) of BVPs has unique positive solution in \( B_{\frac{1}{2}} \) where \( f(t) = \left( \frac{1}{2}, \frac{1}{2} \right). \)

Example 5.2. Consider the following system of BVPs:

\[
\begin{align*}
\mathcal{D}p(t) + (1 + t)^2 + |p(t) + q(t)|^2 &= 0, \quad \mathcal{D}q(t) + 1 + t + |p(t) + q(t)|^2 = 0, \quad t \in (0, 1), \\
p^{(j)}(t) &= q^{(j)}(t) = 0, \quad j = 0, 1, 2, 3, \quad \text{at} \quad t = 0, \\
p(1) &= p\left(\frac{1}{2}\right), \\
q(1) &= q\left(\frac{1}{2}\right).
\end{align*}
\]

(34)
Since the system \( t \in (0, 1) \), moreover, for \( \tau, t \in (0, 1) \), and \( p, q \geq 0 \), we see that \( \max \{3, 2\} = 3 \),
\[
\mathcal{H}_1(t, \tau, \tau q) \geq \tau^3 \mathcal{H}_1(t, p, q), \quad \mathcal{H}_2(t, \tau, \tau q) \geq \tau^3 \mathcal{H}_2(t, p, q).
\]
Thus, all the assumptions of Theorem 3.4 are fulfilled, so the coupled system (33) has a unique positive solution in \( \mathcal{B}_f \) where \( f(t) = \left( \vec{p}, \vec{q} \right) \).

Example 5.3. Consider the following system of BVPs:
\[
\begin{align*}
\mathcal{D}_1^2 p(t) &= \frac{t}{40} + \frac{t}{20} \cos[p(t)] + \frac{t^2}{20} \sin[q(t)], \quad t \in (0, 1), \\
\mathcal{D}_2^2 q(t) &= \frac{t^2}{50} + \frac{t}{60} \sin[p(t)] + \frac{t}{60} \cos[q(t)], \quad t \in (0, 1), \\
p^{(i)}(t) &= q^{(i)}(t) = 0, \quad j = 0, 1, 2, \quad \text{at} \ t = 0, \\
p(1) &= p \left( \frac{1}{2} \right), \quad q(1) = q \left( \frac{1}{2} \right).
\end{align*}
\]

From system (33), we see that
\[
|\mathcal{H}_1(t, p, q)| \leq \frac{t}{40} + \frac{t}{20} \cos[p(t)] + \frac{t^2}{20} \sin[q(t)]
\]
and
\[
|\mathcal{H}_2(t, p, q)| \leq \frac{t^2}{50} + \frac{t}{60} \sin[p(t)] + \frac{t}{60} \cos[q(t)].
\]

where \( \varphi_1(t) = \frac{1}{25}, \quad \varphi_2(t) = \frac{t}{25}, \quad \psi_1(t) = \frac{1}{50}, \quad \psi_2(t) = \frac{t}{50}, \quad \sigma_1(t) = \frac{1}{25}, \quad \sigma_2(t) = \frac{1}{60} \). Also, \( \eta = \xi = \frac{1}{2}, \lambda_1 = \lambda_2 = 0.17677 \). Thus, by computation, we have
\[
G_j(1, s) = 6.65710 \frac{(1 - s)^2}{\Gamma \left( \frac{1}{2} \right)} \quad \text{for} \ j = 1, 2.
\]
Upon computation, we get
\[
\Delta_1 = \int_0^1 G_1(1, s) \varphi_1(s) ds = 0.003577 < \infty, \quad \Delta_2 = \int_0^1 G_2(1, s) \varphi_2(s) ds = 0.000924 < \infty.
\]
Similarly, we can also compute.
\[
\Delta_1 = \int_0^1 G_1(1, s) \left[ \varphi_1(s) + \sigma_1(s) \right] ds = 0.03092853 < 1, \quad \Delta_2 = \int_0^1 G_2(1, s) \left[ \varphi_2(s) + \sigma_2(s) \right] ds = 0.00289 < 1.
\]
Further, we see that \( \max \{0.007626, 0.00185\} = 0.007626 \). So, all the conditions of Theorem 3.3 are satisfied. So, the BVP (34) has at least one solution and the solution lies in
\[
\mathcal{E} = \{(p, q) \in \mathbb{C} : \| (p, q) \|_{E \times E} < 0.007626 \}.\]
Example 5.4. Taking the following system of BVPs

\[
\begin{aligned}
&\mathcal{D}_n^\nu p(t) + \left[\frac{(p(t) + q(t))^2}{15 + t^2}\right] + \frac{1}{\Gamma(1, 1)} = 0, \quad t \in (0, 1), \\
&\mathcal{D}_n^\nu q(t) + \left[\frac{(p(t) + q(t))^2}{15 + t^2}\right] + \frac{t}{\Gamma(1, 1)} = 0, \quad t \in (0, 1), \\
&p(0) = q(0) = 0, \quad j = 0, 1, 2, 3, 4, \quad \text{at} \quad t = 0,
\end{aligned}
\]

It is simple to check that \(H_{1,0} = H_{2,0} = H_{1,\infty} = H_{2,\infty} = \infty\). Also, for any \((t, p, q) \in I \times I \times I\), we see that

\[
\begin{aligned}
H_1(t, p, q) &\leq \frac{1}{3\delta_1} \\
H_2(t, p, q) &\leq \frac{1}{3\delta_2}.
\end{aligned}
\]

Thus, all the assumptions of Theorem 3.5 are satisfied with taking \(\alpha = 1\), so the coupled system (35) has two solutions satisfying \(0 < \|\cdot\|_{E,E} < 1 < \|\cdot\|_{E_E}\).

Example 5.5. Consider the following coupled systems of boundary value problems:

\[
\begin{aligned}
&\mathcal{D}_n^\nu p(t) + \Gamma\left(\frac{5}{2}\right) \left[\frac{tp(t)}{16} + \frac{t^2 q(t)}{32}\right] = 0, \quad t \in (0, 1), \\
&\mathcal{D}_n^\nu q(t) + \Gamma\left(\frac{5}{2}\right) \left[9t^2 \cos(p(t)) + \frac{9t \cos(q(t))}{16\sqrt{\pi}}\right] = 0, \quad t \in (0, 1), \\
&p(0) = q(0) = 0, \quad j = 0, 1, 2, \quad \text{at} \quad t = 0,
\end{aligned}
\]

Here, \(a_1(t) = \Gamma\left(\frac{5}{2}\right) \frac{t}{\pi}, \quad b_1(t) = \Gamma\left(\frac{5}{2}\right) \frac{t^2}{\pi}, \quad a_2(t) = \Gamma\left(\frac{5}{2}\right) \frac{9t^2}{10\sqrt{\pi}}, \quad b_2(t) = \Gamma\left(\frac{5}{2}\right) \frac{9t}{10\sqrt{\pi}}. \) Moreover

\[
M = \begin{bmatrix}
\int_0^1 G_1(s) a_1(s) ds \\
\int_0^1 G_2(s) a_2(s) ds \\
\int_0^1 G_1(s) b_1(s) ds \\
\int_0^1 G_2(s) b_2(s) ds
\end{bmatrix} = \begin{bmatrix}
0.0460 \\
0.0007 \\
0.0068 \\
0.0058
\end{bmatrix}.
\]

Here, \(\rho(M) = 4.61 \times 10^{-2} < 1\). Therefore, matrix \(M\) converges to zero, and hence the solutions of (36) are Hyers-Ulam stable by using Theorem 4.4.

6. Conclusion

We have developed a comprehensive theory on existence of solutions and its Hyers-Ulam stability for system of multipoint BVP of FDEs. The concerned theory has been enriched by providing suitable examples.
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