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1. Introduction

Data mining is an emerging field gaining acceptance in research and industry. This is evidenced by an increasing number of research publications, conferences, journals and industry initiatives focused in this field in the recent past.

Data mining aims to solve an intricate problem faced by a number of application domains today with the deluge of data that exists and is continually collected, typically, in large electronic databases. That is, to extract useful, meaningful knowledge from these vast data sets. Human analytical capabilities are limited, especially in its ability to analyse large and complex data sets. Data mining provides a number of tools and techniques that enables analysis of such data sets. Data mining incorporates techniques from a number of fields including statistics, machine learning, database management, artificial intelligence, pattern recognition, and data visualisation.

A number of definitions for data mining are presented in literature. Some of them are listed below:

• “Data mining is the process of discovering meaningful new correlations, patterns and trends by sifting through large amounts of data stored in repositories, using pattern recognition technologies as well as statistical and mathematical techniques” (Gartner Group, 1995).

• “Data mining is the analysis of (often large) observational data sets to find unsuspected relationships and to summarize the data in novel ways that are both understandable and useful to the data owner” (Hand et al., 2001).

• “Data mining is an interdisciplinary field bringing together techniques from machine learning, pattern recognition, statistics, databases, and visualization to address the issue of information extraction from large data bases” (Cabena et al., 1998).

• “The extraction of interesting (non-trivial, implicit, previously unknown and potentially useful) patterns or knowledge from huge amount of data” (Han & Kamber, 2001).

We present application of data mining (also known as “Data Mining Applications”) as an “experiment” carried out using data mining techniques that result in gaining useful knowledge and insights pertaining to the application domain. Figure 1 below depicts this process.
Fig. 1. A Data Mining Experiment

The analogy between conducting an experiment and applying data mining will become evident as we discuss further the issues and challenges faced in data mining applications. Data mining (DM) application shows the promise to unlocking previously unknown, interesting knowledge from vast collections of data in many different application domains. DM has been successfully applied in a number of different domains (for e.g. astronomy (Weir et al., 1995), decision support (Wang & Weigend, 2004), business (Ester et al., 2002), IT security (Lee et al., 2001; Julisch & Dacier, 2002), medical and health research (Antonie et al., 2001; Au et al., 2005; Yu et al., 2004; Yan et al., 2004; Daxin et al., 2004; Liang & Kelemen, 2002; Chun et al., 2003), text mining (Hearst, 1999), marketing (Kitts et al., 2000), financial forecasting (Li & Kuo, 2008), education (Druzdzel & Glymour, 1994; Tissera et al., 2006; Ma et al., 2000), fraud detection (Senator et al., 1995; Rosset et al., 1999), and others (Fernando et al., 2008; Last et al., 2003; Fayyad et al., 1996c). Although a number of successful data mining applications exist, applying data mining is neither trivial nor straight-forward. Due to the inherent exploratory nature in data mining, there is a significant risk with little or no guarantee of successful results or Return on Investment (RoI) at the onset of a data mining initiative. Conducting a DM experiment is resource intensive and requires careful planning, critical analysis and extensive human judgement.

Today, a number of process models exists which aims to provide structure, control and standard methodology in applying data mining (Fayyad et al., 1996a; Cabena et al., 1998; Anand & Buchner, 1998; Chapman et al. 2000; Cios et al., 2000; Han & Kamber, 2001; Adriaans & Zantinge, 1996; Berry & Linoff, 1997; SAS Institute, 2003; Edelstein, 1998; Klösgen & Zytkow, 2002; Haglin et al. 2005). These process models are also known as Knowledge Discovery and Data Mining (KDDM) process models (Kurgan & Musilek, 2006). The KDDM process models outline the fundamental set of steps (typically executed iteratively with loopbacks) required in data mining applications covering the entire lifecycle in applying data mining from the initial goal determination to the final deployment and maintenance of the discovered knowledge.

Although KDDM process models provide a high-level structure to conduct a data mining experiment, following a KDDM process model by itself does not guarantee success. Applying data mining is an iterative process with extensive human intervention, whereby the DM team gains insights to the patterns and trends in data through the application of DM techniques with each iteration. This results in more-or-less a trial-and-error approach. The authors believe that a number of fundamental questions needs to be resolved in order to provide a more predictive, less risky approach with higher certainty of success in applying data mining. This, in turn, will enable fulfilling the promise of data mining resulting in a proliferation of data mining applications. The chapter aims to bring to light some of these fundamental questions.
Presently, research in data mining has mainly focused on different approaches for data analysis (techniques such as clustering, classification, associations, neural networks, genetic algorithms and others). A number of scalable algorithms enabling analysis of heavy volumes of data are proposed (Apriori (Agrawal et al., 1993); Auto Regression Trees (Meek et al., 2002); CURE (Guha et al., 1998); Two-Dimensional Optimized Association Rules (Fukuda et al., 1996); ML-T2LA (Han & Fu, 1995) and many others (Wu et al., 2008)). These contributions have provided a rich set of techniques for data analysis. However, in comparison, we observe only a few research work in data mining that discusses practical aspects pertaining to data mining application (Feelders et al., 2000; Karim, 2001). There is a dire need for research focusing these challenges and issues in data mining application.

In comparison to many other fields of study, data mining is evolving and still in its infancy. The analogy between data mining and the field of software development is presented to illustrate this evolution in perspective. Initially, research in software development focused on the development of programming languages and techniques. Later research focused on issues pertaining to large scale software development and methodologies with an entire discipline of software engineering in existence today. Similarly, the field of data mining is still in its infancy where presently more focus is on different techniques and data mining tasks in data analysis. A predictive, controlled approach to data mining application is yet to be realised.

This chapter aims to bring attention to some of the fundamental challenging questions faced in applying data mining with the hope that future research aims to resolve these issues. This chapter is organised as follows: Section 2 briefly discusses the KDDM process models and basic steps proposed for applying data mining. Section 3 discusses the fundamental questions faced during data mining application process. Section 4 provides a discussion and recommendations for conducting a data mining experiment. Section 5 concludes the paper.

2. Knowledge discovery and data mining process models

KDDM process models provide the contemporary guidelines in applying data mining. A number of KDDM process models have been discussed in literature (Fayyad et al., 1996a; Cabena et al., 1998; Chapman et al., 2000; Anand & Buchner, 1998; Cios et al., 2000; Han & Kamber, 2001; Adriaans & Zantinge, 1996; Berry & Linoff, 1997; SAS Institute, 2003; Edelstein, 1998; Klösgen & Zytkow, 2002; Haglin et al., 2005). The basic structure for KDDM process models was initially proposed by Fayyad et al. (Fayyad et al., 1996a, Fayyad et al., 1996b) (popularly known as the “KDD Process”) with other models proposed later. A survey and comparison of prominent KDDM process models are presented in (Kurgan & Musilek, 2006).

The KDDM process models outline the fundamental set of steps (typically executed iteratively with loopbacks) required in data mining applications. KDDM process models span the entire lifecycle in applying data mining, from the initial goal determination to the final deployment of the discovered knowledge. It is noteworthy to point out that data mining is considered as a single step in the overall process of applying data mining in KDDM process. The different KDDM process models are similar except mainly for terminology, orientation towards research vs. industry contexts and emphasis on different steps. In (Kurgan & Musilek, 2006), the prominent KDDM process models (Fayyad et al., 1996a; Cabena et al., 1998; Chapman et al., 2000; Anand & Buchner, 1998; Cios et al., 2000)
are compared. Figure 2 illustrates a comparison table presented in (Kurgan & Musilek, 2006) mapping the different steps in the prominent process models. It is evident that all process models follow more-or-less a similar set of steps. Some of the similarities outlined in (Kurgan & Musilek, 2006) are given below:

- **All process models follow a set of steps:** “All process models consist of multiple steps executed in a sequence, which often includes loops and iterations. Each subsequent step is initiated upon the successful completion of a previous step, and requires a result generated by the previous step as its inputs”.

- **All process models cover entire lifecycle of a data mining experiment:** “Another common feature of the proposed models is the span of covered activities. It ranges from the task of understanding the project domain and data, through data preparation and analysis, to evaluation, understanding, and application of the generated results.”

- **All process models are iterative in nature:** “All proposed models also emphasize the iterative nature of the model, in terms of many feedback loops and repetitions, which are triggered by a revision process.”

Further discussion on KDDM process models are presented in (Kurgan & Musilek, 2006).

<table>
<thead>
<tr>
<th>Model</th>
<th>Fayad et al.</th>
<th>Calheta et al.</th>
<th>Aasud &amp; Büchner</th>
<th>CRISP-DM</th>
<th>Cott et al.</th>
<th>Generic model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Areas</td>
<td>Academic</td>
<td>Industrial</td>
<td>Academic: Industrial: Academic</td>
<td>Academic</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>No. of steps</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Fig. 2. Comparison of steps in prominent KDDM process models (Source: Kurgan & Musilek, 2006)

Due to the differences in terminology and the number of steps between different KDDM process models, we adopted the Generic Model presented in (Kurgan & Musilek, 2006) to describe the KDDM process:

1. **Application Domain Understanding:** In this step, the high-level goals of the data mining project (i.e. business/customer objectives) are determined and explicitly stated. The context in which the experiment is conducted is understood. The business/customer goals are mapped to data mining goals. The preliminary project plan is developed.

2. **Data Understanding:** This step pertains to identifying the relevant data sources and parameters required by the relevant data mining tasks. It includes elicitation of relevant domain knowledge about the data sets, selection and merging of data, identifying quality issues (completeness, redundancy, missing, erroneous data etc.). Exploring data
at this stage may also lead to hypothesis creation and determination of data mining tasks (Chapman et al., 2000).

3. **Data Preparation and Identification of DM Technology**: At this stage, all necessary tasks needed to perform data mining are finalised. Data mining techniques and algorithms are decided. The data sets are pre-processed for specific data mining tasks. Pre-processing includes selecting, cleaning, deriving, integrating and formatting data in order to apply specific data mining tasks.

4. **Data Mining**: In this step, the data mining tasks are applied to the prepared data set. At this stage, a DM model is developed to represent various characteristics of the underlying data set. A number of iterations in fine-tuning the model may take place with the involvement of data mining experts.

5. **Evaluation**: In this phase, the results of the generated models are visualised and evaluated. Both domain and data mining expertise is incorporated for visualisation and interpretation of results to find useful and interesting patterns. Based on the evaluation of results, the decisions to iterate any of the previous or current steps, or to conclude the project is made.

6. **Knowledge Consolidation and Deployment**: At this stage, the final report documenting the experiment and results are published. In addition, incorporation and formulation of how to exploit the discovered knowledge is taken into consideration. Deployment of discovered knowledge includes plan for implementation, monitoring and maintenance.

Further discussion and comparison of individual steps of the different KDDM process models are presented in (Kurgan & Musilek, 2006) (see Table 2. pp. 9-12 of Kurgan & Musilek, 2006).

Although the KDDM process models provide a structure and a set of high-level steps in applying data mining, there are a number of issues, challenges and decisions faced by the DM team during the project. Decisions taken by the DM team at each stage has a significant impact on the outcome of the experiment. Typically these issues, challenges and decisions are not covered in generic KDDM process models. Research focusing on “guidelines” and “best-practices” to assist in resolving some of these challenging questions would be of significant value – especially to reduce risks and uncertainty associated in conducting a data mining experiment. The authors believe that successful strides in these areas will enable proliferation of data mining applications in many different domains. The next section highlights some of these issues and challenges faced during data mining applications.

### 3. Challenges in data mining application

Data mining by definition is exploratory in nature – that is, we are in search for previously unknown, hidden and interesting patterns in data. The fact that we are in search for unknown, hidden knowledge makes the outcome of data mining application difficult to predict at the onset of a DM project making it a risky and an uncertain endeavour. “Does interesting, relevant knowledge exist?”, “What types of knowledge are we looking for?”, “What method should we consider in order to find what we are looking for?”, “How do we know whether we haven’t missed any interesting ‘knowledge’ in the data set?” are some of the fundamental questions that pertain to data mining application. At present, these questions are answered based on the judgement of the DM team. To assist in these judgements, the iterative nature of KDDM process allows the DM team to try out certain data mining tasks, if failed, to re-trace and repeat until satisfactory results are achieved (or in
the worst case, resources are exhausted). This approach makes contemporary data mining application, a risky endeavour and typically follows a trial-and-error process.

In this section, we present some of the challenging questions faced by the DM team during DM application:

**Application Domain Understanding**: In this step, the overall goal for a data mining experiment is determined. The significance of the impact of determining goals on the outcome of the data mining experiment is highlighted in (Chapman et al., 2000) as follows: “A possible consequence of neglecting this step is to expend a great deal of effort producing the right answers to the wrong questions”.

Although the objective of this step is clear, determining a goal for a data mining application may not necessarily be simple or straight-forward. A challenging question that is faced by the DM team is “How do you determine the ‘correct’ / ‘valid’ / ‘best’ objective or goal for a data mining project?”

The fact that data mining is exploratory in nature makes it difficult. In a typical engineering project, the objectives/goals of the project are straight-forward and easily determined. In a data mining experiment, due to its inherent exploratory nature, the outcomes are typically unknown. How to determine the suitable goals for a data mining experiment can be a challenging task.

We observe three main approaches taken in practice to determine goals for a DM initiative:

- **Using domain knowledge to determine goals for the data mining experiment**: The use of domain knowledge to determine suitable goals for data mining is popular. For instance in (Chapman et al., 2000), asking questions such as “What is the motivation of the project?” (see p35 in Chapman et al., 2000) refers directly to finding out what interests domain experts and therefore considered useful and interesting. This will assist in aligning the project goals with what the domain experts consider to be useful, interesting and relevant. Hence it reduces the risk and increases the possibility to mine knowledge that is useful, interesting and relevant. This is the approach typically considered first in a data mining experiment in an industry context.

  This was the approach taken by the authors in (Fernando et al., 2008). A key goal of the DM initiative was to determine the correlation between production and export levels of tea in Sri Lanka.

- **Exploring the data to determine goals**: In this approach, it is more data driven, whereby existing data is examined at first (types of data, available data etc.) and understood. Initially, goals may be broad (i.e. “What kind of analysis is possible?”). Typically a preliminary analysis takes into consideration, domain knowledge, available data and data mining techniques, to determine a suitable goal(s). Careful analysis of preliminary results enables to find clues on the promising direction to be taken before further mining is performed. The goals are selected with the aim of increasing the possibility of discovering interesting knowledge.

  At the preliminary stage, if a particular path of analysis is not promising, different techniques may be considered. This may result in a more-or-less trial-and-error approach, however, without involving much effort as it is a preliminary analysis. The DM team gets a “look-and-feel” of the possibilities with data mining before focusing/selecting a particular direction/goal.

  This approach was taken by authors in (Tissera et al., 2006). In this instance, the authors had access to a data set from an educational institute containing student information, including student performances of various courses in the undergraduate degree programmes. A
particular goal/aim did not exist initially. However, after examining the data, data mining techniques and tools, and considering the domain context, the authors determined that finding related courses in the undergraduate programme as a suitable goal/direction for the project based on student performance.

- **Blind search**: In this approach, certain data mining algorithms are executed on data sets with the hope of finding interesting “nuggets” of knowledge, without having an initial pre-conceived goal/direction. At the evaluation phase, the patterns returned by the different algorithms are considered for relevancy and usefulness. However, this approach is more suitable in a research context than an industry setting – where typically a project’s resources/goals need strict justification prior to initiating. In (Chapman et al., 2000), this aspect is described as follows: “Blind search is not necessarily useless but a more directed search towards business objectives is preferable”.

A hybrid of the above-mentioned approaches may be considered in determining a suitable goal for data mining.

Other challenges faced in data mining goal determination stage include:

- **How do we know the selected goals are “valid”?** For instance, we may like to find “patterns” or “interesting” clusters of customers. For us to gain such knowledge, such patterns must exist. It is difficult to validate the existence of such patterns prior to embarking on a DM experiment. Otherwise, we may even try to find patterns that do not exist (i.e. patterns which are simply a product of random fluctuations, rather than representing any underlying structure (Hand, 1998)). This process is also known as “data dredging” or “fishing” in statistics (Hand, 1998). However, to complicate matters further, not discovering a pattern using a certain DM technique doesn’t necessarily mean that such a pattern/correlation does not exist!

- **How do we ensure that “good” goals are not missed?** During the selection of goals, the data mining team focuses on selected goals. These goals were selected based on the DM team’s judgement. It is possible that there exist hidden patterns and knowledge undiscovered in the vast data sets. How can we ensure that all relevant “knowledge” is discovered via “valid” goal selection?

Today’s state-of-art mining methodologies, selects goals for a data mining application based on judgement of the data mining team considering domain knowledge, data available and data mining techniques. All KDDM process models emphasise the iterative nature of the process which a data mining application is conducted. Typically, goals are selected, an experiment is conducted, based on results at each stage, a step is revisited or moves to the next step. The iterative nature of KDDM process models allows retracting and considering different approaches/paths (goals, techniques and methods) in conducting a data mining experiment as a way to address this uncertainty. This approach, however, is not optimal and results in a trial-and-error process which is resource-intensive and risky with no guarantee of favourable results. Approaches to minimise unsuccessful attempts and provide certain guarantees would be highly beneficial.

Answers to questions such as:

- How to select valid goals in a data mining project? What is a suitable goal?
- How to ensure that valid goals are not missed when conducting a data mining application? When do we stop looking? How do we know nothing interesting exists in the deluge of this data?

are still challenging open research problems.
Data Understanding: The major goal of this step is to understand the data sources, data parameters and quality of data. Data sets are selected for analysis in later steps of the KDDM process. The major challenge at this stage includes:

- How to determine whether the relevant data sets and parameters are selected for the data mining tasks?

Since data mining considers patterns which are hidden or unknown, how do we ensure that the data parameters omitted in the data understanding and selection process does not result in ignoring parameters which have the possibility to affect the outcome of the DM experiment. We observe that both domain expertise and technical expertise are required in order to determine the relevant data sets and also determine whether certain types of data are useful for mining. As in the previous stage, answers to these questions depend on the experience and judgement of the data mining team conducting the experiment. The iterative nature of conducting a data mining experiment enables to re-consider and re-do a step. However, as previously stated this leads to a trial-and-error approach taking considerable time and effort.

Another challenge is completeness: Whether successful or not in the initial data selection and data mining steps, how do we know we haven’t missed any data parameters or considered some data source (maybe even external to the organisation) that, if considered, may have resulted in discovery of valuable knowledge?

Challenging questions such as

- How to determine the ‘ideal’ data set and parameters to satisfy a data mining goal?
- How do we ensure that all relevant data parameters and data set are considered?
- How do we ensure that data sets with the potential to discover ‘useful’ patterns are considered and not missed/omitted? What is the best way to identify which data parameters and data sets are relevant and will enable discovery of ‘novel’ nuggets of knowledge?

are still open research issues.

Data Preparation and Identification of DM Technology: This pertains to preparation of data sets to perform data mining tasks and finalising of the data mining techniques and tools. Selection of data mining techniques, algorithms and tools is one of the crucial and significant questions that need to be decided by the DM team. There are a number of possible data mining techniques such as classification, clustering, association rule mining, machine learning, neural networks, regression and others. Also, a plethora of data mining algorithms exists. The DM team based on their judgement selects the data mining techniques and algorithms to apply. The question of

- What DM techniques and algorithms to apply that will result in useful and relevant knowledge?

is one of the fundamental open research questions in Data Mining Applications.

Preprocessing is a popularly used term to mean the preparation of data for data mining tasks. Preprocessing takes a significant effort, typically most of the effort in a data mining experiment (see Kurgan & Musilek, 2006 for a discussion on relative efforts spent of specific steps in the KDDM process). There are several reasons; the main reason being the fact that data being collected by enterprises and in different domains is not originally planned for analysis and therefore often contains missing, redundant, inconsistent, outdated and sometimes erroneous data.

As stated in (Edelstein, 1998), data quality is highly important in a data mining application. “GIGO (garbage in, garbage out) is very applicable to data mining. If you want good
models, you need good data.” (Edelstein, 1998). The DM team makes a number of decisions at preprocessing stage which has a significant impact on the results of the DM tasks (for instance, sampling techniques, quantitative vs. qualitative data, omission/reduction of dimensions, data imbalance and others). We observe a number of research efforts addressing these issues in literature (imbalance data sets - e.g. (Nguyen et al., 2008); missing values - e.g. (Farhangfar et al., 2007), and others).

**Data Mining:** In this step, data mining techniques are applied. The primary goals of data mining in practice tend to be prediction and description (Fayyad et al., 1996b). The DM techniques fit models to the data set. These models either are used to describe the characteristics of the data set (descriptive – for e.g., clustering), with the hope of discovering novel and useful patterns and trends in data; or used to predict future or unknown values of other variables of interest (predictive – for e.g., regression).

The DM team typically iterates through process to find a best-fit model for the data by adjusting various parameters of the model (e.g. threshold values). It is possible that the DM team may even modify the DM technique itself in order to determine a best-fit model. For instance in (Julisch & Dacier, 2002), the Attribute Oriented Induction technique is modified to gain favourable results in prediction. In order for the DM team to modify an existing or develop a new DM technique (such as SBA scoring function in (Ma et al., 2000)), requires an in-depth understanding of the DM technique.

A number of challenging issues may be faced by the DM team at this stage as outlined below:

- What are the optimal values in the model that would provide the 'best-fit' for the data set?
- Are there any other models that provide a better fit (in terms of accuracy, performance, etc.)?

At present, the DM team makes a judgement call when faced with these challenging questions, typically after applying DM techniques iteratively to the data set.

**Evaluation:** At the evaluation step of the data mining experiment, the results of the particular data mining tasks are visualised and interpreted. Although DM tasks reveal patterns and relationships, this by itself is not sufficient. Domain knowledge and data mining expertise is required to interpret, validate and identify interesting and significant patterns. The DM team incorporates domain expertise and data mining expertise in evaluating and visualising models in order to identify interesting patterns and trends. In addition to evaluation of results, a number of significant decisions are considered at this stage with respect to the progress of the project:

- **Iterate?:** As discussed earlier, DM tasks may be iterated adjusting the model. Also, during evaluation, it is possible to discover a novel pattern or promising trend. Further investigation may be required for validation and verification purposes. This may be considered as a part of the existing project or as an entirely different DM initiative.

For instance, when conducting the DM experiment discussed in (Fernando et al., 2008), a spike in tea prices is observed in 1996. To determine the reasons causing this spike requires further investigation and can be considered as an entirely different DM project. Similarly, in (Tissera et al., 2006), when mining for correlated courses, the results revealed that the capstone project course did not demonstrate a strong relationship to any other course. The reasons for this fact can be investigated as a part of the existing DM project or fresh DM initiative.
• **Conclude project?**: The decision to conclude the project may be considered at this stage of KDDM process due to a number of reasons:
  - If satisfactory results are achieved in applying data mining, the decision to conclude the project can be considered at this stage. Note that lack of new patterns or correlations can itself be an insight to the non-existence of dependencies in parameters in the data set.
  - If unsatisfactory results are achieved, or due to the lack further resource commitment (personnel, funds etc.) for future analysis and minimal possibility for novel discoveries, the DM project may be concluded.

**Knowledge Consolidation and Deployment**: At this stage of the KDDM process, the results are published and the main stakeholders of the DM project are informed. Also, strategies to incorporate and exploit the discovered knowledge is considered. The implementation of the discovered knowledge and monitoring is also taken into consideration.

It is important to ensure that the support and “buy-in” of the project’s stakeholders are maintained throughout the project. This aspect will assist in speedy acceptance and action on results of the project. A DM experiment conducted in isolation will require more convincing to build trust and acceptance of results prior to deployment.

### 4. Discussion

It is evident that a number of challenges and issues are faced during data mining applications. Some of them include:

- How do we determine goals for a DM application?
- How do we select the data that will result in achieving the goal?
- What type of DM technique(s) should be considered?
- How complete is the exploration? Did we miss any useful “nuggets”?

The responses to these challenging questions have a major impact on the direction taken and results obtained in a DM initiative. At present, there aren’t definitive answers or processes to determine answers to these challenging questions. It is more-or-less a judgement made by the DM team.

Today, to address this uncertainty, data mining applications are conducted in an iterative manner. This process allows the DM team to develop a better understanding of the data, domain and data mining techniques and gain insights with each iteration. The insights gained assists in decision making. The iterative nature of data mining application is reflected in the KDDM process models as well. However, a disadvantage of this approach is that the iterative nature results in a trial-and-error process to data mining applications, which is resource-intensive. Finding approaches that enable a more predictive, controlled, and risk-averse methodology to data mining applications is a challenge that remains to the DM research community. The authors believe that such methodologies require addressing the challenging questions presented in section 3.

At the beginning of the chapter, the authors described Data Mining Application as an “experiment” where the goal is discovery of knowledge from large data sets. The analogy between a research experiment and application of DM is evident. Similar to a scientific experiment, where researchers explore the unknown, data mining applications require the DM team to explore for unknown knowledge hidden in the vast data sets. This analogy assists us in determining conducive environments for conducting a DM experiment. Based
on the discussion thus far, we present some recommendations for conducting a data mining experiment.

- **Expertise required in a DM project team**: We believe that selecting the appropriate team with relevant expertise is crucial as human judgement plays a major role in a data mining application. The team must include domain expertise and a high-level of technical expertise. Domain knowledge will play a crucial role throughout the DM application especially in goal determination and evaluation of results. Also, technical expertise, especially relevant to data mining techniques and algorithms, is required. As demonstrated in many DM applications (for instance, Julisch & Dacier, 2002; Ma et al., 2000; Tissera et al., 2006), the DM models are tweaked, modified and even new techniques are developed to enable best-fit models that describe the data. This requires an extensive and in-depth understanding of the data mining models.

- **Management stakeholders perspective of a DM project**: The authors believe that DM project’s management stakeholders’ understanding of the exploratory nature and uncertainties associated with a DM initiative is beneficial. This is especially true in an industrial context, where typical projects are deterministic. This fact will enable the project’s managing stakeholders to effectively support/facilitate a DM project and manage expectations/outcomes of a DM initiative.

5. Conclusion

Data mining shows promise in enabling the discovery of hidden, previously unknown knowledge from vast data sets. Today, proliferation of databases technology has made it possible to collect and access such data sets in many different domains. Application of data mining to these large data sets has the possibility to unravel knowledge that can impact many different fields of study in society.

To achieve such proliferation in data mining applications, we believe a consistent, risk-averse and predictable methodology is required. Today, a number of Knowledge Discovery and Data Mining (KDDM) process models are proposed in literature with the aim of providing structure, control and standard methodology in applying data mining. KDDM process models outline the fundamental steps (executed iteratively) in applying data mining covering the entire lifecycle from goal determination to deployment of the discovered knowledge. Although KDDM process models provide a high-level structure to conduct a data mining application, following a KDDM process model by itself does not guarantee success. The exploratory nature of data mining makes DM application a risky, resource-intensive and an uncertain endeavour with no guarantee of success.

To address this issue, we believe some challenging questions need to be answered by the data mining research community. This chapter brings to attention some of the fundamental questions that need to be addressed for a more predictive, less-risky and controlled approach to data mining. We believe that significant strides in resolving these fundamental questions will enable a proliferation of data mining applications in many different application domains.
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