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Abstract

Fault analysis in industrial equipment has been usually performed using classical techniques such as failure modes and effects analysis (FMEA) and fault tree analysis (FTA). Model-based fault analysis has been used during the last several years in order to overcome the limitations of classical methods when complex industrial equipment has to be analyzed. In railway and automotive sectors, the development and validation of new products are based on hardware-in-the-loop (HIL) platforms. In this chapter, a methodology to enhance classical FMEAs is presented. Based on HIL simulations, the objective is to improve the results of the fault analysis with quantitative information about the effects of each fault mode. In this way, the impact of the fault analysis in the design of the traction system, the development of new diagnostic functionalities and in the maintenance tasks will increase.
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1. Introduction

Nowadays, reliability, availability, maintainability and safety (RAMS) are key features in the development of industrial equipment. Moreover, new maintenance approaches, such as condition-based maintenance (CBM) have emerged, as an alternative to preventive maintenance and run failure techniques [1]. In sectors such as railways, automotive and aviation, the business model is based on the sale of equipment and its long-term maintenance. Taking into account that locomotives might have a service life of up to 30 years, a long interval of the life cycle is related to maintenance tasks and technical services. This has been an incentive for
manufacturers to improve the reliability and maintainability of their products [2]. During the last years, several projects were launched in order to develop smart maintenance systems [3–6].

From the very first phases of the Life Cycle, reliability and safety analysis are performed. In these analyses, the effect of faults in the functionalities of the system is studied. In this field, techniques such as FMEA and FTA allow the designer to identify systematically fault modes (FMs) and effects. However, lately some limitations have been identified in the application of these classical methodologies, especially when a complex control system has to be analyzed. Moreover, more and more manufacturers are using Model-based techniques [7] in the development of new systems, following the global tendency of Model-based engineering. Fault analysis is not an exception and several authors have proposed to use models to analyze the effects of faults [8–10].

The extensive use of models for the development of railway systems has allowed the introduction of tools such as hardware-in-the-loop (HIL) platforms. These platforms have a key role in the validation of embedded control units, just as they have in automotive applications. Thanks to this kind of platforms, development time and costs are reduced considerably.

Taking into account the limitations of classical fault analysis methods and the extensive use of HIL platforms in the railway traction system manufacturing sector, in this chapter, a methodology for model-based fault analysis that takes advantage of HIL platforms is presented. Concretely, this methodology has been developed to improve the analysis of faults and effects of the railway traction system shown in Figure 1. This traction converter box has a three-phase inverter supplying two induction motors in parallel. Moreover, it has a breaking chopper, a DC-Link, an input filter and voltage, current and speed sensors. The control of the converter is executed by an embedded traction control unit (TCU).

The main goal of the methodology is to quantify the effects of the faults using analytical models and simulation platforms. Generally, the conclusions of an FMEA are used to improve designs, in future redesigns, identify new maintenance tasks and develop new fault detection and identification algorithms. With model-based approaches, the quality of the analysis improves and its impact on the three aforementioned aspects is increased.

Figure 1. Tramway traction system schematics.
The chapter is organized as follows. In Section 2, classical fault analysis methods and their limitations are described. In Section 3, a brief state-of-the-art about model-based fault analysis is presented. In Section 4, the new model and HIL-based methodology is shown, accompanied by a case study. Finally, in Section 5, the conclusions are drawn.

2. Fault analysis in complex control systems: classical methods and limitations

2.1. Classical faults and effects analysis methods

In this section, a brief description of classical fault analysis methods will be presented. It provides the reader with a basic understanding of the most used techniques in the analysis of faults and their effects in complex control systems.

2.1.1. Failure modes and effects analysis (FMEA)

Fault modes and effects analysis (FMEA) is an inductive method used in the development of products in order to identify and classify fault modes and effects. This technique establishes a systematic approach to identify effects for each fault mode and classify them in terms of occurrence of probability and severity. Occurrence and detection probabilities are combined with severity indexes to obtain a risk priority number (RPN). Hence, corrective actions can be prioritized [11]. Recently, due to the deficiencies of RPN application in real-world cases, enhanced approaches have been proposed [12].

The main steps to perform the FMEA analysis are [11]:

Before the analysis:

1. Gather information about requirements, components, architecture and fault modes.
2. Organize the system under analysis in a structured way. Describe the architecture and its limits in a block diagram.

During the analysis:

3. Fault mode analysis and FMEA worksheets:
   a. Determine fault modes.
   b. Determine the effects of each fault mode.
   c. Determine the causes of each fault mode.
   d. Determine the existing protection actions.
   e. Obtain the RPN of each fault mode.
   f. Prepare FMEA tables.
After the analysis is completed:

4. Summarize the analysis in an FMEA report.

5. Establish corrective actions to mitigate the effects of the faults.

At the end of this process, an FMEA worksheet is obtained. Several worksheet examples can be found in the literature [11, 13].

Table 1 shows an excerpt from an FMEA worksheet of a railway traction system. In particular, the behavior of a railway traction drive under phase current sensor faults is analyzed.

2.1.2. Fault tree analysis (FTA)

A fault tree is a graphical representation of all the basic events that can cause an undesired event in a process or system. The faults may be related to hardware components, human errors or any other event that can generate an undesired situation. Therefore, a fault tree describes the logical relation between basic events that can lead the system to a faulty state.

It is important to understand that a fault tree is created for its main undesired event. Hence, it does not describe all the faults that can occur in a system and more than one Fault Tree is needed to describe the faulty behavior. Figure 2 shows an example of a fault tree and the steps to build it.

The analysis performed with the FTA technique consists of the following steps:

1. Define the undesired event under study. A unique fault tree is obtained for each event.

2. Understand the system. All the causes that can lead to the main event are analyzed.

3. Fault tree construction. Events and causes are linked using logic gates. This step is an iterative process. An event is selected and its causes are identified. These causes are classified as basic events, undeveloped events or intermediate events and the logical gates

<table>
<thead>
<tr>
<th>Fault mode</th>
<th>Cause</th>
<th>Local level effect</th>
<th>Traction unit level effect</th>
<th>Train level effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured value bigger than real value</td>
<td>Internal failure</td>
<td>False measurement</td>
<td>Inappropriate control Overcurrent Disabled converter.</td>
<td>Loss of traction unit</td>
</tr>
<tr>
<td>No measurement</td>
<td>Internal failure</td>
<td>No measurement</td>
<td>Inappropriate control Overcurrent Disabled converter</td>
<td>Loss of traction unit</td>
</tr>
<tr>
<td>Open-circuit</td>
<td>Internal failure</td>
<td>No measurement</td>
<td>Inappropriate control Overcurrent Disabled converter</td>
<td>Loss of traction unit</td>
</tr>
<tr>
<td>Measured value smaller than real value</td>
<td>Internal failure</td>
<td>False measurement</td>
<td>Inappropriate control Overcurrent Disabled converter</td>
<td>Loss of traction unit</td>
</tr>
</tbody>
</table>

Table 1. Excerpt from an FMEA worksheet of railway traction systems: Phase current sensor FMEA.
to link all of them are chosen. In this way, the tree is drawn from the top event to the basic events (see Figure 2).

4. Evaluate the fault tree. It is analyzed in order to suggest improvements. Moreover, the risk each fault generates is assessed.

5. Control measures are proposed. Once the risks associated with each fault or undesired event are identified, mitigation measures are proposed.

2.2. Limitations

One of the challenges that railway traction system manufacturers have to face is the difficulty of combining and coordinating product development and safety analysis tasks. The integration of systems engineering and safety analysis is addressed in many other research works [14–16]. Nowadays, the fault analysis is mainly performed using the tools described in the previous section. During the design stage, the safety analysis is performed in order to achieve two main objectives. The first one is to draft a safety case document that allows the manufacturer to obtain the corresponding safety certificate. The second is to analyze the architecture of the system under development to ensure that meets availability, reliability and maintainability requirements. Nevertheless, as the system is analyzed from the high level (only the architecture is studied and implementation details are not taken into account), design teams rarely receive any feedback about the details of the effects and the potential improvements to mitigate those effects.
If the fault analysis is intended to be a source of information for future system improvements, redesigns and maintenance task, this analysis has to be more detailed and performed in collaboration between the design and the safety teams. Classical fault analysis methodologies lack tools to manage this need.

In addition, techniques such as FMEA and FTA are performed manually and they are based on requirement documents and informal models of the system [9]. With informal models, we refer to architecture models developed in the early stages of the design process. In the life cycle of a product, the safety analysis is part of the design step and it does not usually reflect the changes that the system has experienced later in the implementation and validation phases. Hence, these analyses are usually incomplete.

Apart from the aforementioned shortcomings, the following limitations have been also identified by other authors [8, 9, 17, 18]:

- They represent the fault logic in a static way and they do not allow analyzing neither the time information nor the dynamic behavior of the system. For instance, in railway traction applications a conventional FMEA does not usually reflect the behavior of the control strategy under faulty conditions. It is difficult to take into account the following aspects using classical methods: the implementation details of the control strategy, the transitions between control modes, the changes between operation points and the interaction between different subsystems when a fault occurs.

- The analysis depends on the skills of the analyst to predict the effects of each fault. Apart from the difficulty to reflect the dynamic behavior with a classical method, the analyst needs to know the specifics of the control strategy and its implementation. It is worth mentioning that under faulty conditions, a closed loop control reacts to compensate the effects of the fault. This is an added difficulty in the fault analysis process since fault effects are modified by the control system itself.

- Classical methods do not provide with efficient tools to manage the complexity and the number of components of current industrial equipment.

3. State of the art of model-based fault modes and effects analysis techniques

3.1. Introduction

Model-based safety analysis has been developed during the last years to help the analysis of complex systems, taking as a central element the model and automating the analysis of extended fault models [19]. This new approach intends to overcome the limitations mentioned in Section 2.2.

Model-based safety analysis methodologies can be divided into two main groups: failure logic modeling (FLM) and behavioral fault simulation (BFS), also known as fault injection (FI) [8, 10].
In the following section, these two alternatives will be described and the selection of fault injection as the basis for the new methodology will be explained.

3.2. Model-based fault modes and effects analysis techniques

3.2.1. Failure logic modeling approach

This methodology is based on the automatic generation of fault trees and FMEA worksheets using the information stored in models [8]. For each component of the model, its inputs, outputs and behavior under fault are defined [10, 20]. To specify the behavior, the following elements have to be described:

- Input fault modes.
- Internal fault modes.
- The logic that defines the effect of the input and internal fault modes in the output.

Figure 3 shows the definition of fault modes using this methodology.

Once the fault logic is defined for each component, a fault model can be developed linking the outputs of each block with the inputs of the next block. The components are connected as defined in the architecture, which allows reflecting the structure of the system in the posterior FMEA analysis. With this new model, the propagation of each fault mode can be studied. Moreover, the homogeneous and systematic description of each element (with output fault modes as a function of input fault modes and internal fault modes) allows automating the analysis process.

In the literature, several techniques and tools can be found to automate this process following the failure logic modeling approach [8]. Among others, from the railway traction application point of view, the HiP-HOPS methodology and its associated tools are the most interesting ones [19, 22]. This tool, implemented as a Matlab/Simulink tool, allows the analyst to define

![Figure 3. Definition of fault modes for fault analysis using FLM and hip-HOPS methodology [21].](image-url)
the fault behavior of the system over Simulink models. This is an advantage in the field of electric drives because Matlab/Simulink is one of the main tools used for their development.

With FLM methodologies, some of the limitations mentioned before are overcome. The efforts have been directed towards the automation of the analysis and characterization of faulty systems using extended models. Nevertheless, as it was mentioned in [18], the main limitation that FLM techniques have to face is the lack of tools to analyze the dynamic behavior of the system. They do not consider the changes in the states of a system and are not able to model its dynamic or temporal behavior [19]. A common framework to present the structure and analyze the propagation of the system is defined, but the information about the dynamic behavior of the system (operation modes, reaction to faults, etc.) is not used. In this respect, some authors have proposed alternatives that take into account the dynamic behavior of the system. In the study by Kabir [23] one of the main objectives is the modeling of the behavior of the system using state machines.

3.2.2. Behavioral fault simulation/failure injection approach

The BFS technique is based on the injection of faults using executable models of the system to define their effects [8]. The starting point for the analysis is a formal or nominal model (without faults) known and used during the design stage (see Figure 4). This model is extended with information related to the faults of the system. In this way, the effects of the faults and the behavior of the system when the faults occur can be analyzed. The extended and common model assures that the results of the fault analysis are relevant and that are updated with respect to design changes.

The key to this approach is that the models are executable and they allow analyzing the dynamic behavior of the system under faults. An analysis platform is used to simulate the extended models and assure that the system meets safety requirements.

Up to now, the work related to fault injection has been focused on the development of simulation platforms to apply the described methodology. In [24] and [25] the results of two European projects were presented, where this technique was applied to models developed in

Figure 4. Principal components of failure injection approach [10].
SCADE and Statement software. In [9], the nominal models developed in Simulink were translated into SCADE that has a module for fault mode analysis.

Compared to FLM methods, BFS approaches allow simulating the dynamic behavior of the system. Moreover, as the models already validated in the design phase are the basis for the analysis, the results obtained about the effects are more accurate. Hence, the fault analysis does not entirely depend on the knowledge of the analyst because the system and its behavior have been defined in the model. In any case, some disadvantages have been also identified. First, since extended dynamic models are used, there is an inherent difficulty to process automation, as well as, not to generate an excessive amount of models. It has to be taken into account that in complex systems there could be a lot of different fault modes. Each fault mode could demand a different model and simulation in order to perform the fault analysis. In some systems, the number of simulations could be unmanageable. Second, another drawback of BFS methods is that it can be only applied after the designs and the models are developed, in the later stages of the development process [10]. This makes the introduction of changes difficult if the system does not comply with requirements.

However, it is worth mentioning that nowadays many manufacturers have chosen model-based systems engineering [26] as their main approach for the development of complex systems, avoiding document-based product development. This methodology is based on the extensive use of models during the whole life cycle of a product, from the requirement definition phase to the validation stage. Therefore, this context is ideal for the deployment of model-based fault injection methods for fault analysis.

4. Hardware-in-the-loop-based FMEA for railway traction applications

4.1. Need for a quantitative fault analysis methodology

As it was mentioned in the introduction, this work is related to the development of electric drives for railway traction applications. The results obtained using the classical fault analysis methods were assessed using reference information provided by the manufacturer CAF Power & Automation. The limitations identified in the literature were also found in the industrial application.

Therefore, the objective of the work presented here was to propose a new fault analysis methodology in the field of electric drives. The requirements of this methodology were:

- To take advantage of the information generated during the design phase to perform the fault analysis. During the design and validation phases, models of the system are used. These models contain all the information about the architecture and the behavior of the traction converter and should be used in the fault analysis process, as part of the model-based development of industrial products.

- Fault effects must be quantified. If the conclusions of the fault analysis are intended to condition the design, development and maintenance, these conclusions should be
quantitative. For example, in the field of electric drives, the effects should be described in
terms of traction/braking capacity loss, consumption increase, harmonic component
increase or comfort deterioration. There is also a lack of indicators for the detection and
identification of faults.

- In order to achieve a better coordination between the design and safety teams, both
should share the same tools. The main tool for the design and the safety analysis should
be the model of the system. Nowadays the resources available in the development of
traction systems are Matlab/Simulink for the simulation of models and HIL platforms for
the validation of embedded traction control units.

In order to tackle these needs, in the next section, a new methodology for fault analysis is
proposed. The methodology is based on models and an HIL platform, following the fault
injection approach presented in Section 3.2.2. In the literature, most of the work presented
about HIL platforms was focused on the development and validation of new control strategies
and embedded units [27–29] and in some cases, authors mention the use of such platforms for
the analysis of specific faults [30–33]. Nevertheless, it is difficult to find publications where an
HIL platform is used systematically in the analysis of fault modes and effects of a system.

4.2. Hardware-in-the-loop platform

The methodology presented here uses an HIL platform to obtain information about the behav-
ior of the faulty railway traction system and its control strategy. The structure of the system is
shown in Figure 5.

The model of the traction system, designed in Matlab/Simulink, is simulated in an OPAL-RT
Real-Time Simulator. Thanks to its analog and digital inputs and outputs, it communicates
with a commercial TCU developed by CAF Power&Automation. The tests are monitored from
an auxiliary PC where the data is stored and analyzed.

The Real-Time Simulator allows simulating the same models developed in the design stage. In
the case of electric drives, these models are usually implemented using Matlab/Simulink,
which is the language also used by the simulator. If the Real-Time Simulator requires the
adaptation of the models, the implementation of the extended models itself becomes an
objective, which is an obstacle in the integration of the design and the safety analysis tasks. In
this case, as an OPAL-RT simulator is used, Matlab/Simulink models can be imported directly
into this device, reducing the development and adaptation time, and enabling to reuse the
existing know-how. Figure 6 shows the simulation model for the traction system. This model is
the same as the one used in the design stage and contains some additional blocks to manage
the interaction between the simulator, the TCU and the monitoring PC. The extension of the
model to make its execution in real time possible takes little time and there is no need for
expert knowledge about real-time simulations.

Furthermore, it has to be taken into account that the aim of the simulations is to replicate
the behavior of the system under faults, so a flexible simulation environment is needed.
This environment has to allow an effective and simple way to simulate faults. The second
A component of the HIL platform is the TCU. This device is the electronic control unit that controls the traction system. Thanks to the HIL platform, a commercial version of the TCU was used, executing the same control code as in a real application. This allows to gather information about the control strategy that otherwise, with a simple FMEA analysis, would
be impossible to obtain. Moreover, using a commercial TCU, implementation and manufacturing details are taken into account and fed back into the enhanced FMEA. It is important to note that thanks to this kind of platforms the results of the fault analysis are quantitative and more detailed than the results obtained with classical methods.

4.3. Methodology

The starting point in the methodology for model-based fault analysis with HIL platforms is an FMEA based in conceptual/empirical knowledge about the system (see Figure 7). As conceptual FMEA we refer to the initial fault modes and effects analysis that is performed during the design stage of railway traction systems. This initial or existing FMEA is usually based on design and requirement documents and standards, following the classical methodologies for fault analysis.

The methodology is composed of the following steps:

1. Complete conceptual FMEA

   In the first step, all the information related to the architecture and the behavior of the traction system is gathered. The main information source is the initial FMEA (if there already was one), but other information sources should be considered:

   ![Figure 7. Flux diagram of the methodology for the model-based characterization of faults and effects.](image-url)
• Design and specification documents where it is defined as what the system is (architecture) and how does it work (behavior).

• Reliability reports written by the after-sales department, where information about fault rates, mean time between failures and availability is presented.

• Updated state of the art about fault modes, causes and effects of the components of the traction system.

2. Design a test plan

This plan is a document where all the conditions for each test are stated. Among others, these aspects should be defined:

1. General description of the test
   a. Objective
   b. Fault mode: description and magnitude of the fault.
   c. Subsystem under fault. Part of the system that needs to be tested.

2. Operation point. Operation phase where the system is working when the fault occurs (steady state, transient state, in traction, braking, and so on)

3. Expected fault effects based on the conceptual FMEA. Thanks to the FMEA, preliminary fault effects are identified and the variables where the effects are visible established.

4. Platform configuration. Define the configuration of the components of the HIL platform.

5. Summary of the test to perform.

3. Implement and validate the extended model

In this step, the formal model is extended in order to simulate the faulty behavior. This extended model is already defined by the fault modes that need to be tested and the expected effects considered in the test plan. The expected effects should be clearly stated in order to know if the extended model would be able to replicate them.

4. Perform HIL test

HIL tests are performed following the test plan for the selected operation conditions, storing the required data.

5. Analyze and assess results

A fault characterization report is written where the details of the faulty behavior are described. The changes that the fault has generated in the operation of the system are reported using tables and graphs. The data recorded in the TCU about the control strategy is analyzed and converted to quantitative information about the effects of the faults. Moreover, the conclusions are fed back to the initial FMEA, which is sent to the diagnostics and maintenance teams.
It is worth mentioning that this methodology can be applied iteratively adding information to the initial FMEA during the whole life cycle. It could be a tool for fault analysis throughout different phases of the life cycle. In this chapter, the model-based FMEA has been proposed as a tool to improve fault analysis during the validation process, in which a commercial TCU or a prototype is available for unit testing, as shown in Figure 8. In this diagram, a traction system development V-model is presented. The model describes the different phases of the life cycle. As it was mentioned, the HIL simulations are commonly used in the validation and testing process, but the methodology could be used in the design stage with model-in-the-loop (MIL) or software-in-the-loop (SIL) simulations.

With this methodology, fault analysis can be applied not only in the design phase but also in the system integration process, enhancing the quantity and the quality of the FMEA. It allows the continuous improvement of products in many aspects such as safety, maintenance and fault detection and identification functionalities.

An immediate result of the approach and the quantitative FMEA is the improvement of the maintenance manual, which is completed with quantitative information about the effects and the indicators of each fault.

4.4. Use case: quantitative FMEA of current sensors

In the following sections, a use case of the proposed methodology will be presented. In this case, the example will be focused on the analysis and identification of phase current sensor fault modes (FMs) and effects. The steps shown in Figure 7 are explained for current sensor faults.

4.4.1. Complete conceptual FMEA

In this step, the initial FMEA is extended with additional information obtained from the literature and from the specification documents of the traction system (see Table 2).

First, it should be noted that the number of fault modes has increased. Some authors point out [34, 35] that an unbalanced measurement of three-phase currents in a traction drive generates a...
low-frequency oscillation in the torque. Depending on the type of deviation, offset or gain, the oscillation has different frequencies, and the effects change. Hence, the fault modes (FMs) have been described in detail.

Moreover, knowing that the control of the traction motor has different operation phases, it was considered interesting to analyze the effect of a sensor disconnection fault during the fluxing of the motor (FM4).

### 4.4.2. Design HIL test plan

Once the fault modes and effects are selected, the HIL test plan is defined. The test plan contains all the information mentioned in section 4.2 and will not be reproduced here due to lack of space.

### 4.4.3. Implement and validate the extended model

In this step, the extended model for the simulation of phase current sensor faults was implemented. Taking into account the fault modes described in Table 2, a fault injection block was implemented to inject gain and offset faults in the measurement of the sensor (see Figure 9).

---

**Table 2. Conceptual FMEA of a railway traction systems: Phase current sensor FMEA.**

<table>
<thead>
<tr>
<th>Operation phase</th>
<th>Fault mode</th>
<th>Cause</th>
<th>Local effect</th>
<th>Traction unit effect</th>
<th>Train effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal operation</td>
<td>FM1</td>
<td>Internal failure: offset</td>
<td>False measurement</td>
<td>Oscillations in the torque at motor operation frequency</td>
<td>Loss of traction unit</td>
</tr>
<tr>
<td>FM2</td>
<td>Measured value bigger than real value (gain)</td>
<td>Internal failure: gain</td>
<td>False measurement</td>
<td>Oscillations in the torque at twice stator frequency</td>
<td>Loss of traction unit</td>
</tr>
<tr>
<td>FM3</td>
<td>No measurement (sensor connected but no signal)</td>
<td>Internal failure</td>
<td>No measurement</td>
<td>Inappropriate control, Overcurrent, Disabled converter</td>
<td>Loss of traction unit</td>
</tr>
<tr>
<td>FM4</td>
<td>Start-up and motor fluxing</td>
<td>Internal failure</td>
<td>No measurement</td>
<td>Inappropriate fluxing, Overcurrent, Disabled converter</td>
<td>Loss of traction unit</td>
</tr>
<tr>
<td>FM5</td>
<td>Normal operation</td>
<td>Open-circuit</td>
<td>Internal failure</td>
<td>False measurement</td>
<td>Inappropriate control, Overcurrent, Disabled converter</td>
</tr>
<tr>
<td>FM6</td>
<td>Normal operation</td>
<td>Open-circuit</td>
<td>Internal failure: offset</td>
<td>False measurement</td>
<td>Oscillations in the torque at stator frequency</td>
</tr>
<tr>
<td>FM7</td>
<td>Normal operation</td>
<td>Open-circuit</td>
<td>Measured value smaller than real value (offset)</td>
<td>Internal failure: offset</td>
<td>False measurement</td>
</tr>
</tbody>
</table>
4.4.4. Perform HIL tests

The tests are performed following the test plan, for the required operation points and fault modes. As a result, two data files about the evolution of the system are obtained. On the one hand, a file gathers the evolution of the internal variables of the traction system. In this case, the data is obtained from the real-time simulator. On the other hand, there is another group of variables that is stored and downloaded from the TCU. These variables reflect the behavior of the control strategy.

4.4.5. Assess results

In the evaluation step, the data from the tests is converted into information to improve and quantify the effects in the FMEA. In the case of the phase current sensor faults, two effects were identified. Due to gain and offset deviations, a new harmonic component appears in the

![Fault injection block for phase current sensors.](image)

![Reference, real and estimated torque with phase current sensors under +20% gain deviation (left) under 100A offset deviation (right).](image)
torque, as it is shown in Figure 10. If the deviation is caused by an offset, the oscillation has the same frequency as the supply current. This frequency is twice the supply frequency when the fault mode is a gain deviation. Moreover, when the gain deviates, the torque is controlled below or above the reference value.

With this methodology, each fault mode has been characterized by different deviation levels. For example, as it is presented in Figure 11 the relation between de gain deviation and the torque oscillations and deviations was obtained. Table 3 shows the summary of the results.

![Figure 11. Phase sensor gain deviation due to phase sensor fault (left) torque ripple(right) torque permanent deviation.](image)

<table>
<thead>
<tr>
<th>Traction unit level</th>
<th>Effect</th>
<th>Oscillation in the torque and the bus voltage at twice the supply frequency of the motor. The quantitative amplitude of the torque ripple vs. the gain deviation is shown in Figure 11.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Effect 1</td>
<td>Permanent torque error. Torque controlled below the reference value. The quantitative amplitude of the torque ripple vs. the gain deviation included in Figure 11.</td>
</tr>
<tr>
<td></td>
<td>Effect 2</td>
<td>Overcurrents and overvoltages that activate the protections. Above ±35% of deviation, the inverter is disabled to assure component safety.</td>
</tr>
<tr>
<td>Train level effect</td>
<td>Effect 1</td>
<td>Comfort loss at low speeds. Low-frequency oscillations in the torque. Using the torque ripple curves, for each railway application, a quantitative evaluation of oscillations of the train linear acceleration could be computed by obtaining the maximum allowable torque ripple for a good comfort travel.</td>
</tr>
<tr>
<td></td>
<td>Effect 2</td>
<td>Maximum acceleration capacity is decreased. Torque capacity lost. For each application, using the information of the train route, the overtime duration associated with a gain fault could be assessed.</td>
</tr>
<tr>
<td></td>
<td>Effect 3</td>
<td>Availability loss of the one Traction Converter above ±35% of deviation of the gain fault.</td>
</tr>
</tbody>
</table>

Table 3. Quantitative FMEA for phase current sensor under gain faults.
5. Conclusions

In this chapter, a methodology for model-based HIL fault analysis was presented. Using models and real-time simulations, an improved quantitative FMEA for complex systems can be obtained. Following the described steps, a quantitative FMEA for railway traction systems was obtained as an example. Thanks to the data obtained from the models and the simulations, the effects of the faults are characterized in detail. The improved FMEA can be used as a reference document to improve designs, to implement new diagnostic functionalities or to elaborate new maintenance procedures.
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