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1. Introduction

Swarm intelligence is the technological modeling of behaviors of social insects, such as the ant or the honeybee. Although each element comprising swarm intelligence is simple, high grade intelligence emerges when the elements gather to form a swarm. Ant Colony Optimization (Dorigo, M, et al., 1997), which is called ACO, is one of the swarm intelligence and has been attracting much attention recently. The ACO represents a general name of the algorithm inspired by feeding behavior of ants. It has been applied to various combinatorial optimization problems (Ramkumar, A.S. et al., 2006), including the travelling salesman problem (TSP), the floorplanning problem (Luo, R., et al., 2007) and the scheduling problem (Sankar, S.S., et al., 2005). The basic model of the ACO is the ant system (AS) that was proposed by Dorigo et al. (1996), and many ACOs applied to TSP are based on the AS. However, these ACOs require a lot of calculation time, because the optimization process is based on repetitive searches by plural numbers of ants.

In this chapter, a novel hardware-oriented ACO (H-ACO) is proposed to achieve high-speed optimization based on mechanism of ACO algorithm. The characteristics of the H-ACO is as follows: (1) all calculations can be performed with only addition, subtraction, and shift operation, instead of the floating point arithmetic and power calculation which are adopted in conventional ACO; (2) a new technique using Look-Up-Table (LUT) is introduced; and (3) in addition to upper and lower limits, benchmarks are set to the pheromone amount. Experiments using benchmark data prove effectiveness of the proposed algorithm.

The organization of this chapter is as follows: Section 2 describes the search mechanism of ACO and briefly surveys the ACO research in terms of the computational time. Section 3 explains H-ACO. Section 4 reports the results of computer simulations applied to travelling salesman problem. Section 5 summarizes the chapter.

2. Preliminaries

2.1 Ant colony optimization

Ant Colony System is one of the expansion algorithm of AS, and it shows better capability than genetic algorithm and simulated annealing when applying to TSP. Therefore, we adopt Ant Colony System as a base algorithm and the target problem is TSP. Hereafter, ACO indicates Ant Colony System.
The search mechanism of ACO utilizes the static evaluation value and the dynamic one. The static evaluation value called heuristic value is peculiar information of the target problem, and the dynamic evaluation value is pheromone amount. Usually, a reciprocal number of the distance is adopted as the heuristic value, when ACO is applied to TSP. Specifically, ant $k$ in city $i$ selects the move to city $j$ according to probability $p_k$ and it is defined as follows.

$$p^k(i, j) = \left[ \frac{\tau(i, j)[\eta(i, j)]^\beta}{\sum_{j' \in n^k} \tau(i, j')[\eta(i, j')]^\beta} \right]$$  \hspace{1cm} (1)

Where, $\tau(i, j)$ is a pheromone value between city $i$ and city $j$, $\eta(i, j)$ is a reciprocal number of the distance between city $i$ and city $j$, $\beta$ is a parameter which controls the balance between static evaluation value and dynamic one, and $n^k$ is a set of un-visit cities.

On the other hand, a pheromone amount on each route is calculated by using two pheromone update rules. One is a local update rule and the other is a global update rule. The local update rule is applied to the route which is selected by equation (1), and it is defined as follows.

$$\tau(i, j) \leftarrow (1 - \psi)\tau(i, j) + \psi\tau_0$$  \hspace{1cm} (2)

Where, $\psi$ is a decay parameter in the local update rule, $\tau_0$ is initial value of pheromone. Thus, the local update rule adds the pheromone to the selected route when the ant moves. The global update rule adds pheromone to the best tour (the completed route) of all tours. The best tour usually indicates the shortest tour. The global update rule is defined as follows.

$$\tau(i, j) \leftarrow (1 - \rho)\tau(i, j) + \rho \Delta\tau(i, j)$$

$$\Delta\tau(i, j) = \begin{cases} 
\frac{1}{L^+} & \text{if } (i, j) \in T^+ \\
0 & \text{otherwise} 
\end{cases}$$  \hspace{1cm} (3)

2.2 Related work

Examples of dedicated hardware for ACO are found by Haibin et al. (2007), Nakano et al. (2006), and others. Haibin et al. (2007) proposed the hardware architecture that combines genetic algorithm and ACO, and they showed the validity of the combined architecture. Nakano et al. (2006) implemented the partial function of ACO on FPGA (Filed Programmable Gate Array), and they demonstrated more high-speed than software processing. The authors also proposed the dedicated hardware of ACO (Yoshikawa, M., et al., 2007). However, the developed hardware was based on ordinary ACO algorithm, and adopted floating point arithmetic as calculation of pheromone update rules.

Regarding other meta-heuristic algorithm, the dedicated hardware approach to reduce calculation time are reported by Scotte et al. (1995), Imai at al. (2002), and Frye et al.(1991). Scott et al. (1995) developed a hardware-based GA and demonstrated its superiority to software in speed and solution quality. Imai et al. (2002) proposed a processor element constituting parallel GA, and achieved the parallelism due to the number effect. Frye et al. (1991) developed the dedicated hardware for neural network using analog device.
Thus, no studies have ever seen, to our knowledge, the hardware oriented ACO algorithm which does not utilize floating point arithmetic.

3. Hardware-oriented ACO

3.1 Pheromone update rule

In the H-ACO, in order to control the trade-off between intensification (exploitation of the previous solutions) and diversification (exploration of the search space), upper and lower limits are set in a manner similar to the Max-Min AS. Here, a new benchmark of the pheromone is also introduced. Using this benchmark, an increment of the pheromone is determined. An example in which the pheromone is added is shown in Fig. 1, where the horizontal axis indicates the time and the vertical axis indicates the pheromone value.

![Fig. 1. Example of transition of pheromone](image)

The pheromone value (pheromone amount) is added by performing the search starting from the initial value $\tau_0$. When the pheromone value is smaller than the benchmark, a large number of the pheromones are added from a viewpoint of intensification.

On the other hand, when the pheromone value is larger than the benchmark, a small number of pheromones are added to diversify the search space.

When a particular tour (route) has a large number of pheromones, this indicates that the tour is often selected. When the pheromone value reached the upper limit, the pheromone value is reduced to the lower limit. By this operation, the probability of other tours being selected is increased from a viewpoint of diversification. In other words, the H-ACO is controlled to perform a global search in this case.

A new equation (4) is introduced to the local update rule and it is defined as follows.

$$\tau(i, j) = \tau + \beta$$

$$\beta = \begin{cases} 
8 & \text{if } 8 < \tau < \text{std} \\
4 & \text{if } \text{std} < \tau < \text{max} \\
0 & \text{if } 8 = \tau 
\end{cases}$$

Where, $\text{std}$ represents the benchmark, $\text{max}$ is upper limit, and the initial value of pheromone ($\tau_0$) is set to 8. In the local update rule, if $\tau(i,j) = 8$, the increment is 0, i.e., no local update will
be performed. In other words, trapping by a local optimal solution can be avoided without adding excessive pheromones to the tour at early stages of the search. Moreover, high-speed processing can be also realized by reducing the number of processing steps. For example, when the numbers of ants (agents) and cities are denoted as $m$ and $n$, respectively, the number of processing steps required for the local update rule of $m \times n$ times can be reduced in the first search.

The global update rule is defined by the equation (5).

$$
\tau(i, j) = \tau + \epsilon
$$

$$
\epsilon = \begin{cases} 
8 & \text{if } \tau < \text{std} \\
0 & \text{otherwise}
\end{cases}
$$

As regards the global update rule, if it is applied only when the pheromone value is smaller than the benchmark, a larger global search can be performed.

Fig. 2 shows an example in which the local and global update rules are applied. As shown in the figure, the local update rule is only performed to the tours that pheromone have been added to in the global update rule.

![Fig. 2. Example of local update rule and global update rule](www.intechopen.com)

That is, in the H-ACO, a global search is performed at the early stage of search, and a local search is performed as the search progressed. Thus, H-ACO can achieve not only speed-up of the pheromone update procedure by reducing the number of processing steps, but also effective search by controlling of intensification and diversification.

### 3.2 Selection method using Look-Up-Table technique

In the general ACO, when the city of the next destination is selected, a power calculation, as shown in equation (1), is required. In addition, the heuristics value, as the information peculiar to a certain problem, is a decimal because it is the reciprocal of distance. Therefore, when the heuristics value is realized in a dedicated hardware, a floating point arithmetic unit is required. To simplify hardware resources, the number of processing steps and the control, however, power calculations and floating point arithmetic operations are not suitable for the hardware.

In the H-ACO, a selection technique based on the LUT system is introduced. As the heuristics value, the value that is obtained by converting the reciprocal of distance to the
positive integer is used. As the pheromone value, only the values that are multiples of 4, as shown in the equation (4) and (5) of the pheromone update rule, are used. Then, the LUT, into which both the heuristics and pheromone values are input, is created. Fig.3 shows an example of the LUT. By using the integral value and the LUT system, it ensures that all the operations can be performed by simple addition, subtraction, and shift operations.

$$\eta(i,j)$$

<table>
<thead>
<tr>
<th></th>
<th>8</th>
<th>16</th>
<th>24</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-99</td>
<td>8</td>
<td>16</td>
<td>24</td>
<td>32</td>
</tr>
<tr>
<td>100-199</td>
<td>8</td>
<td>16</td>
<td>24</td>
<td>32</td>
</tr>
<tr>
<td>200-299</td>
<td>16</td>
<td>24</td>
<td>32</td>
<td>40</td>
</tr>
<tr>
<td>300-399</td>
<td>24</td>
<td>32</td>
<td>40</td>
<td>48</td>
</tr>
</tbody>
</table>

Fig. 3. Example of Look-Up-Table

4. Experiments and discussion

In order to verify the validity of the H-ACO, several comparative experiments are conducted. First, in order to evaluate search performance, the H-ACO is compared with the conventional ACO described in Section 2.1. The experimental platform is a Pentium 4 3.0 GHz and the program is described by the C language. As experimental data, the original data from 50 cities, in which the optimal solution is already known, and the travelling salesman problem library (TSP.LIB) benchmark data of 100 cities are used. The experimental results are shown in Figs. 4 and 5.

Fig. 4. Result of 50 cities

In both figures, the horizontal axis indicates the processing time and the vertical axis indicates the total distance of the route. As shown in both figures, the search performance of
the H-ACO, which does not use decimal operation and power calculation, is similar to that of the conventional ACO, which does require their use.

Next, an experiment to evaluate the controllability of parameters is conducted. In the conventional ACO, the balance of the pheromone value and the heuristics value is controlled by parameter $\beta$ in the equation (1) and the balance of the information on the past behaviour and that on the new behavior is controlled by decay parameters $\psi$ and $\rho$ (the evaporation rate) in the equations (2) and (3).

In the H-ACO, the LUT value, upper limit, lower limit, and benchmark are used as the parameters, instead of parameters $\psi$, $\rho$ and $\beta$, to control these balances.

The experimental results with various LUT values are shown in Fig. 6. Fig.6 (1) shows the result of setting the pheromone value larger than the heuristics value.

![Fig. 5. Result of 100 cities](image)

Fig. 6. (3) shows the result when the pheromone value is set to be smaller than the heuristics value.

As shown in Fig.6 (1), since the influence of the heuristics value (in this case, it is the distance between the cities) is small, this search is similar to a random search and many tours are intersected.

As shown in Fig.6 (3), since the influence of the distance between the cities is great, the cities (the distance between which is small) are selected in the initial stage of the route construction; that is, a behavior similar to the greedy algorithm is observed. Therefore, in the final stage, to complete the route, cities with large distances between them are selected.

As shown in Fig.6 (2), the pheromone value and the heuristics value are well-balanced, and an effective search is realized. Thus, the technique of using the LUT value, which has been newly introduced to the H-ACO, instead of parameter $\beta$ and power calculation, which are used in the conventional ACO, is clearly shown to provide an effective selection of the cities with well-balanced pheromone and heuristics values.
Fig. 6. Result of several kinds of LUTs

(1) \( \tau(i, j) \) is larger than \( \eta(i, j) \).

(2) Good balance between \( \tau(i, j) \) and \( \eta(i, j) \).

(3) \( \tau(i, j) \) is smaller than \( \eta(i, j) \).

Fig. 7 shows the results of the experiments in which various upper limits and benchmarks of the pheromone value are used.
Fig. 7. Result of several pairs of upper limit and benchmark

In these experiments, since the relative relationship between the upper limit and the benchmark is considered as maintained even if the lower limit is fixed, only the upper limit...
and the benchmark are changed. Figs. 7 (1), (3), and (2) show the results of the experiments, in which the upper limit and the benchmark are set to be high, low, and intermediate, respectively.

As shown in Fig. 7 (1), since the upper limit was set high, pheromone is accumulated over a long period. This means that, since the past information is considered important, no progress is observed in the search.

As shown in Fig. 7 (3), since the distance between the upper limit and the benchmark is small due to the low upper limit, this search is similar to a random search.

In contrast, as shown in Fig. 7 (2), when the upper limit and the benchmark are well-balanced, a satisfactory solution is obtained.

Thus, simply by adjusting the upper limit and the benchmark, the same effect as using the decay parameters, which controlled the information on the past behavior and the information on the new behavior, can be realized. Based on the above experimental results, the proposed H-ACO is confirmed to provide a similar solution searching mechanism and ability as seen with the conventional ACO, without the need for floating point arithmetic operations and power calculations.

5. Conclusion

In this chapter, we proposed a novel hardware-oriented ACO algorithm. The proposed algorithm introduced new pheromone update rules using the LUT. It enabled all calculations for optimization with only addition, subtraction, and shift operation. Moreover, it controlled the trade-off between exploitation of the previous solutions and exploration of the search space effectively. As a result, the proposed algorithm achieved not only high speed processing, but also maintenance of the quality of solutions. Experiments using benchmark data proved effectiveness of the proposed algorithm.
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