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1. Introduction

Numerical simulations have become an integral part of new sensor design and they are essential to understand the physical principles of completely new sensors. In this chapter we want to demonstrate that, when using modern software tools, relevant results are in reach even for small development departments.

The electromagnetic flow meter, that measures the volume flow rate of conducting liquids passing through pipes, is a very practical example for a sensor that is used in real applications, but that has still potential for improvement and optimisation by numerical simulations. The goal of this chapter is to show, in three concrete cases, different levels of modelling.

The chapter will introduce the concepts of electromagnetic flow metering and the physical phenomena needed for numerical modelling. The main goal is to show that physical principles can be studied with detail and that, nevertheless, calculations are relevant to practical applications.

We demonstrate the ideas in three detailed cases.

1. Until now, commercially available devices require a minimum conductivity of water, i.e., a minimum concentration of ions. Using numerical methods one can study the low concentration limit of the electromagnetic flow meter. The central idea is to apply a drift-diffusion model to the system of electric charges present in the fluid.

2. For standard devices several physical phenomena are encountered: fluid dynamics, magnetostatics, and electrostatics. We demonstrate the efficient use of multiphysics solvers for the geometric optimisation of a sensor. The geometric shape is optimised much easier numerically than it can be done in experiments.

3. A completely new sensor principle can be verified using numerical simulation for turbulent flows. By studying the amplitude of fluctuations we find a new way of measuring the mean flow, which is in accordance with experiments.

The numerical scheme for these calculations is based on finite methods: in many cases the very flexible finite element method can be employed. It can solve a wide range of physical problems and a large class of geometries. Standard software packages are available for all equations needed for flow sensor design. On the other hand the finite difference method requires regular grids but can, due to its inherent speed, solve large problems like the turbulent direct numerical simulation, where space and time must be resolved in a fine discretisation.
2. Magnetic-inductive flow meter

Figure 1. Principle of the electromagnetic flow meter. Ions are displaced by an outer magnetic field and an electric voltage can be measured at galvanic contacts (black circles)

The basic idea of the electromagnetic (or magnetic-inductive, MI) flow meter for measuring fluid flow in pipes shall be explained with the help of fig. 1. An external magnetic field perpendicularly penetrates the tube carrying fluid flow. If the fluid contains mobile electric charges these are displaced (with respect to the fluid) due to the Lorentz-force. The accumulated charges form a space charge density and an electric field is induced which prevents further charge separation. The electric potential can be sensed using galvanic or capacitive coupling. In ideal cases the measured voltage is proportional to the flow rate in the tube.

The idea of this method is old, if one considers Michael Faraday's famous experiment at the river Thames as a starting point. Later, in 1930, Williams reported the first experimental proof (Williams 1930) and today the MI-flow meter has become a commercial product used in many applications in industry: process, food, waste water, etc. The theory is mature and text books have been published that are entirely (Schommartz 1974) or in parts (Fiedler 1992) devoted to the subject.

The sensors are mainly employed for water as liquid, although the use for other electrically conducting fluids is feasible. Standard devices avoid permanent magnets because of spurious electrochemical voltages at the sensing contacts. Even with electrodes made of noble metals, chemical reactions are present in water at galvanic contacts and lead to time-varying electric potentials, that are larger than the actual MI-signal. By using alternating or pulsed magnetic fields these variations can be filtered. Capacitive coupling suffers from the difficulty to measure small charges when the inner resistance of the pick-up circuit is finite. But the price for time varying magnetic fields is high energy consumption. Up to 99% of the total energy is spent on the generation of the magnetic field, which is prohibitive for battery driven devices. Using modern electronic devices with ultra-high-ohmic amplifiers, static measurements have become feasible and a recent patent (Stange 2002) describes a method to bypass spurious voltages. Therefore some aspects in the field of electromagnetic flow metering have to be rethought and can be studied using numerical simulations.

The Finite-Element method has become a versatile tool in solving partial differential equations (PDEs) in many scientific and engineering disciplines. Many text books describe the method in different aspects and we only want to cite one of the most influential by
Zienkiewicz (Zienkiewicz & Taylor 1989) first published on structural mechanics. Since then the method has been applied to other engineering fields and due to the increased computer power became available to developers for daily use. For MI-sensors the literature using FE-simulation is sparse but many applications in industry are on optimising the coils generating the magnetic field. Here we focus on the study of fundamental physical understanding and geometric optimisation. Many publications on electromagnetic flow meters use the concept of a weight function to analyse the design. This concept will be mentioned briefly because it is widely used but it is restricted to the high concentration limit (that we want to study in detail) and to galvanic contacts concentrated in points.

3. Mathematical models

The different physical effects and their equations are discussed in the following with their relevance to the electromagnetic flow meter.

3.1 Fluid dynamics (Navier-Stokes equations)

The equations for fluid flow are derived from the basic physical principles of conservation of mass, of momentum, and of energy applied to continuum mechanics. Many text books on this subject, e.g., Spurk & Aksel (2006), are available and only basic properties are stated here without proofs.

Fluid flow is usually described by the Eulerian view, that represents the velocity of the fluid as vector field \( \mathbf{u} \) at a fixed point in space. Two additional scalar fields are needed in general: the pressure \( p \) and the mass density \( \rho \). In an incompressible fluid the system reduces to \( \mathbf{u} \) and \( p \) and the incompressibility condition replaces the conservation of mass:

\[
\nabla \cdot \mathbf{u} = 0 . \tag{1}
\]

The conservation of momentum leads to

\[
\rho \ddot{\mathbf{u}} + \rho (\mathbf{u} \cdot \nabla) \mathbf{u} = -\nabla p + \mu \nabla^2 \mathbf{u} . \tag{2}
\]

The left hand side represents the change of momentum in time at a fixed point in space. The right hand side denotes that the contributing forces are the pressure gradient as the driving force of the flow and the dissipative friction term. In the viscous model friction is caused by a velocity gradient and the proportionality constant \( \mu \) is called viscosity. These equations are known as the incompressible Navier-Stokes (NS) equations. The boundary condition at physical walls is that the flow velocity is zero. Other mathematical boundary conditions are applied to inlets, outlets, and symmetry planes. The system of equation (1) and (2) is closed: it comprises four equations for four unknowns.

3.2 Magnetic inductive effect

The basic principle is that electric charges (like ions from dissolved salts) in the fluid are displaced due the Lorentz-force in response to an external magnetic field that is orthogonal to the fluid flow. The charge separation leads to an electric field \( \mathbf{E} \) perpendicular both to the flow and the magnetic field. The electric potential \( \phi \) can be sensed with galvanic contacts or with capacitive sensors.
In a conducting medium the electric current density \( j \) in presence of an electromagnetic fields is

\[
j = \sigma (E + u \times B)
\]  

where \( \sigma \) is the specific conductivity. In an equilibrium state the current density is divergence free because of charge conservation and it follows that

\[
\Delta \phi = \nabla \cdot (u \times B).
\]  

This equation has been cited in the literature (Shommar 1974; Fiedler 1992) and is called here the high concentration limit and we discuss the validity of this model later. Here and in later models it is assumed that \( B \) is the external magnetic field only. The flowing medium itself drives electric currents which induce magnetic fields that are in the case of electrolytes too weak to have an influence. Two types of currents can be distinguished: The first one is generated by the charge density that is convected by the fluid, whereas the second one is the current as expressed in eq. (3).

The weight function approach applies Green's theorem to equation (4) and is often used to examine MI-flow meters. The Green's function that corresponds to the Laplace operator reads

\[
G(x, x') = \frac{1}{4\pi|x-x'|}
\]  

and can be employed to express solutions of (4) as an integral. If two galvanic contacts are concentrated in points the voltage

\[
V_{ab} = \phi(a) - \phi(b) = -\int [\nabla G(a, x) - \nabla G(b, x)] \cdot (u \times B) dx
\]  

is measured. The expression in square brackets is called the weight function \( W(a, b, x) \) (Shercliff 1954; Fiedler 1992). The integral can be transformed to

\[
V_{ab} = \int u \cdot (W \times B) dx.
\]

In this form the integral formulation is helpful to design the magnetic field, e.g., to guarantee the property that the voltage is independent of flow profile. This approach is, however, limited to a simple governing equation and to pointlike galvanic contacts. Since more general problems must be solved we adopt the more flexible Finite-Element-Method.

### 3.3 Electrostatics and Magnetostatics

Maxwell's equations are only applied to the static field case only. In the macroscopic form, i.e., using material properties like permittivity, permeability, and magnetisation, the following equations are valid for the electric field:

\[
\nabla \cdot (\varepsilon \varepsilon_0 E) = \rho, \quad E = -\nabla \phi
\]
where E is the electric field, φ the potential, \( \varepsilon_0 \) the permittivity of the vacuum and \( \varepsilon_r \) the relative permittivity of the material in question.

The relations for the fields \( \mathbf{H} \) (magnetic field), \( \mathbf{B} \) (magnetic induction), and \( \mathbf{M} \) (magnetisation) are

\[
\begin{align*}
\nabla \cdot \mathbf{B} &= 0 \\
\nabla \times \mathbf{H} &= 0 \\
\mathbf{B} &= \left\{ \frac{\mu_0 \mu_r \mathbf{H}}{\mu_0 (\mathbf{H} + \mathbf{M})} \right\}
\end{align*}
\]

The first material relationship is used for the usual linear response to a magnetic field, whilst the second is used as an approximation for permanent magnets with a given fixed magnetisation.

As mentioned above the magnetic fields produced by the currents in the medium are weak and these currents are altogether neglected as sources of the magnetic field. Since the curl of the magnetic field is zero under these circumstances a scalar magnetic potential with

\[
\mathbf{H} = -\nabla \Theta
\]

is introduced and used later for solving magnetostatic equations.

3.4 Drift-Diffusion

The evolution of the concentration \( c \) of an ion species in a medium is often described in electrochemistry (Hamann & Vielstich 2004) using the drift-diffusion approach. The effective current is generated in two ways: first, a driving force \( \mathbf{F} \) on the individual particle and second the thermal diffusion. Applying Einstein’s law we can write for each species

\[
\dot{j} = \mu (c \mathbf{F} - k_B T \mathbf{V} c) \tag{11}
\]

where \( \mu \) is the mobility, \( k_B \) Boltzmann’s constant and \( T \) the absolute temperature. We want to apply this model to diluted salts in water. For higher concentrations the linear mobility model is not valid, but here study only low concentration effects (Atkins 1988). The force \( \mathbf{F} \) is due to an electrostatic field and to a magnetic induction

\[
\mathbf{F} = q (\mathbf{E} + \mathbf{u} \times \mathbf{B}) \tag{12}
\]

We only consider the Lorentz-force caused by the medium flow \( \mathbf{u} \), the additional velocity induced by the movement of ions with respect to the water is small and neglected in our model. The conservation of particle number is written as

\[
\dot{c} + \nabla \cdot \mathbf{j} = \mathbf{G}, \tag{13}
\]

where the dot signifies the derivative with respect to time and \( \mathbf{G} \) the particle generation rate. The boundary conditions are generally of the homogeneous Neumann-type for wall boundaries that the particles cannot penetrate. Often the total number of particles is fixed and an integral constraint in the form

\[
\int c \, d\mathbf{x} = N \tag{14}
\]
is added to the equations. When multiple species are present the equations (11,12,13) have to be formulated for each type separately.

4. Finite-Element-Method

The finite element method is an established technique in academia and industry to approximately solve partial differential equations and applies to boundary value problems. Many authors (Zienkiewicz & Taylor 1989; Ciarlet 1978) have discussed the method in detail and for many applications.

One way of formulating boundary value problem, which is useful for many physical applications, is based on generalised sources and fluxes. For a degree of freedom \( u \), the flux \( J \) and the source term \( S \) depend on \( u \) and its derivatives. The boundary value problem sets conditions on the inner of a domain \( \Omega \) and on the boundary such that

\[
\begin{align*}
\nabla \cdot J &= S \quad \text{in} \quad \Omega \\
u &= f \quad \text{in} \quad \Gamma_f \subseteq \partial \Omega \\
n \cdot J &= g \quad \text{in} \quad \Gamma_n = \partial \Omega \setminus \Gamma_f.
\end{align*}
\]

These equations imply the conservation of a quantity in the domain, Dirichlet condition (prescribed value \( f \)) on one part of the boundary, and Neumann condition (prescribed normal flux \( g \)) on the remaining boundary. In the case of a vectorial physical property or a multiphysics problem, several unknowns \( u_i \) have to be taken into account. For each unknown there is one set of equations in the form (15). If the generalised fluxes and sources depend mutually on each other the system is coupled.

The Finite-Element (FE) method approximates the solution by polynomial functions defined on elements (e.g. triangles or tetrahedrons), i.e., a continuous problem is projected on a discrete problem that can be solved on computers. A finite number of elements forms a conformal mesh of the domain thus leading to a finite number of degrees of freedom. Using the method of weighted residuals (Zienkiewicz & Taylor 1989) a discrete system with the same number of equations can be deduced from eq. (15). This system of equations is in general nonlinear and Newton’s method is employed to find solutions. The resulting linear equations are sparse so that memory efficient methods for solving are available.

Figure 2. Sketch of evaluation model: a semicircle with radius \( R \)
The FE-technique has evolved in many engineering disciplines into software optimised for the needs of particular problems. Recently multiphysics simulations have come into focus that couples different models into one solution process. The results shown in this chapter were achieved with Comsol Multiphysics (Comsol 2005), a program that easily allows to integrate different physical phenomena and also to add further equations to the model in a mathematical form.

5. Minimum concentration

For an MI-device to work the fluid must contain mobile electric charges. Here we want to discuss the minimum requirements for water with dissolved salts. Since a certain concentration of ions also means that water conducts electrically, usually a minimum conductivity is required by the manufacturer and values are of the order of $5 \mu$S/cm. Actually AC measurements depend on conductivity for a second reason because during measurement a current flows in the medium. When using a high impedance measurement in a static field one can assume that no current flows in the medium and only the built-up of a space charge is the limiting factor for a minimum concentration. Three sources of charge have to be considered in water:

- ions from dissolved salts,
- $H^+$ and $OH^-$ ions generated by the autoprotonation reaction of water, and
- water molecules themselves, which constitute electric dipoles and can be oriented in a field to form a net polarisation charge.

It is informative to study these effects separately.

5.1 The model

The influence of the mentioned charge sources is studied on a very simple example of an infinite long circular tube with laminar flow in a homogeneous magnetic field. With radius $R$ and maximum flow velocity $u_0$ the profile has the form

$$u = \frac{u_0}{R} \left( R^2 - x^2 - y^2 \right) e_z , \quad (16)$$

where the axis of the tube is oriented along the $z$-axis. If we assume further that the magnetic induction of strength $B_0$ is along the $y$-axis, the high concentration limit (eq. (4)) can be solved analytically and reads

$$\varphi = B_0 \frac{u_0}{4} R^2 x \left( 3R^2 - x^2 - y^2 \right) . \quad (17)$$

The voltage measured in an experiment corresponds to the potential difference between two points. It reaches its maximum for two points diametrically opposed in $x$-direction. Its value is simply

$$V_{\text{high}} = B_0 u_0 R , \quad (18)$$

which we call the high concentration value further on. Taking the values $B_0=0.1$ T, $u_0=0.1$ m/s, and $R=1$ mm we get $V_{\text{high}}=50 \mu$V.
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Figure 3. Equipotential lines in the high concentration limit. The grounded reference is in the centre. Values given in \( \mu V \)

Since the problem is constant along \( z \) a 2-D problem results. Furthermore it is symmetric and a semicircle contains all information. Figure 2 shows the relevant coordinate settings. For the high concentration solution (eq.(17)) we show the potential over the cross section as contour lines in Fig. 3.

5.2 Ions
First, we study salts that are completely dissolved, so that the generation rate in equation (13) vanishes. For each species labelled \( i \) with charge \( q_i \), equations (11,12,13) are valid separately. The model equations are in the static case:

\[
\nabla \cdot \left( c_i q_i \left( -\nabla \varphi + u \times B - k_i T \nabla c_i \right) \right) = 0 \quad i = 1 \ldots n
\]

\[
\nabla \cdot \sigma_i \nabla \varphi = \sum q_i c_i .
\]

(19)

The magnetic induction and temperature are assumed to be homogeneous. For \( n \) different types of ions the system is represented by \( n+1 \) degrees of freedom and as many equations. The first equations state essentially conservation of the particle numbers. Note that in the static case the particle mobilities do not appear in the equations. The assumption here is that the system relaxes to the equilibrium fast enough.

Since ions species with the same charge lead to identical equations we treat the concentration variables \( c_i \) in equation (19) as the accumulation of all ions having the same charge. Our model example is simplified in another respect, because only anions and cations with elementary charge are included and hence only two concentration variables \( c_+ \) and \( c_- \) remain (where \( q_0 \) denote the elementary charge):

\[
\nabla \cdot \left( c_0 q_0 \left( -\nabla \varphi + u \times B - k_0 T \nabla c_0 \right) \right) = 0
\]

\[
\nabla \cdot \sigma_0 \nabla \varphi = q_0 \left( c_+ - c_- \right) .
\]

(20)

The model can be extended to ions with higher order charge ions with no difficulties. The solution for this system of equations is depicted in fig. 4 (solid line) as a plot of the voltage across the diameter in dependence on the salt concentration. We state that above a concentration of \( 10^{14} \) \( 1/m^3 \) the high concentration limit is attained. This is as we will see later five orders of magnitude above the concentration of the \( H^+ \) and \( OH^- \) ions in pure water.

5.3 Dipoles
The water molecule features an electric dipole moment and for this reason is oriented in an electric field. In a nonhomogeneous electric field this leads to a net polarisation. The
susceptibility of a material \( \varepsilon_0(\varepsilon_r - 1) \) measures its ability to create such a polarisation charge. It can be shown from thermodynamics (Feynman et al. 1966) that

\[
\rho_{pol} = -\nabla \cdot \varepsilon_0(\varepsilon_r - 1)\mathbf{E}.
\] (21)

Usually this polarisation charge does not show up explicitly in the equations because it is automatically included in the macroscopic Maxwell equations in the form of the relative permittivity. When a magnetic induction is present and the medium moves, equation (21) has to be extended to

\[
\rho_{pol} = -\nabla \cdot \varepsilon_0(\varepsilon_r - 1)(\mathbf{E} + \mathbf{u} \times \mathbf{B}),
\] (22)

which is discussed by Simonyi (1979) in more detail and derived by Engl (1960) for the electromagnetic flow meter. This gives rise to an augmented form of Poisson’s equation:

\[
-\nabla \cdot \varepsilon_r \varepsilon_0 \nabla \varphi = \rho_{max} - \nabla \cdot \varepsilon_0(\varepsilon_r - 1)(\mathbf{E} + \mathbf{u} \times \mathbf{B}).
\] (23)

At first let us note that in the case when the liquid contains no other mobile charges, equation (23) is equivalent to equation (4) with the potential being reduced by a factor of \( (\varepsilon_r - 1)/\varepsilon_0 \). In water, which has a relative permittivity of 80, this means that the MI-voltage reaches \( 79/80 = 99\% \) of the high concentration value, even when there are no dissolved ions at all.

For demonstration purposes we repeat the calculations from subsection 5.2 for a liquid with polarisation effects that has \( \varepsilon_r = 3 \), which is easier to discriminate in fig. 4 (where it is shown as dashed line) than water. The transition to the high concentration limit is at the same concentration value but at lower concentrations the MI-effect is never zero.

Figure 4. Transition for a solution with monovalent ions in a hypothetical liquid with no polarisation \( (\varepsilon_r = 1) \) and with polarisation effects \( (\varepsilon_r = 3) \)
5.4 Autoprotonation

Even pure water contains ions which are H\(^+\) and OH\(^-\) and originate from the autoprotonation reaction of water

\[ \text{H}_2\text{O} \leftrightarrow \text{H}^+ + \text{OH}^- . \]  

(24)

In this context we do not want to discuss the nature of these ions and in which embodiment they are dissolved in water, but we treat all quantities (concentration, mobility, ...) as effective quantities for a positive and a negative charge respectively. In fact these effective properties are measured in experiments; for the effective mobility Atkins (1988) reports the values

\[ \mu_{\text{H}^+} = 2.26 \times 10^{12} \text{ m}^2 / \text{Js} \]  

(25)

\[ \mu_{\text{OH}^-} = 1.29 \times 10^{12} \text{ m}^2 / \text{Js} . \]

Two aspects have to be taken into account. First, the generation rates (see eq.(13)) are equal for the two ion species because they are created or destroyed in pairs. Second, in a chemical equilibrium the mass action law states that the product of the two concentrations is constant

\[ c_{\text{H}^+} c_{\text{OH}^-} = K^2 \]  

(26)

with \( K = 10^{\text{-7}} \text{ mol/l} = 6.06 \times 10^{19} \text{ 1/m}^3 \). The value \( K \) is the concentration of the ions in pure water or at pH=7. As a consequence of mass action only one concentration variable is independent. A convenient parametrisation is the choice

\[ c_{\text{H}^+} = K \text{e}^\Psi \]  

(27)

\[ c_{\text{OH}^-} = K \text{e}^{-\Psi} . \]

The new degree of freedom \( \Psi \) is related to the pH-value in chemistry. When applying the drift-diffusion model (equations (11) and (13)) to the concentration variables for a nonpolarisable medium we get the system of equations

\[ \mu_{\text{H}^+} \nabla \left[ c_{\text{H}^+} q_s (\mathbf{E} + \mathbf{u} \times \mathbf{B}) - k_B T \nabla c_{\text{H}^+} \right] = G \]  

(28)

\[ \mu_{\text{OH}^-} \nabla \left[ -c_{\text{OH}^-} q_s (\mathbf{E} + \mathbf{u} \times \mathbf{B}) - k_B T \nabla c_{\text{OH}^-} \right] = G \]

\[ -\nabla \cdot \epsilon_r \varepsilon_r \nabla \varphi = q_s (c_{\text{H}^+} - c_{\text{OH}^-}) \]

After elimination of the generation rate and using the \( \Psi \) variable, the following equations remain

\[ \nabla \left( \mu_{\text{H}^+} \text{e}^{\Psi} + \mu_{\text{OH}^-} \text{e}^{-\Psi} \right) \left( \mathbf{E} + \mathbf{u} \times \mathbf{B} - \frac{k_B T}{q_s} \nabla \varphi \right) = 0 \]  

(29)

\[ \nabla \cdot \epsilon_r \varepsilon_r \mathbf{E} = q_s K (\text{e}^{\Psi} - \text{e}^{-\Psi}) \]

Only the ratio of the mobilities exerts influence in this equation. We want to approximate these equations further. For small values of \( \Psi \) the exponential functions can be expanded in lowest order, giving
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\[ \nabla \cdot \left( \mu_{\text{eff}} \nabla \times \left( E + \mu_0 B \times u \right) \right) = 0 \quad (30) \]
\[ \nabla \cdot \varepsilon_0 E = 2q_0 K \Psi. \]

We see that this approximation results in the high concentration limit (first equation), which can be solved analytically for the model problem (see eq. (17)). The second equation can also be solved analytically:

\[ \Psi = \frac{u_s B \varepsilon_0}{R \varepsilon_0 K} = 3.67 \times 10^{-4} \frac{1}{\text{m}} \times \]

Hence for the sizes in question (centimetre range) the approximation is justified and, hence, the use of the high concentration limit.

5.5 Consequences

The main result of the study of water including the effects of dissolved salts, polarisation of the water molecule, and autoprotonation shows that dissolved salts are not needed for the built-up of a magnetic inductive potential. The electric and chemical properties of water alone produce sufficient charge density for the (previously known) high concentration limit. This can already be seen in the fact that the transition found in subsection 0 occurs at a concentration below \(10^{14} \text{ m}^3\) which is five orders of magnitude below the concentration of \(\text{H}^+\) and \(\text{OH}^-\) in pure water. Adding up the different effects (salt ions, polarisation, autoprotonation) justifies the use of the high concentration limit for water in all cases.

One important constraint has to be mentioned here concerning technical implementations. In currently available devices an AC magnetic field is used and during measurement an electric current is flowing in the medium, thus requiring a conductive medium. This must be considered an additional reason for the need for a minimum conductivity (and minimum salt concentration at the same time). In a static measurement with high-ohmic amplifiers no current flows in the medium and the minimum concentration is no longer needed.

Another interesting consequence derives from the polarisation effect that is not only present in water but also in other liquids like oil or petrol. These liquids are not conducting under normal circumstances. Therefore the electromagnetic flow meter can be used in an even wider range of applications as previously known.
6. Geometric shape optimisation

The design of a complete electromagnetic flow meter requires the solution of a coupled system. The results of section 5 justify the application of the high concentration limit and the model comprises equations of magnetostatics (eq. (9)), fluid dynamics (eq. (1,2)), and the magnetic-inductive effect (eq. (4)). We apply this system of equations to an optimisation problem. The main idea is as follows: the sensor region usually has a circular cross section but can also have other shapes, for instance an ellipse. The geometry influences the flow and in consequence the electric output of the sensor. Also the magnetic system changes because the magnet poles can be placed closer to each other. Figure 5 shows the model as it was used in the calculations. In the sensitive region the cross section is quenched to an elliptic shape with a smooth transition to circular pipes that are attached to the sensor. The poles of the magnet are placed close to the pipe and a return yoke is included for efficient utilisation of the magnetic field. The electric connections are not shown in this figure but in the calculations capacitive coupling is used. These contacts must be large for an efficient electric coupling and span an angle of 150°.

The shape of the cross section is parametrised such that the ellipse has the half axes \((R\beta(1-\alpha),R/(1-\alpha))\), where the parameter \(\alpha\) applies to the shape of the ellipse, \(\beta\) changes the size, and \(R\) is the equivalent radius of a circular tube. The parameter \(\alpha\) is chosen such that at the value zero the circle is recovered as the cross section. The area of the cross section is \(\pi\beta R^2\). The goal of the optimisation is highest sensitivity and two constraints must be met:

- The pressure drop shall be the same as for a straight tube.
- The sensor is nonlinear but should not deviate from the ideal linear case too much.

6.1 Model size

Naturally the results of such an optimisation depend on the material parameters, geometric sizes and flow conditions. So numeric results should be taken as an example and the main objective of this section is the methodology. The application field in the numeric case is water at room temperature in tubes with 1 cm diameter in a flow range of 0-4 m/s medium flow velocity. A target velocity is fixed at 1 m/s, for which the pressure drop is adjusted, so that the flow meter is neutral in the pipe circuit. For other velocities the flow meter is operational but the pressure drop differs. The values mentioned must be considered as one example: the methodology can be employed to other cases in the same way. The relevant properties of water are

- density: 1000 kg/m³
- viscosity: 8.54 \(10^{-4}\) Pa s
- relative dielectric constant: 80.
6.2 Pressure drop

The first constraint is equivalent to the demand that the flow meter should have no disturbing effect on the flow circuit. In fact if the tube is quenched the flow resistance of the tube increases. Therefore enlarging the area (via parameter $\beta$) neutralises the effect. In order to find the compensation, NS equations are solved for various parameters. For each given parameter value $\alpha$ the corresponding $\beta$-value can be found such that the pressure drop equals that of a straight tube. It is instructive to convert this dependence into polynomial form

$$\beta(\alpha) = 1 + 0.922\alpha^2 + 0.698\alpha^4 + 1.618\alpha^6.$$ (32)

This compensation function depends on the velocity; in this case the target velocity is 1 m/s.

6.3 Magnetostatics

The calculation of the magnetic field follows the approach of a scalar magnetic potential as outlined in subsection 3.3. For the permanent magnet we assume a constant magnetisation and the ferromagnetic material of the return yoke is simulated by a very large relative permeability.

6.4 Simulations

Using this pressure compensated system we perform the three simulation steps (magnetostatics, fluid dynamics, and electrostatics) needed to establish the magnetic-inductive response. Figure 6 shows the sensitivity $S=V/u_0$ for different deformation parameters. For values $\alpha>0.5$ we judge that the nonlinearity is unacceptably large. This depends in fact on the envisaged application.

In the next step we compare the sensitivity for different values of the deformation parameter at the target velocity $u_{M}$. We get the result displayed in fig. 7. The optimal configuration, if higher nonlinear behaviour can be tolerated, is at $\alpha=0.55$, but keeping the previously outlined limit the optimal shape is with $\alpha=0.5$. The improvement in the magnetic-inductive effect compared to the standard configuration is between 45% and 50%.
6.5 Methodology and efficient calculations

Since for an optimisation problem many single computations of the model are needed an efficient methodology is important. The design of a flow sensor supported by FE-simulations is done in the following steps. We start with a given standard configuration, like having a circular cross section, the operating range in terms of a velocity interval and the main operating velocity $u_M$.

1. A parametrised CAD-model of the flow sensor is created with a deformation parameter $\alpha$ such that for $\alpha=0$ the standard configuration is met. A second parameter $\beta$ is used to scale the area. The inlet and outlet tubes with circular cross section and appropriate connection to pipes are included. The parametrised CAD model also adjusts the magnet's position to the deformed sensor device.

2. In a first set of FE-simulation at the velocity $u_M$ the NS equations are solved for ranges of the parameters $\alpha$ and $\beta$. The goal is to find the function $\beta(\alpha)$ that adjusts the area of the cross section, so that the pressure drop at each value of $\alpha$ is that of the standard configuration.

3. For each parameter value $\alpha$ the magnetic field is computed by solving the magnetostatic equation for the adjusted positions of the magnet.

4. The NS equations are solved for the entire velocity range in the compensated model and the resulting magnetic inductive potential is computed.

5. The results are first analysed for linearity. That means for each value $a$ the magnetic-inductive response (the voltage $V$ at the capacitive contacts) is examined. Depending on the needs of the applications an upper bound for the allowed $\alpha$-values is established.

6. Comparing the sensitivity $S=V/u_0$ at $u_M$ for all $a$ gives the optimal parameter value.

6.6 Geometric symmetry

The different physical models have their own symmetries and an efficient simulation employs these symmetries in the way that the domain is restricted and the solution is mirrored. This technique reduces the number of degrees of freedom and in consequence the time and memory requirement for a single simulation considerably. Figure 8 shows the minimal model with a tube that is oriented in $z$-axis. The flow field has a fourfold symmetry.
and the NS equations are only solved in a quarter. The full solution result can be constructed by mirroring at the planes $x=0$ and $y=0$. Next, the magnetic subsystem also has a fourfold symmetry but along the $x$-axis and the solution is mirrored at $z=0$ and $y=0$. Because the right hand side of the MI-equation is determined from the flow field and magnetic field, the electrostatic model has a twofold symmetry with mirror plane $y=0$.

![Geometric model for simulation](image)

**Figure 8. Geometric model for simulation**

### 6.7 Conclusions

A novel and simple improvement in the configuration of the magnetic inductive sensor allows an increase of the measured voltage, and therefore the sensitivity, of about 50%. In the new configuration the cross section of the measuring unit is not circular any more but, in the present example, elliptical. This increase in sensitivity can be explained by two effects:

- The fluid flow has a different pattern, which induces a larger space charge density and in consequence a higher voltage.
- Due to the deformation of the tube the magnet pole faces can be placed closer to each other and the magnetic field is exploited more efficiently.

The potential use of the increase in the MI effect is that sensors can be built smaller or with higher sensitivity. The main drawback is that, compared with a straight tube, the MI response is not linear any longer. The design method, however, gives full control over the limits of the nonlinearity. Also the nonlinear behaviour is such that the response is even larger than one would expect with a linear sensor. That means that even stronger signals can be achieved if nonlinear behaviour can be tolerated.

### 7. Turbulent fluctuations

Turbulence is a phenomenon in fluid dynamics of great attention in research and application. It corresponds to solutions of the (nonlinear) NS-equation that are unsteady and exhibit chaotic behaviour. In contrast, laminar flow is represented by stable solutions of the stationary NS equations. Stability in this respect means that small perturbations to the flow are damped and disappear with time. The flow can be characterised by the dimensionless Reynolds number

$$Re = \frac{\rho u_0 L}{\mu},$$

(33)

where $u_0$ and $L$ are characteristic velocity and length scale values, respectively.
The NS equations can be transformed into a nondimensional form and the Reynolds-number remains as the only parameter (Spurk & Aksel 2006):

$$\mathbf{u} + (\mathbf{u} \cdot \nabla)\mathbf{u} = -\nabla p + \frac{1}{Re} \Delta \mathbf{u} .$$

This form of the NS equations has the advantage to demonstrate that different fluids obey the same laws parametrised by the Reynolds-number. The necessary transformations are:

$$\begin{align*}
\mathbf{u} & \rightarrow \mathbf{u}_u \\
\chi & \rightarrow Lx \\
p & \rightarrow Lu_u^2p \\
t & \rightarrow \frac{L}{u_u}t.
\end{align*}$$

Laminar flow is characterised by Reynolds-numbers smaller than 2000-3000. At higher Reynolds-numbers the inertia term exceeds friction in influence and small perturbations are amplified. In a fully developed flow the field quantities fluctuate in a chaotic form. In many practical applications only mean values are of interest, which is reflected in CFD by models for the mean flow velocity (Reynolds-average Navier Stokes, RANS). One popular model for high Reynolds-numbers is the $ke$-model which adds two auxiliary properties (turbulent kinetic energy and dissipation rate) to the equation system. The literature on this subject is rich, e.g., see Eggels (1994), Launder et al. (1975).

The consequence of turbulence for the magnetic-inductive flow meter is that the fluctuations of the flow lead to fluctuations in the potential and in the measured voltage. When the average voltage is evaluated, the $ke$-model replaces the NS equations in the modelling and the electric potential and field are understood as average quantities. In the following we want to examine the fluctuations themselves and aim to find the amplitude of these voltage fluctuations and for this reason the $ke$-model cannot be applied. The goal is to examine the strength of these amplitudes and to establish the dependence of the amplitude from the volume flow in the tube. These results turn out to be convincing that the amplitude of the voltage fluctuations can be used as a measure for the volume flow.
Electromagnetic Flow Metering

For realistic simulation of turbulent phenomena including fluctuations small time and space scales have to be resolved. Here the FE-method demands too many computer resources and the Finite-Difference (FD) method is preferred. Since the FD method calls for a regular grid only simple geometries can be treated. Whereas the so called direct numerical simulation use the plain NS equations, the large-eddy simulations only treat large scale turbulences and suppress small eddies, so the resource requirements are less severe.

To test the influence of turbulence on the electromagnetic flow meter we describe FD simulations that calculate the amplitude of a MI signal in a straight tube with square cross section (fig. 9). The model has a homogeneous magnetic field (green arrows) and pointlike galvanic electrodes (black lines). The blue line shows the stream line of one fluid particle.

7.1 Large-eddy (LE) simulation

We employ the large-eddy model in the way it is described in the reference by Eggels (1994). The governing equations follow from the NS equations by applying a spatial filter operator. This filter averages the fluctuating velocity components in a small environment around a point and has the effect to suppress small eddies (called sub-grid scale) and preserve larger ones (grid scale).

The governing equations for the LE-model are essentially the the NS-equation for the filtered unknowns $u$ and $p$. In dimensionless form they read:

$$\begin{align*}
\bar{u} + (u \cdot \nabla) u &= -\nabla p + \frac{1}{Re} \nabla \cdot \tau \\
\nabla \cdot u &= 0.
\end{align*}$$

An additional quantity, the LE-stress tensor $\tau$, must be introduced to model the subgrid eddies. All detailed information about these eddies is lost in the averaging process but heuristic models can be formulated to account for their influence on the main flow and this
influence is expressed in the stress tensor $\tau$. Here the pressure gradient is split in two parts: on one side the gradient of $P$, which is constant in space for a straight tube and drives the flow through the tube. On the other side the unknown part $p$ ensures incompressibility. In the Smagorinsky model the LE-strain is found from the strain tensor (Denev et al. 2003)

$$S = ( \nabla \otimes u) + ( \nabla \otimes u)^\top$$  \hspace{1cm} (37)

assuming that the stress has the form

$$\tau = -l_{\text{mix}}^2 \sqrt{2 \text{trace}(S^2)}$$  \hspace{1cm} (38)

i.e., the LE-stress has the anisotropy of the strain and the effective LE-viscosity is proportional to the magnitude of the strain. The mixing length $l_{\text{mix}}$ is related to the average grid size

$$l_{\text{mix}} = c_s l_{\text{grid}}$$

by $l_{\text{mix}}=c_I l_{\text{grid}}$, where $c_s$ is Smagorinsky's constant. Its value is open to debate but values in the range 0.1...0.2 are usually chosen. In this work $c_s=0.16$.

As boundary conditions homogeneous Dirichlet no-slip conditions are applied on the walls of the tube for all velocity components and Neumann conditions for the pressure $p$. In axial direction the model in principle requires an infinitely long tube. Considering the fact that in streamline direction the fluctuations at two points are not correlated any more if the distance is large enough, one can apply periodic boundary conditions to a tube of finite length. This can be regarded as a feedback loop of the outlet to the inlet. If the length of the tube is larger than the correlation length no artefacts are introduced by this procedure. Eggels (1994) reported that a length of at least five times the diameter of the tube is sufficient. In the present results the length is eight time the edge length of the cross section.

Usually LE simulations are performed at constant pressure gradient, which implies a fluctuating mean flow because the resistance of the tube depends on the turbulent activity, which is fluctuating by nature. We force a constant mean flow (which is important for flow-metering) by allowing the pressure gradient to vary in time and evaluate the integral

$$\frac{1}{Re} \int \left( \frac{1}{Re} \, \partial_t \left[ \frac{1}{Re} \, \int \left( \frac{1}{Re} \, \partial_\tau \cdot (\nabla \cdot u) \right) \right] \, dx \right)$$

at every time step. The integral follows from eq. (36) by integrating the stream-wise component over the tube volume $\Omega$ and applying boundary conditions. The other components of the pressure gradient are zero. In reference Denev et al. (2003) the flow velocity is corrected after each time step to ensure constant global mass flow rate.

The magnetic inductive potential is solved at each time step using equation (4) in a post-processing step. Similar LE-simulation were reported by Boersma & Nieuwstadt (1999) but only for one Reynolds-number. Since the dependence on flow rate is our main interest we repeated calculations on a 265 x 65 x 65 grid for a pipe of length 8 over a unit square cross section with sufficient accuracy.

As a typical example we show the magnetic inductive voltage fluctuation of a simulation at $Re=14000$ in fig. 10. The amplitude of the fluctuation is about 15% of the mean value. This, in our belief, is high enough to be measured reliably in experiments.
Figure 11. Amplitude of voltage fluctuations of an electromagnetic flow meter in dependence on Reynolds-number in the simulation. The analysis as root-mean-square shows linear behaviour, where the amplitude of the differentiated signal has quadratic dependence.

Figure 12. Experimental set-up for the measurement of the turbulent flow meter

Further analysis of the experimental data has been undertaken in two ways:

- as statistical root-mean-square of the voltage and
- as the average of the modulus of the time-differentiated signal.

The averaging is done for packages of sampling points together with the calculation of error intervals. The results are shown in fig. 11 with a maximum Reynolds-number of 40,000, which corresponds to a mean flow velocity of 3.8 m/s for water at room temperature and a tube with 1 cm edge length. We observe that the root-mean-square linearly depends on the Reynolds-number while the amplitude of time-differentiated is a quadratic function of the Reynolds-number and hence of the mean flow velocity. The consequence of the monotonous dependence of the noise on the flow rate suggests that the amplitude can be employed to measure the mean flow. Since the error of the time-differentiated signal is small, the type of evaluation is preferred.

At low flow rates when the flow is laminar this type of flow sensor cannot be used. In the present parametrisation where $u_0$ is the mean flow velocity and $L$ the edge length of the cross section the flow is laminar below a Reynolds number of 3000.
7.2 Experimental verification

Figure 13. Amplitude of voltage fluctuations of an electromagnetic flow meter in dependence on the pump voltage (proportional to the mean flow velocity) in the experiment. Simulation and experiments agree in the functional dependence of the amplitudes.

Briefly we want to show that the LE-simulation that we have presented can be verified in experiments. The measurements were performed with the simple set-up shown in fig. 12 using tap water at room temperature. The water circuit is constructed with plastic tubes with inner radius of 13 mm and a voltage driven pump. In the actual sensitive region the cross section is narrower (75 mm²) and the magnetic induction from permanent magnets is at maximum 0.5 T. Using this small set-up the results in fig. 13 are measured. The analysis is done in the same two techniques as for the simulations. The dependence on the mean flow rate is the same that was found in the calculations.

Measuring the amplitude of these fluctuations is hampered by other noise sources coming from the electric circuit, electrochemical double layers, and radiation. Some of these noise sources are flow independent and explain the noise amplitude at zero flow. Of the flow dependent noise the agreement between simulation and experiment suggests that indeed the turbulence explains a major part of the noise.

7.3 Optimal placing of contacts

The optimal placement of the two contacts in a conventional MI-flow meter is such that the contacts are arranged perpendicularly to the magnetic filed. The voltage reaches its maximum in this configuration. For a flow meter working on the turbulent paradigm the optimal position differs as can be deduced from fig. 14. It shows in a colour scale (blue to red) the amplitude of the fluctuations (in the root-mean-square measure). The reference contact is fixed at one the standard positions, i.e., at the centre of the blue spot. All points of the surface are sampled to measure in the simulation the noise amplitude relative to the reference point and the result plotted in the figure. It turns out that the fluctuation is strongest if the second contact is placed in the axis of the magnetic field, i.e., at an angle of 90° degrees with the reference. This respect the LE-simulation foresees future experiments and helps to optimise a new flow meter principle.

7.4 Conclusion

A new measurement principle relying on the turbulent nature of liquid flow in a pipe is verified with numerical simulations. In fact, fluctuations in the flow lead to fluctuations in...
the pick-up voltage and the amplitude of the these fluctuations depends monotonously on the mean flow and can therefore be used as measure for the mean flow. The functional dependence of the signal is the same for experiments and simulations. The simulation also shows that the strength of the signal is high enough to be measured. This fact strongly supports the viewpoint that the flow dependent fluctuations in the experiment are explained by the turbulent activity.

Figure 14. Turbulent flowmeter: distribution of amplitude of fluctuations on the surface. The reference point is in the centre of the blue spot, the optimal position of the second contact in the area

8. Summary

Numerical simulations are used in sensor design in an advance fashion. We have shown for the electromagnetic flow meter that basic physical and electrochemical phenomena can be modelled such that engineers can make forecasts about new generation devices. The first concrete result, that we demonstrated, concerns the minimum concentration of dissolved salt ions needed for a magnetic inductive flow meter to work. Until now industrial applications required a minimum conductivity. Using basic models for all possible mobile charges (ions from dissolved salts, autopronation of water, and polarisation effects) we can show that even in pure water and other polarisable liquids the MI-effect is strong enough to be measured. The possible impact on technology is enormous: the application range of electromagnetic flow meters is wider than it was believed before. The trade-off is that high-ohmic electronic circuits must be implemented because no electric current can flow in the medium. But modern electronic devices offer this possibility. Second, we can use the Finite-Element technique for geometric shape optimisation. Naturally, optimisation using actual prototypes can be tedious and computations allow shorter design cycles. On the other side the simulation of the MI flow meter demands software that easily and effectively handles multiphysics problems like for instance Comsol Multiphysics does. In the detailed example we improve the sensitivity of an electromagnetic by 50% solely by changing the cross section of the measuring tube. The third and final result treats turbulent flows and requires direct numerical simulations or large-eddy simulations. These techniques used to be reserved to supercomputers but with small server becoming faster smaller departments can investigate turbulences on small time and length scales. This leads to the following new principle for flow metering. Turbulent flow is intrinsically unsteady and flow quantities fluctuate. These fluctuations lead to fluctuations in
the voltage measured by an MI device. We investigate the amplitude of the fluctuations as a function of the Reynolds-number, i.e., the flow rate. We find a monotonous dependence, that is sufficiently confirmed in experiments, and propose to use this amplitude to measure the flow rate. The simulations are also used to optimise the placement of the pick-up electrodes with the astonishing outcome that the electrodes are best placed at an angle of 90°.

We note that these results can be obtained using advanced software tools and moderate computer resources. These simulations based on fundamental physical properties are in reach of every engineering department.
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