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1. Introduction

The classical vehicle routing problem (VRP) aims to find a set of routes at a minimal cost (finding the shortest path, minimizing the number of vehicles, etc) beginning and ending the route at the depot, so that the known demand of all nodes are fulfilled. Each node is visited only once, by only one vehicle, and each vehicle has a limited capacity. Some formulations also present constraints on the maximum traveling time.

The VRPSD is a variation of the classical VRP, where each customer can be served by more than one vehicle. Thus, for the VRPSD, besides the delivery routes, the amount to be delivered to each customer in each vehicle must also be determined. The option of splitting a demand makes it possible to service a customer whose demand exceeds the vehicle capacity. Splitting may also allow decreasing costs. The vehicle routing problem with time windows and split deliveries (VRPTWSD) is an extension of the VRPSD, adding to it the time window restraints.

Lenstra and Rinnooy Kan (1981) have analyzed the complexity of the vehicle routing problem and have concluded that practically all the vehicle routing problems are NP-hard (among them the classical vehicle routing problem), since they are not solved in polynomial time.

According to Solomon and Desrosiers (1988), the vehicle routing problem with time windows (VRPTW) is also NP-hard because it is an extension of the VRP. Although the vehicle routing problem with split deliveries (VRPSD) is a relaxation of the VRP, it is still NP-hard (Dror and Trudeau, 1990, Archetti et al., 2005).

Therefore, the VRPTWSD is NP-hard, since it is a combination of the vehicle routing problem with time windows (VRPTW) and the vehicle routing problem with split delivery (VRPSD), and that makes a strong point for applying heuristics and metaheuristic in order to solve the problem.

This work develops a scatter search (SS) algorithm to solve a vehicle routing problem with time windows and split deliveries (VRPTWSD). To generate the initial solutions of SS we propose an adaptation of the sequential insertion heuristic of Solomon (1987).

Ho and Haugland (2004) modified the customers’ demands of the Solomon’s test problems in order to perform split deliveries. Numerical results of SS are reported as well as comparisons with the Ho and Haugland algorithm.
The sequence of the chapter is described next. Section 2 describes the literature review for VRPSD and its extensions. Section 3 presents the problem definition, including the mathematical formulation. Section 4 describes the scatter search overview. Section 5 describes the heuristic and the scatter search approach proposed in order to solve the model. Section 6 presents the computational results. Finally, some conclusions are drawn in the last section.

2. Literature review for the VRPSD (TW)

The vehicle routing problem with split deliveries (VRPSD) was introduced in the literature by Dror and Trudeau (1989, 1990), who presented the mathematical formulation of the problem and analyzed the economy that can be made when it is allowed that a customer is fulfilled by more than one vehicle, economy both related to number of vehicles and total distance traveled.

Dror et al. (1994) have presented an integer programming formulation of the VRPSD and have developed several families of valid inequalities, and a hierarchy between these is established. A constraint relaxation branch and bound algorithm for the problem was also described.

Frizzell and Giffin (1992, 1995) have developed construction and improvement heuristics for the VRPSD with grid network distances. In their second publication they also considered time windows constraints.

Mullaseril et al. (1997) have described a feed distribution problem encountered on a cattle ranch in Arizona. The problem is cast as a collection of capacitated rural postman problem with time windows and split deliveries. They presented an adaptation of the heuristics proposed by Dror and Trudeau (1990).

Belenguer et al. (2000) proposed a lower bound for the VRPSD based on a polyhedral study of the problem. This study includes new valid inequalities. The authors developed a cutting-plane algorithm to solve small instances. For bigger instances, integer values are obtained via branch-and-bound.

Archetti et al. (2006b) have done the worst-case performance analysis for the vehicle routing problem with split deliveries. The authors have shown that the cost savings that can be realized by allowing split deliveries is at most 50%. They also study the variant of the VRPSD in which the demand of a customer may be larger than the vehicle capacity, but where each customer has to be visited a minimum number of times. Archetti et al. (2006a) have described a tabu search algorithm for the VRPSD. At each iteration, a neighbour solution is obtained by removing a customer from a set of routes where it is currently visited, and by inserting it either into a new route, or into an existing route which has enough residual capacity. The algorithm also considers the possibility of inserting a customer into a route without removing it from another route.

Ho and Haugland (2004) have developed a tabu search algorithm for the VRPTWSD. The first stage constructs a VRP solution using node interchanges, and the second stage improves the VRP solution by introducing and eliminating splits. There is a pool of solutions that are defined by different move operators. The best solution in the current pool is always chosen.

Belfiore (2006) proposed a scatter search algorithm to solve a real-life heterogeneous fleet vehicle routing problem with time windows and split deliveries that occurs in a major
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Brazilian retail group. The results show that the total distribution cost can be reduced significantly when such methods are used.

In this chapter, we developed a new scatter search algorithm to solve the VRPTWSD. The results will be compared with Ho and Haugland modified problems.

3. Problem formulation and definitions

In this section we define the problem under study, and the notation used throughout the chapter.

Customers
The problem is given by a set of customers \( N = \{1, 2, ..., n\} \), residing at \( n \) different locations. Every pair of locations \( (i, j) \), where \( i, j \in N \) and \( i \neq j \), is associated with a travel time \( t_{ij} \) and a distance traveled \( d_{ij} \) that are symmetrical \( (t_{ij} = t_{ji} \text{ and } d_{ij} = d_{ji}) \). Denote by \( q_i \), \( i = 1, 2, ..., n \), the demand at point \( i \). The central depot is denoted by 0.

Fleet of vehicles
The customers are served from one depot with a homogeneous and limited fleet. The vehicles leave and return to the depot. There is a set \( V \) of vehicles, \( V = \{1, ..., m\} \), with identical capacities. The capacity of each vehicle \( k \in V \) is represented by \( a_k \).

We let \( R_i = \{r_i(1), ..., r_i(n_i)\} \) denote the route for vehicle \( i \), where \( r_i(j) \) is the index of the \( j \)th customer visited and \( n_i \) is the number of customers in the route. We assume that every route finishes at the depot, i.e. \( r_i(n_i + 1) = 0 \).

Time windows
Each customer \( i \in N \) has a time windows, i.e. an interval \([e_i, l_i]\), where \( e_i \leq l_i \) which corresponds, respectively, to the earliest and latest time to start to service customer \( i \). Let \( s_i \) be the service time at customer \( i \).

Split deliveries
The demand of a customer may be fulfilled by more than one vehicle. This occurs in all cases where some demand exceeds the vehicle capacity, but can also turn out to be cost effective in other cases.

The decision variables of the model are:

\[ x_{ji} = \begin{cases} 1, & \text{if } j \text{ is supplied after } i \text{ by vehicle } k; \\ 0, & \text{otherwise.} \end{cases} \]

\[ b_i^k = \text{moment at which service begins at customer } i \text{ by vehicle } k, \ i = 1, ..., n \quad k = 1, ..., m \]

\[ y_i^k = \text{fraction of customer's demand } i \text{ delivered by vehicle } k. \]

The objective of the model is to minimize the total distance traveled respecting the time window constraints. The mathematical programming formulation is presented below based on Dror and Trudeau (1990) and Ho and Haugland (2004).
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The objective function can be written as follows:

$$\min \sum_{i=0}^{n} \sum_{j=0}^{n} \sum_{k=1}^{m} d_{ij} x_{ij}^{k}$$

The model constraints are:

$$\sum_{j=0}^{n} x_{ij}^{k} = 1 \quad k = 1, ..., m$$

Constraint (1) guarantees that each vehicle will leave the depot and arrive at a determined customer.

$$\sum_{i=0}^{n} x_{ij}^{p} - \sum_{j=0}^{n} x_{ij}^{p} = 0 \quad p = 0, ..., n; \quad k = 1, ..., m$$

Constraint (2) is about entrance and exit flows, guarantees that each vehicle will leave a determined customer and arrive back to the depot.

$$\sum_{k=1}^{m} y_{ij}^{k} = 1, \quad i = 1, ..., n$$

Constraint (3) guarantees that the total demand of each customer will be fulfilled.

$$\sum_{i=0}^{n} q_{ij} y_{ij}^{k} \leq a_{k} \quad k = 1, ..., m$$

Constraint (4) guarantees that the vehicle capacity will not be exceed.

$$y_{ij}^{k} \leq \sum_{j=0}^{n} x_{ij}^{k} \quad i = 1, ..., n; \quad k = 1, ..., m$$

Constraint (5) guarantees that the demand of each customer will only be fulfilled if a determined vehicle goes by that place. We can notice that, adding to constraint (5) the sum of all vehicles and combining to equation (3) we have the constraint

$$\sum_{i=0}^{n} \sum_{j=0}^{n} x_{ij}^{k} \geq 1 \quad j = 0, ..., n, \quad k = 1, ..., m$$

which guarantees that each vertex will be visited at least once by at least one vehicle.

$$b_{ij} + s_{ij} + t_{ij} - M_{ij}(1 - x_{ij}^{k}) \leq b_{ij}^{k} \quad i = 1, ..., n; \quad j = 1, ..., n; \quad k = 1, ..., m$$

Equation (6) sets a minimum time for beginning the service of customer $j$ in a determined route and also guarantees that there will be no sub tours. The constant $M_{ij}$ is a large enough number, for instance, $M_{ij} = l_{i} + t_{ij} - e_{j}$.
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Constraint (7) guarantees that all customers will be served within their time windows.

\[
y_i^k \geq 0 \quad i = 1, \ldots, n \quad k = 1, \ldots, m
\]

Equation (8) guarantees that the decision variables \( y_i^k \) and \( b_i^k \) are positive.

\[
x_{ij}^k \in \{0, 1\} \quad i = 0, \ldots, n; \quad j = 0, \ldots, n; \quad k = 1, \ldots, m
\]

Finally equation (9) guarantees the decision variables \( x_{ij}^k \) to be binary.

4. Scatter search overview

Scatter search (SS) is an instance of evolutionary methods, because it violates the premise that evolutionary approaches must be based on randomization – though they likewise are compatible with randomized implementations. Glover (1977, 1998) proposed the first description of the method and a scatter search template. SS operates on a set of reference solutions to generate new solutions by weighted linear combinations of structured subsets of solutions. It uses strategies for search diversification and intensification that have proved effective in a variety of optimization problems.

The following parameters are used in the method discussion:

- \( PSize = \) size of the set of diverse solutions generated by the Diversification Generation Method
- \( b = \) size of the reference set (RefSet)
- \( b_1 = \) size of the high-quality subset of RefSet
- \( b_2 = \) size of the diverse subset of RefSet
- \( MaxIter = \) maximum number of iterations

A sketch of the scatter search method is presented in figure 1 based on Alegre et al. (2004) and Yamashita et al. (2006). The first step (diversification generation method) generate a set \( P \) of diverse trial solutions, with \( PSize \) elements, using one or more arbitrary trial solutions as an input. The improvement method (step 2) is applied to transform a trial solution into one or more enhanced trial solutions. If no improvement occurs for a given trial solution, the enhanced solution is considered to be the same as the one submitted for improvement. Step 3 chooses \( b \) solutions from \( P \), according to their quality or diversity, in order to build the reference set (RefSet), which is a collection of both high quality solutions and diverse solutions. In the step 4, solutions are combined. For each combined solution we apply the improvement method (step 5). At this point, the reference set can be updated (step 6), depending on the quality or diversity of the new combined solution. In this work, dynamic and static RefSet updating are implemented, as described in section 5.3. If the search converges, i.e., no new solutions are found for inclusion in RefSet, then Step 7 rebuilds RefSet. The algorithm stops when a termination criterion – the maximum number of iterations, \( MaxIter \), is reached.
**Vehicle Routing Problem**

5. **Solution method**

The initial reference set is composed of solutions generated using the constructive heuristic described at section 5.1. The scatter search procedure to solve the VRPTWSD is presented at section 5.2.

5.1 **Adaptation of sequential insertion’s heuristic of Solomon (1987)**

This is an extension of Solomon’s sequential insertion heuristics II (1987), although, in order to generate split deliveries, the vehicle capacity constraint must not be respected, so that the demand of a customer is added while there is capacity. The initialization criterion of the route is the farthest customer yet not allocated. The insertion criterion aims to minimize the addition of distance and time caused by a customer’s insertion. The heuristics begins with the farthest customer yet not allocated (customer \( i \)). If the demand of customer \( i \) is larger than the vehicle capacity, a vehicle with full truckload is sent and the remaining demand is added to a new vehicle. Next step is the insertion of a new customer \( j \) to the route. If the total demand of the customer \( j \) plus the demand of customer \( i \), exceeds the capacity of the actual vehicle, the demand of customer \( j \) is added while there is still capacity, and the remaining demand is added to a new vehicle. This process goes on until all the customers belong to a route.

5.2 **Scatter search procedure**

This section describes the scatter search procedure proposed to solve the vehicle routing problem with time windows and split deliveries.
Diversification generation method

The initial population must be a wide set of disperse individuals. However, it must also include good individuals. So, individuals of the population are created by using a random procedure in the constructive heuristics to achieve a certain level of diversity. In the next step, an improvement method must be applied to these individuals in order to get better solutions.

So, a randomized version of the constructive heuristic, called H-random, may be achieved by modifying the initialization criterion and the insertion criterion. In H-random, customer \( j \) is randomly selected from a candidate list. The candidate list is created by first defining \( r_{\text{first}} \) and \( r_{\text{last}} \) as the first and last customer in the list. If the initialization criterion considers the customer with the earliest deadline, \( r_{\text{first}} \) and \( r_{\text{last}} \) are the customers with the earliest and latest deadline, respectively. If the initialization criterion considers the customer farthest from the depot, \( r_{\text{first}} \) and \( r_{\text{last}} \) are the customers farthest and nearest from the depot, respectively. In the insertion criterion, \( r_{\text{first}} \) and \( r_{\text{last}} \) are the customers with the cheapest and more expensive insertion cost, respectively. A possible customer \( i \) is added to the list if

\[
r_i \leq r_{\text{first}} + \alpha(r_{\text{first}} - r_{\text{last}})
\]

where \( \alpha(0 \leq \alpha \leq 1) \) is the parameter that controls the amount of randomization permitted.

If \( \alpha \) is set to a value of zero, H-random becomes the deterministic procedure described in subsections 5.1. On the contrary, the candidate list reaches its maximum possible cardinality when \( \alpha \) is set to a value of one.

Improvement method

To each one of the \( P\text{Size} \) solutions obtained through the diversification generation method we apply the improvement method that is composed by 5 phases: swap in the same route, demand reallocation, route elimination and combination, insertion and route addition. The first exchange procedure is once again applied at the end of the process.

Swap in the same route

This exchange procedure has the goal of reducing the length of a route. The procedure is applied to each route \( R_k \), for \( k = 1, \ldots, m \). From \( i = 1, \ldots, n_k - 1 \) and \( j = i+1, \ldots, n_k \), the procedure tests the reduction of the length of a route \( R_k \) produced by exchanging the positions of \( r_i(i) \) and \( r_j(j) \). If the length is reduced and the constraints are respected, the positions are exchanged. The procedure stops when no more feasible exchanges are possible that result in a shorter route length.

Demand reallocation

This procedure is applied for each customer \( i, i = 1, \ldots, n \) which is split into more than one route. We begin with the farthest customer \( i \) from the depot. For a determined customer \( i \), we initially choose the route \( R_j \) which delivers the most quantity for customer \( i \), because customers with superior demands have a larger probability of violating the capacity constraint if they are not inserted at the beginning (Salhi and Rand, 1993). Therefore, we calculate the demand reallocation cost of customer \( i \) of route \( R_j \) for each one of the other routes \( R_k \) where customer \( i \) is inserted and we choose the cheapest one. The exchange is done only if all the problem constraints are respected and the total cost reduced. The procedure is repeated for the other routes where customer \( i \) is inserted.
Vehicle Routing Problem

Route Elimination and Combination
This exchange procedure aims to eliminate routes with \( n \) or less customers and routes with idle capacity. For each possible route \( R_i \) eliminated (we begin with the longest route, that is, the one with the maximum length), we aim to combine it to another route \( R_j \), chosen though a candidate list. This candidate list is based on Corberán et al. (2002) and is described below.

For each one of the routes evaluated \( (R_{0,i}) \), there is a candidate list, based on the best pairs of routes \( (R_i, R_k) \). The best pair is the one with the minimum distance between two routes. When the routes have only one customer, the distance between the routes is simply the distance between two customers. When a route has more than one customer, we consider the extreme points to calculate the minimum distance. The minimum distance between routes \( R_i \) and \( R_k \) is given by:

\[
\min \{d_{R_i(1)R_k(n_i)}, d_{R_k(1)R_i(n_i)}\}
\]

where:

\( d_{R_i(1)R_k(n_i)} \) is the distance between the first customer on route \( R_i \) to the last one on route \( R_k \),

\( d_{R_k(1)R_i(n_i)} \) is the distance between the first customer on route \( R_k \) to the last one on route \( R_i \).

For each route \( R_i \), we randomly choose a candidate route \( R_k \) from the candidate list. We attempt to merge the routes, considering \( R_i \) first and then \( R_k \). If the merging is feasible, we stop and go to the next route \( R_i \). A feasible merging of routes \( R_i \) and \( R_k \) is such that the resulting route does not violate the capacity and time windows constraints. If the merging is not feasible, we choose another candidate route \( R_i \) from the candidate list, while it will have a candidate route \( R_k \).

Insertion
This exchange method is based on removing a customer from one route and inserting it into another route. The insertion movement is implemented for each route \( R_{0,i} \), where all the feasible customers will be tested in all positions of another route chosen through a candidate list, similar to the one described in the routes elimination and combination procedure. We begin with the longest route \( R_i \), which is the one with the maximum length, and for each route \( R_i \) chosen we begin with the farthest customer \( i \) from the depot. We select the best insertion position of customer \( i \) in route \( R_k \). The customer is only inserted if the cost is reduced and all the constraints are respected.

Routes addition
Like in demand reallocating, we consider all customers \( i \) whose demand is split into more than one route. We begin with the farthest customer \( i \) from the depot. For each customer \( i \), we choose the route \( R_i \) that delivers the smallest quantity for customer \( i \). In the next step, we relocate the demand of customer \( i \) from route \( R_i \) to a new route \( R_k \) and calculate the reduction or addition to the total cost after this movement. This process is repeated for the other routes where customer \( i \) is inserted. The demand is added to the actual route \( R_i \) while there is space and the remaining demand is added to a new vehicle. In the end, the best combination is chosen, if there is any saving.
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Reference set update method

Solutions are included in the reference set by quality or diversity. The subset of quality solutions (RefSet₁) contains the \( b_1 \) best solutions and the subset of diverse solutions (RefSet₂) contains the \( b_2 \) diverse solutions. The initial RefSet consists of \( b_1 \) best solutions that belong to \( P \) and \( b_2 \) elements from \( P \) that maximize the minimum distance to RefSet. The distance between two solutions is calculated by adding the number of non-common arcs of each solution before the combination. If an arc belongs to more than one route, we add one unit for each non-common arc. We consider arc \( x_{ij} \) or \( x_{ji} \) only for routes with full truckloads \((0-i-0)\).

There are two main aspects that must be considered when updating the RefSet. The first one refers to the timing of the update. There are two possibilities: static update (S) and dynamic update (D). The second aspect deals with choosing the criteria for adding to and deleting elements from RefSet. We consider two types of updates: by quality (Q) and by quality and diversity (QD).

In the static update (S), the reference set doesn’t change until all solutions combinations of RefSet were done. In the dynamic update (D), the reference set is updated when a new better solution is found.

In the quality update (Q), if a new solution is better than the worst element of RefSet₁, then the worst element of RefSet₁ is substituted by the new solution. In the quality and diversity update (QD), if a new solution is better than the worst element of RefSet₁, then the worst element of RefSet₁ is substituted by the new solution. If a new solution is worse than the worst element of RefSet₁, but it increases the minimum distance between the solutions in RefSet₂, the solution with the minimum distance in RefSet₂ is substituted by the new solution.

Solution combination method

The solution combination method is applied to all pairs of solutions in the current referent set. This method is divided into two steps. Step 1 aims to combine only the common elements of the combined routes and step 2 supplies the remaining demand of the customers. The combination method was based on the ideas of Corberán et al. (2002) and Rego and Leão (2000).

Step 1

Let \( A \) be a solution with \( m \) routes and \( B \) a solution with \( n \) routes, where \( A_i \) is the \( i \)-th route for solution \( A \), \( i = 1, \ldots, m \), and \( B_k \) is the \( k \)-th route for solution \( B \), \( k = 1, \ldots, n \). The solutions \( A \) and \( B \) are combined. The combination procedure of step 1 is built from a matrix \( A \times B \), where its component \((A_i, B_k)\) have the number of common elements between the route \( i \) of solution \( A \) and route \( k \) of solution \( B \). Firstly we define which routes are combined, that is, which component \((A_i, B_k)\) is chosen. It begins with the component with a greater number of common elements. If there is a tie, the combination that minimizes the function \( f \), \[ f = \sum_{j \in \Delta} |y_{ij}^A - y_{jk}^B| \] is chosen, where \( j \) is the common element of the route \( i \) of solution \( A \) and of the route \( k \) in the solution \( B \); \( y_{ij}^A \) is the quantity delivered to customer \( j \) from route \( i \) in solution \( A \) and \( y_{jk}^B \) is the quantity delivered to the customer \( j \) from route \( k \) in solution \( B \).
The combined route is formed by the routes’ common elements. The quantity delivered to each element is the smallest quantity between two solutions combined. The route of the combined solution is similar to the one of the best solution and, if there is a tie, we choose randomly the route of one of the solutions. Each combined route is excluded from the list (we delete the line and column referring to components $A_i, B_j$). The procedure follows while there are routes (which have not been combined yet) with common elements.

**Step 2**

This step aims to fulfill the remaining demand of customers who have already been served by some route in step 1, and fulfill the complete demand of customers who still do not belong to any route. This is done through an insertion procedure. Customer $i$ is the farthest one from the depot, and is going to be inserted. First it is verified if it already belongs to any route combined, and after that two steps can be taken:

**Step 2.1**

If the customer $i$ already belongs to at least one combined route (step 1 of the combination method), the one with larger idle capacity is chosen and it is delivered the minimum between the idle capacity of the vehicle and the customer demand. While the total customer demand $i$ is not fulfilled and there is a route with idle capacity, in which the customer $i$ is inserted, this procedure is repeated.

By the end of this step, if the total demand of customer $i$ has not been fulfilled, we go to step 2.2. Otherwise, the next farther customer is chosen and inserted.

**Step 2.2**

If customer $i$ does not belong to any combined route or the total demand of the customer $i$ has not been fulfilled through step 2.1, step 2.2 is taken. Based on the initial solutions $A$ and $B$ (before combination), all the routes in which customer $i$ is inserted are verified and also all the arcs in which $x_{ij} = 1$ (customer $i$ is attended before customer $j$) or $x_{ji} = 1$ (customer $i$ is attended after customer $j$). Therefore, for each $j$ belonging to one of the combined routes in the step 2.1, except the depot ($j = 0$), we calculate the cost for inserting customer $i$ (addition of fixed cost, routing cost and time) before customer $j$ (when $x_{ij} = 1$) or the cost for inserting customer $i$ after customer $j$ (when $x_{ji} = 1$). It is considered $x_{ij} = 1$ or $x_{ji} = 1$ only for routes with full truckload ($0 - i - 0$).

For each possible position of customer insertion $i$, we deliver the minimum between the idle capacity of the vehicle and the demand of customer $i$, and we choose the one with the minimum cost, since the time window constraint has been respected. The procedure is repeated until the total demand of the customer $i$ is fulfilled or while there is a position to insert customer $i$.

Once all the routes from solutions $A$ and $B$ where customer $i$ is inserted have been verified, if the total demand has not been fulfilled, we add a new route. The procedure is repeated until the total demand of customer $i$ is fulfilled.

The combination method guarantees the feasibility of the final solutions. For each combined solution we apply the improvement method.

The algorithm stops when $MaxIter = 5$ or when reaching the maximum time of 1 hour, until the last iteration is finished.
6. Experimental results

6.1 Problem sets

The Solomon’s problem set consists of 100 customers with Euclidean distance. The percentage of customers with time windows varies between 25, 50, 75 and 100% according to the problem. The author considers six sets of problems: R1, R2, C1, C2, RC1 and RC2. In sets R1 and R2 the customers’ position is created randomly through a uniform distribution. In sets C1 and C2 the customers are divided in groups. In sets RC1 and RC2, customers are in sub-groups, that is, part of the customers is placed randomly and part is placed in groups. Besides, R1, C1 and RC1 problems have got a short term planning horizon and, combined to lighter capacity vehicles, they allow only some customers (3-8) in each route. Sets R2, C2 and RC2 have got a long term planning horizon and, since they have got higher capacity vehicles, they are able to supply more than 10 customers per route.

In each set of problems, the customers’ geographical distributions, the demand and the service time do not change. Therefore, on set R1, the problems from R101 to R104 are identical, except for the customer with time window percentage, which is 100% in problem R101, 75% in problem R102, 50% in problem R103 and 25% in problem R104. Problems from R105 to R108 are identical to problems from R101 to R104, the only difference is the time window interval. The same occurs for problems R106 to R112.

Ho and Haugland (2004) have changed the demands from Solomon’s problems, aiming to allow more than one delivery per customer. We consider $m$ the vehicle capacity and $w_i$ the customer $i$’s demand $i = 1, \ldots, n$. Each demand is recalculated within the period $[l_m, u_m]$, where $l < u$ are defined within the period $[0, 1]$. Therefore, for every $i \in C$, we define a new demand $w_i' = l_m + m(u - l)/(w - w_i)(w_i - w)$, where $w = \min \{w_i : i \in C\}$ and $\overline{w} = \max \{w_i : i \in C\}$. The new demand $w_i'$ is evened to the closest integer number.

For each problem set the authors use the following values of $[l, u]$:

<table>
<thead>
<tr>
<th>l</th>
<th>u</th>
</tr>
</thead>
<tbody>
<tr>
<td>0,01</td>
<td>0,50</td>
</tr>
<tr>
<td>0,02</td>
<td>1,00</td>
</tr>
<tr>
<td>0,50</td>
<td>1,00</td>
</tr>
<tr>
<td>0,70</td>
<td>1,00</td>
</tr>
</tbody>
</table>

Using this method, sets totaling 224 problems were created.

Table 1. Demand Values

6.2 Experiments on Solomon’s problems with augmented demands

Initially, many different values for $b_1$, $b_2$, $PSize$, updating criteria and frequency were tested. The best results obtained were: $PSize = 30$, $b_1 = 5$, $b_2 = 5$, static (S) and quality and diversity (QD) update.

Table 2 compares the results of the algorithm presented in this chapter with the results from Ho and Haugland (2004), for each class of problems, considering different $[l, u]$ values.
Table 2. Comparison to Ho and Haugland (2004) results for Solomon’s modified demands.

According to table 2, we can conclude that, in 6 classes of problems, the scatter search metaheuristic’s average has overcome the best results from Ho and Haugland (2004). Besides, in other 11 problems, it was possible to reduce the average distance traveled, but the average number of used vehicles was higher. It has also been verified that the best results were found for \([l, u] = [0.50, 1.00] \) and \([0.70, 1.00]\), because higher demand values increases the possibility of split deliveries.

Table 3 shows the average processing time (seconds), for the classes of problems R1, C1, RC1, R2, C2 and RC2, considering different values of \([l, u]\).
Table 3. Average processing time (seconds) for Ho and Haugland (2004) modified demands.

<table>
<thead>
<tr>
<th>$l, u$</th>
<th>R1</th>
<th>R2</th>
<th>C1</th>
<th>C2</th>
<th>RC1</th>
<th>RC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01, 0.50</td>
<td>807</td>
<td>982</td>
<td>517</td>
<td>1121</td>
<td>678</td>
<td>1030</td>
</tr>
<tr>
<td>0.02, 1.00</td>
<td>840</td>
<td>1022</td>
<td>785</td>
<td>888</td>
<td>905</td>
<td>926</td>
</tr>
<tr>
<td>0.50, 1.00</td>
<td>1025</td>
<td>1014</td>
<td>574</td>
<td>876</td>
<td>1014</td>
<td>885</td>
</tr>
<tr>
<td>0.70, 1.00</td>
<td>812</td>
<td>899</td>
<td>755</td>
<td>922</td>
<td>901</td>
<td>957</td>
</tr>
</tbody>
</table>

7. Conclusions and future research

We have proposed a scatter search algorithm for the Vehicle Routing Problem with Time Windows and Split Deliveries. The initial solution is an extension of Solomon's sequential insertion heuristic II. The scatter search framework provided a means to combine solutions, diversify, and intensify the metaheuristic search process.

The algorithm was applied on Solomon's problems with augmented demands. For the problems sets, many parameters of scatter search metaheuristic was tested: $P\text{Size}$, $h_1$, $b_2$, updating criteria and updating frequency.

Computational testing revealed that our algorithm matched some of the best solutions on the Solomon's problem set with augmented demands. It has also been verified that the best results were found for $[l, u] = [0.50, 1.00] \in [0.70, 1.00]$, because with higher demand values higher is the possibility of split delivery.

As future research, other constructive heuristic can be applied as an initial solution. Other improvement heuristics can also be tested. Besides, the Scatter Search metaheuristic proposed can be adapted for other problems, as VRP with heterogeneous fleet, multiple depots, etc.
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The Vehicle Routing Problem (VRP) dates back to the end of the fifties of the last century when Dantzig and Ramser set the mathematical programming formulation and algorithmic approach to solve the problem of delivering gasoline to service stations. Since then the interest in VRP evolved from a small group of mathematicians to a broad range of researchers and practitioners from different disciplines who are involved in this field today. Nine chapters of this book present recent improvements, innovative ideas and concepts regarding the vehicle routing problem. It will be of interest to students, researchers and practitioners with knowledge of the main methods for the solution of the combinatorial optimization problems.
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