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1. Introduction

Future wireless communication systems will require reliable and spectrally efficient transmission techniques to support the emerging high-data-rate applications. The design of these systems necessitates the integration of various recent research outcomes of wireless communication disciplines. So far, the most recent tracks of investigations for the design of the spectrally efficient system are multiple antennas, cooperative networking, adaptive modulation and coding, advanced relaying and cross layer design. The original works of Telatar [1], Foschini [2] and the early idea of Winters [3] as well as the contribution of Almouti [4] stress the high potential gain and spectral efficiency by using multiple antenna elements at both ends of the wireless link. This promising additional gain achieved by using Multiple Input Multiple Output (MIMO) technology has rejuvenated the field of wireless communication. Nowadays this technology is integrated into all recent wireless standards such as IEEE 802.11n, IEEE 802.16e and LTE [5, 6]. The main objective of this chapter is to provide a comprehensive overview of various MIMO Techniques and critical discussion on the recent advances in Multi-user MIMO precoding design and pointing to a new era of the precoding application in WiMAX systems.

The chapter opens with the basic preliminaries on MIMO channel characterization and MIMO gains in section 2. This is followed by theoretical overview of precoding for MU-MIMO channel in section 3. Section 4 describes a new precoding method and numerical simulation stressing the importance of the proposed precoding in the WiMAX context. Section 5 concludes the chapter.
2. Preliminaries

2.1. Single user MIMO (SU-MIMO) channel model

In wireless communications, channel modeling and link parameter design are the core problems in designing communication system. To understand the MIMO system, MIMO channel modeling and the related assumptions behind the practical system realization should therefore be first discussed and summarized. Basically, it all begins by the designer identifying the channel type from among the three types of wireless communication channel namely: direct path, frequency selective and frequency-flat channels. Direct path, also called Line-of-Sight (LOS) channel is the simplest model where the channel gain consists of only the free space path loss plus some complex Additive White Gaussian Noise (AWGN). This simplified model is typically used to design the various microwave communication links such as terrestrial, near space satellite, and deep space communication links. The other two types of wireless channel models are the frequency flat and frequency selective channels which both describes the channel gains due to the complex propagation environment where both the free space path loss, shadowing effects and multipath interference are obvious and the objective of the link model is to account for multipath and Doppler shift effects. In frequency selective channel model, the link gain between each transmit and receive antennas is represented by multiple and different impulse response sequences across the frequency band of operation. This is in contrast to the frequency flat fading which has single constant scalar channel gain across the band. Frequency selectivity has crucial Inter-Symbol Interference (ISI) effect on the high speed wireless communication system transmission. Technically there are three ways to mitigate the negative effect of ISI. Two of which are transmission techniques namely: spread spectrum transmission and Multicarrier modulation transmission while the third is the equalization techniques as a receiver side mitigation method. In a MIMO system, researchers generally make common assumption that the channel-frequency-response is flat between each pair of transmit and receive antennas. Thus, from the system design point of view, the system designer can alleviate the frequency selectivity effect in a wideband system by subdividing the wideband channel into a set of narrow sub-bands as in [7, 8] using Orthogonal Frequency Division Multiplexing (OFDM). Figure 1 shows point-to-point single user MIMO system with $N_T$ transmit antennas and $M_R$ receive antennas. The channel from the multiple transmit antenna to the multiple receiving antenna is described by the gain matrix $H$. With the basic assumption of frequency-flat fading narrow band link between the transmitter and the receiver, $H$ will be given by:

\[
H = \begin{bmatrix}
    h_{11} & \cdots & h_{1,N_T} \\
    \vdots & \ddots & \vdots \\
    h_{M_T,1} & \cdots & h_{M_T,N_T}
\end{bmatrix} \in \mathbb{C}^{M_T \times N_T}
\]  

where $h_{i,j}$ denotes the complex channel gain between the $j^{th}$ transmit antenna to the $i^{th}$ receive antenna, while $1 \leq j \leq N_T$, $1 \leq i \leq M_R$. We further assume that the channel bandwidth
is equal to $\omega$. Thus, the received signal vector $\mathbf{y}[n] \in \mathbb{C}^{M \times 1}$ at the time instants $[n]$ can be given by:

$$\mathbf{y}[n] = \mathbf{H} \mathbf{s}[n] + \mathbf{n}[n]$$

(2)

where $\mathbf{s}[n] = [s_1 \cdots s_N]^T \in \mathbb{C}^{N_T \times 1}$ denotes the complex transmitted signal vector, and $\mathbf{n}[n] \in \mathbb{C}^{M \times 1}$ denotes the AWGN vector which is assumed to have independent complex Gaussian elements with zero mean and variance $\sigma_n^2 = \omega N_0$ and $N_0$ is the noise power spectral density.

The channel matrix $\mathbf{H}$ is assumed to have independent complex Gaussian random variables with zero mean and unit variance. This statistical distribution is very useful and reasonable assumption to model the effect of richly scattering environment where the angular bins are fully populated paths with sparsely spaced antennas. Justification of these MIMO link assumptions is a very important point for system design. On choosing system operation bandwidth $\omega$, the system designers and researchers always assume that the channel frequency response over the bandwidth of MIMO transmission is flat, as practically, it is very hard to implement equalizers for mitigating ISI across all the multiple antennas in a MIMO system. It is to be noted that the twin requirements of broadband transmission to support the high rate applications and narrow band transmission to facilitate the use of simple equalizers to mitigate ISI can be met by utilizing OFDM based physical layer transmission. In physically rich scattering environment (e.g. typical urban area signal propagation) with proper antenna array spacing, the common assumption is that the elements of the Channel matrix are independent identically distributed (i.i.d.). Though, beyond the scope of this study, in practice, if there is any kind of spatial correlation, this will reduce the degrees of freedom of the MIMO channel and consequently this would then result in a decrease in the MIMO channel capacity gain [3, 9]. The assumption of i.i.d channel is partially realizable by correctly separating the multiple element antennas. In some deployment scenarios, where there are not enough scatterers in the propagation environment, the i.i.d assumption is not practical to statistically model the MIMO fading correlation channel. A part of the last decade research was focused on the study of this kind of channel correlation effects [10]. In general, fading correlation between the elements of MIMO channel matrix $\mathbf{H}$ can be separated into two independent components, namely: transmit correlation and receive correlation [11]. Accordingly, the MIMO channel model $\mathbf{H}$ can be described by:

$$\mathbf{H} = \mathbf{R}_r^{1/2} \mathbf{H}_w \mathbf{R}_t^{1/2}$$

(3)

where $\mathbf{H}_w$ is the channel matrix whose elements are i.i.d, and $\mathbf{R}_r^{1/2}$ and $\mathbf{R}_t^{1/2}$ are the receive and transmit correlation matrix respectively.
2.1.1. MIMO channel gain

The key to the performance gain in MIMO systems lies in the additional degree-of-freedom provided by the spatial domain and associated with multiple antennas. These additional degree-of-freedom can be exploited and utilized in the same way as the frequency and time resources have been used in the classical Single Input Single Output (SISO) systems. The initial promise of an increase in capacity and spectral efficiency of MIMO systems ignited by the work of Telatar [1] and Foschini [2] has now been validated whereby adding more antennas to the transmitter and receiver, the capacity of the system has been shown to increase linearly with the $N_T$ or $M_R$, which is minimum, i.e. the min$(N_T, M_R)$ [12]. This capacity can be extracted by making use of three transmission techniques, namely: spatial multiplexing, spatial diversity, and beam-forming.

From classical communication and information theory, channel characteristics play a crucial role in the system design, in that both transmitter and receiver design are highly dependent on it [13, 14]. In MIMO system, the knowledge of the Channel State Information (CSI) is an important factor in system design. CSIT and CSIR refer to the CSI at the transmitter and receiver respectively. Basically, in the state-of-art communication system design, there is a common assumption that the receiver has perfect CSI. With this fair assumption, all MIMO performance gains are exploited. Further improvement in the performance is dependent on the availability and quality of CSI at the transmitter [8, 15]. Accordingly, the accessibility and utilization of CSI at the transmitter is one of the most important criteria of MIMO research classification in the last decade. Next sub-sections gives a brief overview of the most critical processing techniques and types of gains that we can extract from the single user point-to-point MIMO link in both open-loop systems (CSI is available at the receiver) and closed-loop systems (CSI is available at both transmitter and receiver).
2.1.2. Open-loop single user MIMO (SU-MIMO) transmission

When there is no CSI at the transmitter, this is called open-loop MIMO configuration. There are two types of performance gains that can be extracted - multiplexing gain and diversity gain [16]. Multiplexing gain is the increase in the transmission rate at no cost of power consumption. This type of gain is achieved through the use of multiple antennas at both transmitter and receiver. In a single user MIMO system with spatial multiplexing gain configuration, different data streams can be transmitted from the different transmit antennas simultaneously. At the receiver, both linear and nonlinear decoders are used to decode the transmitted data vector. Spatial multiplexing gain is very sensitive to long-deep channel fades. Thus, in such communication environment, the designer can solve this problem by resolving to system design that can extract MIMO diversity gain with the help of time or frequency domain.

Diversity gain is defined as the redundancy in the received signal [17]. It affects the probability distribution of received signal power favorably. In single user MIMO system, diversity gain can be extracted when replicas of information signals are received through independent fading channels. It increases the probability of successful transmission which, in turn increases the communication link reliability. In the single user MIMO system, there are two types of diversity methods that are popular, namely: transmit diversity and receive diversity.

Receive diversity is applied on a sub-category of MIMO system where there is only one transmit antenna and \( M_R \) receive antennas, also called Single Input Multiple Output (SIMO). In this case the MIMO channel \( H \) is reduced to the vector of the form:

\[
H = [h_1 h_2 \cdots h_M] \tag{4}
\]

with \( s \) denoting the transmitted signal with unit variance, the received signal \( y \in \mathbb{C}^{M_R \times 1} \) can be expressed as:

\[
y = hs + n \tag{5}
\]

The received signal vector from all receiving antennas is combined using one of the many combining techniques like Selection Combining (SC), Maximal Ratio Combining (MRC) or Equal Gain Combining (EGC) to enhance the received Signal to Noise Ratio (SNR) [18]. The most notable drawback of these diversity techniques is that most of the computational burden is on the receiver which may lead to high power consumption on the receiver unit.

On the other hand, MIMO transmit-diversity gain can be extracted by using what is called Space Time Codes (STC) or Space Frequency Code (SFC) [12, 19, 20]. Unlike receive diversity, transmit diversity requires simple linear receive processing to decode the received signal. STC and SFC are almost similar in many aspects except that one of them uses the time domain while the other uses frequency domain. Space-time codes are further classified into Space-Time Block Codes (STBC) and Space-Time Trellis Codes (STTC) families. In general, STTC families achieve
better performance than STBC families at the cost of extra computational load. A well known example and starting point for understanding the STBC transmit diversity techniques is the basic method of Alamouti code [4] which has diversity gain of the order of $2M_R$. However, the main limitation of the basic Alamouti method is that it works only for two transmit antennas. However, latest advances in MIMO diversity techniques extends this method to the case of MIMO channel with more than two transmit antennas through what is known today as Orthogonal Space Time Block Codes (OSTBC) [21].

2.1.2.1. Channel capacity of open-loop single user MIMO system

Without the CSI at the transmitter, the MIMO channel capacity is defined and obtained in [1, 22, 23]. Specifically, for the time-invariant communication channel, the capacity is defined as the maximum mutual information between the MIMO channel input and the channel output and is given by:

$$C = \omega \log_2 \left( 1 + \frac{1}{\sigma_n^2} HR_s H^* \right) \text{ bits/s}$$  \hspace{1cm} (6)

where $\omega$ is bandwidth in Hz and $R_s$ is the covariance matrix of the transmitted signal and $P_T = \text{tr}(R_s)$ is the total power-constraint. So, for the single user MIMO channel with a Gaussian random matrix with i.i.d elements, the channel capacity will be maximized by distributing the total transmit power over all transmit antennas equally. Thus, in this uniform power allocation scenario, the input covariance matrix $R_s$ must be selected such that:

$$R_s = \frac{P_T}{N_T} I_{N_T}$$  \hspace{1cm} (7)

With power constraint inequality of the form $\text{tr}(R_s) \leq P_T$, where $P_T$ is the total transmitting power, the substitution of the power constraint in the average capacity formula of equation (6) yields:

$$C = \omega \log_2 \left( 1 + \frac{1}{\sigma_n^2} \frac{P_T}{N_T} HH^* \right) \text{ bit/s}$$  \hspace{1cm} (8)

[18], and in the case of SIMO configuration (one transmit antenna and $M_R$ receive antennas) the channel capacity reduces to:

$$C_{\text{SIMO}} = \omega \log_2 (1 + \frac{P_T}{\sigma_n^2} \|h\|^2) \text{ bit/s}$$  \hspace{1cm} (9)
And consequently, for the case of MISO configuration (\(N_T\) transmit antenna and one receive antennas) the channel capacity reduces to:

\[
C_{SIMO} = \omega \log_2 \left( 1 + \frac{1}{\sigma_n^2} \frac{p_T}{N_T} \|h\|^2 \right) \text{ bit/s}
\]  

(10)

Conversely, for the time varying communication channel, the capacity in equation (8) becomes random or ergodic [7] and is defined by:

\[
C_{\text{ergodic}} = E[\omega \log_2 \left( 1 + \frac{1}{\sigma_n^2} \frac{p_T}{N_T} HH \right)] \text{ bit/s}
\]

(11)

Unlike the capacity gains defined in equations (8-10) which can be extracted by spatial multiplexing or diversity, the system capacity in equation (11) is unidentified and it has no significant practical meaning. Thus, in such cases, the system designer can use some kind of system outage metric for the performance evaluation. The quantity called the outage capacity can be defined by the probability that the channel mutual information is less than some constant \(C\):

\[
\text{pro}_{\text{out}} = \text{prob}\left[ \omega \log_2 \left( 1 + \frac{1}{\sigma_n^2} \frac{p_T}{N_T} HH \right) < C \right]
\]

(12)

2.1.3. Closed-loop single user MIMO transmission

When the CSI is available at both transmitter and receiver, all kinds of MIMO gains (diversity, spatial multiplexing and beam forming) can be extracted and optimized. In practice, CSI can be acquired at the transmitter either through feedback channels in Frequency Division Duplex (FDD) systems or just taking the dual transpose of the received channel in the case of time-invariant Time Division Duplex (TDD) systems[24]. To extract the maximum spatial multiplexing gain, transmission optimization should be done by what is called channel precoder and decoder [25, 26]. For single user MIMO channel, firstly the precoder is designed, multiplied with the user’s data, and launched through \(N_T\) transmit antennas at the transmitter site. At the receiver, the received signal from the \(M_R\) receive antennas is processed by the optimized linear decoder. The general form of the precoded received signal is written as:

\[
y = HF_s + n
\]

(13)
where \( \mathbf{F} \) is the transmit precoding matrix. Different constraints and conditions are used to design the single user MIMO precoding matrix. Generalized method of joint optimum precoder and decoder for single user MIMO system based on Minimum Mean Square Error (MMSE) approach is proposed in [15]. In this method, minimum mean square error performance criteria is used. As the name suggests, the framework is general and leads to flexible solution for performance criterias such as minimum BER and maximum information rate. The main drawbacks of this method are its high computational complexity and the restrictions on the number of antennas. In addition, there are many other simple and linear methods of precoding such as zero forcing, Singular Value Decomposition (SVD) [6, 8] or code book based techniques [27, 28]. Although these methods are simple, they have quite acceptable performance. On the other hand, the spatial diversity gain can also be optimized by precoding when some kind of CSI is available at the transmitter. The precoding across the space-time block code in [19] or transmit antenna selection method in [29] are two other notable closed-loop spatial diversity gain optimization techniques.

### 2.1.3.1. Channel capacity of the closed-loop single user MIMO

Consider the general capacity formula for MIMO system given in [2]:

\[
C = \log_2 \left( 1 + \frac{\mathbf{H} \mathbf{R}_s \mathbf{H}^*}{\sigma_n^2} \right) \text{ bit/s} \tag{14}
\]

This capacity depends on the channel realization \( \mathbf{H} \) and the input covariance matrix \( \mathbf{R}_s \). Taking into account the availability of the CSI at the transmitter, there exists for any practical channel realization, an optimum choice of the input covariance matrix \( \mathbf{R}_s \) such that the channel capacity is maximized subject to the transmit power constraint [7]. This capacity is calculated from the following optimization:

\[
C = \max \sum_i \omega \log_2 \left( 1 + \frac{\lambda_i P_i}{\sigma_n^2} \right) \text{ subject to:} \sum_i P_i \leq P_T \tag{15}
\]

where \( \lambda_i \) is the \( i \)th eigenvalue of the single user MIMO covariance matrix \( (\mathbf{H} \mathbf{H}^*) \) and \( P_i \) is the transmit power on the \( i \)th channel. For the purpose of generalization, we assume that the rank of the covariance matrix \( (\mathbf{H} \mathbf{H}^*) \) is \( r \), so \( i = 1 \ldots r \). The solution of the optimization problem given in equation (15) [7] shows that the maximum capacity is achieved by what is called the water-filling in space solution which is given by:
given that:

\[
\frac{P_i}{P_T} = \begin{cases} 
\frac{1}{\gamma_i} - \frac{1}{\gamma_o} & \gamma_i \geq \gamma_o \\
0 & \gamma_i < \gamma_o 
\end{cases}
\]

(16)

given that:

\[
\gamma_i = \frac{\lambda_i P}{\sigma^2}, \quad \gamma_o \text{ is some cut-off SNR}
\]

In short this means that, technically we have to allocate more power to the strong eigen modes and less power to the weak ones. It is also clear that this capacity is proportional to the \(\min(N_T, M_R)\).

### 2.2. Multiuser MIMO channel

Unlike the simple SU-MIMO channel, Multi-user MIMO (MU-MIMO) channel is a union of a set of SU-MIMO channels. In MU-MIMO system configuration, there are two main communication links - the downlink channel (One-to-many transmission link) which is also known as MU-MIMOBroadcast Channel (MU-MIMO-BC) and the uplink channel (Many-to-One Transmission link) which is also known as MU-MIMO Multiple Access (MU-MIMO-MAC) channel. In addition to the conventional MIMO channel gains, in MU-MIMO we can make use of the multi-user diversity gain to send simultaneously to a group of users or receive data from multiple users at the same time and frequency. As depicted in figure 2, MU-MIMO system configuration can be described as follows: Central node/base station equipped with \(N_T\) transmit antennas transmitting simultaneously to \(B\) number of users in the downlink MU-MIMO-BC channel, where \(k^{th}\) user is equipped with \(M_k\) receive antennas, \(k = 1, \ldots, B\). In the reverse uplink MU-MIMO-MAC the base station receiving data from the multiple users simultaneously.

Regardless of its implementation complexity, it is generally known that the minimum mean-square-error with successive interference cancelation (MMSE-SIC) multi-user detector is the best optimum receiver structure for the MU-MIMO-MAC channel [30]. To simultaneously transmit to multiple users in the downlink MU-MIMO-BC, Costa’s Dirty-Paper Coding (DPC) or precoding is needed [31] to mitigate the Multi-User Interference (MUI). Both linear and nonlinear precoding transmission techniques have been heavily researched in the last decade with much preference given to the linear precoding methods owing to their simplicity [32-37].

In the downlink MU-MIMO-BC channel at some \(k^{th}\) user, the received signal is given by:

\[
y_k = H_k F_k s_k + \sum_{i=1}^{B} F_i s_i + n_k
\]

(17)

where \(H_k \in \mathbb{C}^{M_k \times N_T}\) is the channel from the base station to the \(k^{th}\) user, \(F_k \in \mathbb{C}^{N_T \times M_k}\) is the \(k^{th}\) user precoding matrix, while \(s_k \in \mathbb{C}^{M_k \times 1}\) is the \(k^{th}\) user transmitted data vector and \(n_k\) is the received additive white noise vector at the \(k^{th}\) user antenna front end.
Before returning to the general question like how to design the precoder, what is the best Precoder, and what we can gain by incorporating multi-user mode in the WiMAX standards, we summarize the different MIMO system configurations in figure 3. Basically, there are two main modes, SU-MIMO and MU-MIMO. Essentially MU-MIMO is a closed-loop transmission system which means that the channel-state information is required at the transmitter for any transmission. There are two modes of operation for SU-MIMO configurations – closed-loop where the CSI is required at the transmitter and open-loop where the CSI is not required to be used at the transmitter. Also the diagram indicates at each end the type of MIMO gain that can be extracted by each mode of operation and specific configuration.

2.3. On MIMO receiver

MIMO receiver design is also one of the hot areas of wireless communication research and system development in the last decade. Many receiving techniques have been reported to decode these kinds of vector transmissions. For the linear transmission techniques, the decoders design complexities range from simple linear methods like Zero-Forcing (ZF) and Minimum Mean-Square-Error (MMSE) receivers to complex sphereical sub-optimal decoding and optimal Maximum Likelihood Detections (MLD) [8, 10].

Figure 2. Block Diagram of MU-MIMO System Configuration
2.3.1. Zero-forcing MIMO receiver

Zero-Forcing (ZF) decoder is a simple linear transformation of the received signal to remove the inter-channel interference by multiplying the received signal vector by the inverse of the channel matrix [38]. In fact, if perfect CSI is available at the receiver, the zero-forcing estimate of the transmitted symbol vector can be written as

$$\hat{y} = G(Hs + n) = s + Gn$$

(18)

where the decoder is calculated from $G = (H^*H)^{-1}H^*$, which is also known as the pseudo inverse of the MIMO channel matrix. In ZF, the complexity reduction comes at the expense of noise enhancement which results in some performance losses compared to other MIMO receiving methods.

2.3.2. Minimum mean-square-error MIMO receiver

Unlike ZF receiver which completely force the interference to zero, the MIMO MMSE receiver tries to balance between interference mitigation and noise enhancement [39]. Thus, at low SNR values the MMSE outperforms the ZF receiver. In the MMSE MIMO receiver the decoding factor $G$ is designed to maximize the expectation criteria of the form:

$$E[(Gy - s)(Gy - s)^T]$$

(19)

By analytically solving this MMSE criterion for MIMO channel, the factor $G$ is found to be:

$$G = (H^*H + \sigma_n^2 I)^{-1}H^*$$

(20)

With successive Interference Cancelation (SIC), additional nonlinear steps are added to the original ZF and MMSE equalizers. The resulting versions are ZF-SIC and MMSE-SIC decoding methods. In short, in SIC, the data layer symbols are decoded and subtracted successively from the next received data symbol starting with the highest SINR received signal at each decoding stage. The main drawback of this kind of receive structure is however, the error propagation.

2.3.3. Maximum likelihood MIMO receiver

The Maximum Likelihood (ML) decoder is an optimum receiver that achieves the best BER performance among all other decoding techniques. In ML, the decoder searches for the input vector $s$ that minimizes the ML criteria of the form:

$$\|y - Hs\|_F^2$$

(21)
where $\| \cdot \|_F^2$ denotes the matrix/or vector Frobenius norm. The complexity of this decoder increases exponentially as the number of transmit and receive antennas increases. In spite of its good BER performance, ML decoding is however not used in any practical system.

Figure 3. Different forms of Multi-element Antennas Channel Configuration

2.3.4. Sphere decoding MIMO receiver

Sphere Decoding (SD) families are the new decoding techniques that aim to reduce the computational complexity of the ML decoding technique. In the sphere decoder, the received signal is compared to the closest lattice point, since each codeword is represented by a lattice point. The number of lattice points scanned in a sphere decoder depends on the initial radius
of the sphere. The correctness of the codeword is in turn dependent on the SNR of the system. The search in Sphere decoding is restricted by drawing a circle around the received signal in a way to encompass a small number of lattice points. This entails a search within sub-set of the codes-words in the constellation and allows only those code-words to be checked. All code-words outside the sphere are not taken into consideration for the decoding operation [8].

2.3.5. MIMO in the current WiMAX standard

MIMO techniques have been incorporated in all recent wireless standards including IEEE 802.16e, IEEE 802.16m, IEEE 802.11n, and the Long-Term Evaluation (LTE). The WiMAX profile IEEE 802.16e defines three different single user open loop transmission schemes in both uplink and downlink channel summarized as below:

- Scheme defined as matrix $A$ which describes spatial multiplexing mode of operation for two different symbol streams through two different antennas.
- Scheme defined as matrix $B$ which describes the spatial diversity mode of operation for two different symbol streams through two different antennas with the basic Alamouti Space-Time Block Code (STBC) [4].
- Scheme defined as matrix $C$ which combines the respective advantages of diversity and spatial multiplexing modes of operation for two different symbol streams through two different antennas. More details of these schemes are given in [40-42].

In addition to the basic MIMO techniques supported by the IEEE 802.16e, the profile of IEEE 801.16m also supports several advanced MIMO techniques including more complex configurations of SU-MIMO and MU-MIMO (spatial Multiplexing and beam-forming) as well as a number of advanced transmit diversity [43, 44]. The profile also defines multi-mode capability to adapt between SU-MIMO and MU-MIMO in a predefined and flexible manner. Furthermore, flexible receiver decoding mode selection is also supported. Unitary precoding or beam-forming with code-book is also defined for both SU-MIMO and MU-MIMO configurations [45]. Cade-book based MU-MIMO precoding techniques found to be effective for the FDD mode of operation because of the great amount of reduction on feedback channel provided, while they are ineffective in the TDD mode of operation [24]. In the next section, we will introduce non-unitary MU-MIMO precoding method to the area of WiMAX. It can be shown that the non-unitary precoding like our proposed method will be applicable and suitable to the TDD mode of operation as accurate CSI is available at the transmitter for the precoding design. In the next section, we will review the most recent researched precoding methods and extend them by proposing our new method.

3. Linear precoding for MU-MIMO system

Keeping in mind the computational complexity of the nonlinear DPC precoding methods, the research community, as we mentioned before, gives more preference to the investigations of computationally simple linear precoding techniques. Many design metrics and conditions are
used to develop these linear precoding methods that are hard to deeply survey in one chapter. Generally, one can divide the MU-MIMO linear precoding methods in the literature into two categories - methods that formulate the design objective function for both the precoder and decoder independently such as the methods in [30, 46, 47] and methods that jointly design both the precoding and decoding matrices at the transmitter site (also called iterative method), such as the work in [20, 47-52]. In spite of the good performance joint precoding design obtains relative to the independent formulation methods, the downlink channel overload and complexity are the main drawbacks of this kind of design. One more possible classification is to distinguish between formulations that lead to a closed-form solution expressions such as the works in [53-55] versus those that lead to iterative solutions such as the works in [47, 50, 56, 57]. For comparison, formulations leading to iterative solutions tends to have higher computational complexity than closed form solution methods that are linear. Among the state-of-the-art methods in recent research works, the precoding method originally proposed by Mirette M. Sadek in [34] and based on Per-User Signal to Leakage plus Noise Ratio-Generalized Eigenvalue Decomposition (SLNR-GEVD) and its computationally stable extended version that appeared in [58] which is based on Per-User Signal to Leakage plus Noise Ratio-Generalized Singular Value Decomposition (SLNR-GSVD) are the best in performance. In the next section, we will review these state-of-the-art linear precoding method that seek to maximize Per-user Signal to Leakage plus Noise Ratio (SLNR), which will then be followed by a detailed derivation of our proposed precoding method which is based on maximizing Per-Antenna Signal to Leakage plus Noise Ratio (PA-SLNR) followed by simulation results under WiMAX Physical layer assuming the TDD mode of operation.

3.1. Precoding by signal-to-leakage-plus-noise ratio maximization based on GEVD computation

This precoding method is based on maximizing Signal-to-Leakage-plus-Noise Ratio (SLNR) proposed by [34, 59]. In MU-MIMO-BC, recall the system description of section 2.2 and figure 2. The received signal at the $k$th user is given by:

$$y_k = H_k F_k s_k + H_k \sum_{j \neq k}^{J} F_j s_j + n_k$$

(22)

In this received signal expression, the first term represents the desired signal to the $k$th user, while the second term is the Multi-User Interference (MUI) from the other users to the $k$th user and the third term is the additive white Gaussian noise at the $k$th user antenna front end. In the per-user SLNR precoding method, various variables used in the method are depicted in figure 4. The objective function is formulated such that the desired signal component to the $k$th user, $\| H_k F_k \|_F^2$ is maximized with respect to both the signal leaked from the $k$th user to all other
users in the system $\sum_{j=1}^{\beta} H_j F_k$ plus the noise power at the $k^{th}$ user front end which is given by $M_k \sigma_n^2$. Thus the SLNR objective function for the $k^{th}$ user can be written as:

$$SLNR_k = \frac{\|H_k F_k\|^2}{M_k \sigma_n^2 + \sum_{j=1, j \neq k}^{\beta} \|H_j F_k\|^2}$$  \hspace{1cm} (23)$$

By defining the $k^{th}$ user auxiliary interference domain matrix $\tilde{H}_k$ as:

$$\tilde{H}_k = [H_1 \cdots H_{k-1} H_{k+1} \cdots H_{\beta}]^T$$  \hspace{1cm} (24)$$

the precoding matrix $F_k$ obtained by per-user SLNR maximization is defined as:

$$F_k = \arg \max_{F_k} \frac{(F_k^H \tilde{H}_k F_k)}{F_k^H \tilde{H}_k F_k + M_k \sigma_n^2 I_{N_k}}$$  \hspace{1cm} (25)$$

Closed form solution is developed to solve this fractional rational mathematical optimization problem by making use of the Generalized Eigenvalue Decomposition (GEVD) technique. Unlike the conventional precoding formulations, this method relaxes the constraints on the number of transmitting antennas and has better BER performance.

### 3.2. Precoding by signal-to-leakage-plus-noise ratio maximization based on GSVD computation

One important point of observation in GEVD computation is that it is sensitive to the matrix singularity. Thus, the resulting computation accuracy is low. To resolve the singularity problem in the computation of the multi-user precoding matrices from the Per-user SLNR performance criteria, the work in [58, 60, 61] proposes a Generalized Singular Valve Decomposition (GSVD) and QR- Decomposition (QRD) based methods that both overcome the singularity problem and produce numerically better results. Basically, both the GSVD algorithm and QRD based methods optimize the same Per-user SLNR objective function of equation (25) but they handle the singularity problem in the covariance matrix differently. Thus, the final computation result is accurate and the calculated precoder is more efficient in inter-user interference mitigation. The reason behind the singularity problem in the leakage power plus the noise covariance matrix is that at the high SNR value, the power dominates across the matrix which reduces the degree of freedom.
Two algorithms to solve the objective function of equation (25) are given in [58, 60, 61]. Because of the singularity problem, both algorithms avoid matrix inversion to overcome the computational instability. The developed algorithms make use of the GSVD analysis. Although there are several methods of GSVD formulations in the literature [62-64], the work in [60] and [58] makes use of the least restrictive form of GSVD algorithm due to Paige and Saunders [62] which is now summarized as follows:

**Theorem 1: Paige and Saunders GSVD:**

Consider any two matrices of the form: $A_b \in \mathbb{C}^{D\times C}$ and $A_w \in \mathbb{C}^{D\times N}$. The GSVD is given by:

$$Y^TA_b^TQ = [\Sigma_b, 0]$$

and

$$Z^TA_w^TQ = [\Sigma_w, 0]$$

(26)

where

$$\Sigma_b = \begin{bmatrix} I_b & D_b \\ 0_b & 0_b \end{bmatrix}$$

and

$$\Sigma_w = \begin{bmatrix} I_w & D_w \\ 0_w & 0_w \end{bmatrix}$$

(27)

$Y$ and $Z$ are orthogonal matrices and $Q$ is the non-singular eigenvectors matrix. Thus, we can write:
\[ A_b^T = Y[\Sigma_b \ 0]Q^{-1} \] and \[ A_w^T = Z[\Sigma_w \ 0]Q^{-1} \] (28)

where: \( D_b = \text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_r) \) and \( D_w = \text{diag}(\beta_1, \beta_2, \ldots, \beta_r) \), and \( \alpha_i + \beta_i = 1, i = 1, \ldots, r \).

The authors in [58, 60] made use of this theorem and developed an efficient precoding algorithm to calculate the precoding matrices for multiple users which is summarized in algorithm 1 as follows

**Algorithm 1:** The GSVD based Per-user SLNR Precoding algorithm [58, 60]

Assume that the combined channel matrix for MU-MIMO broadcast channel of \( B \) number of users is given by \( H_{\text{com}} \) and the input noise power is given by \( \sigma_k^2 \).

1. Input: \( H_{\text{com}} = [H_1; \ldots; H_B] \) and \( \sigma_k^2 \)

2. Output: The algorithm computes the precoding matrices for \( B \) users.

   a Set \( \Psi = [H; \sqrt{M_k\sigma_k^2 I_{N_T}}] \in \mathbb{C}^{(BM_k+N_T) \times N_T} \)

   b Compute the reduced QRD of \( \Psi \) i.e \( \Omega = R \) where \( \Omega \in \mathbb{C}^{(BM_k+N_T) \times N_T} \) orthonormal columns and \( R \in \mathbb{C}^{N_T \times N_T} \) is upper triangular.

3. For \( k = 1:B \)

4. Compute \( V_k \) from the SVD of \( \Omega((k-1)M_k+1:M_k, 1:N_T) \)

5. Solve the triangular system \( RF_k = V_k(:, 1:M_k) \)

6. End

The Per-user SLNR precoding based on GSVD computation produces better results than all the conventional methods. However, the objective function based on per-user SLNR neglects to take the intra-user antenna interference into account. Hence, this formulation is suboptimum for spatial multiplexing gain extraction.

4. The proposed precoding by maximization of per-antenna signal-to-leakage-plus-noise ratio

The precoding technique originally proposed in [65] maximizes the SLNR for each user, thus the precoder so designed just cancels the inter-user interference. The technique proposed herein, however, utilizes a new cost function that seeks to maximize the Per-Antenna Signal-to-Leakage-plus-Noise Ratio (PA-SLNR) which would help minimize even the intra-user antenna interference. Thus, the precoder so designed maximizes the overall SLNR per user more efficiently. This is justified because the PA-SLNR as explained in figure 5, takes into account the intra-user antenna interference cancelation. For \( j^{th} \) receive antenna of \( k^{th} \) user, the PA-SLNR given by \( \gamma_{kj} \) is defined as the ratio between the desired signal power of \( j^{th} \) receive
antenna to the interference introduced by the signal power intended for the \( j^{th} \) antenna but leaked to all other antennas plus the noise power at that receiving antenna front end. So for the \( j^{th} \) receive antenna of the \( k^{th} \) user, the PA-SLNR, \( \gamma' \) is defined by:

\[
\gamma' = \frac{\left\| h_k f_k \right\|_F^2}{\sum_{i=1}^{B_k} \left\| h_i f_i \right\|_F^2 + \sum_{i=1}^{M_k} \left\| h_i f_i \right\|_F^2 + \sigma_n^2}
\]  

(29)

where \( h_k \in \mathbb{C}^{1 \times N_T} \) is the \( k^{th} \) user, \( j^{th} \) antenna received row. If we define an auxiliary matrix \( \hat{H}_k \) as the matrix that contains all the received antennas rows of the \( k^{th} \) user except the \( j^{th} \) row as follows:

\[
\hat{H}_k = \begin{bmatrix}
    h_k^{(1,1)} & h_k^{(1,2)} & \cdots & h_k^{(1,N_T)} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_k^{(M_k-1,1)} & h_k^{(M_k-1,2)} & \cdots & h_k^{(M_k-1,N_T)} \\
    h_k^{(M_k,1)} & h_k^{(M_k,2)} & \cdots & h_k^{(M_k,N_T)}
\end{bmatrix} \in \mathbb{C}^{((M_k-1) \times N_T)}
\]  

(30)

and the combined channel matrices for all other systems receive antennas except the \( j^{th} \) desired receive antenna row as as:

\[
\tilde{H}_k = [\hat{H}_k \hat{H}_k^T \cdots \hat{H}_{k-1} \hat{H}_{k-1}^T \cdots \hat{H}_{B_k} \hat{H}_{B_k}^T]^T
\]  

(31)

then from equation (31) and equation (30) the optimization expression in (29) can be rewritten as:

\[
\gamma' = \frac{\left\| h_k f_k \right\|_F^2}{\left\| \hat{H}_k f_k \right\|_F^2 + \sigma_n^2}
\]  

(32)

**Problem Formulation:** For any \( j^{th} \) receive antenna of the \( k^{th} \) user, select the precoding vector \( f_k \), where \( k = 1, \ldots, B \), \( j = 1, \ldots, M_k \) such that the PA-SLNR ratio is maximized:

\[
f_k = \arg\max_{f_k \in \mathbb{C}^{N_T \times 1}} \frac{f_k^H (h_k f_k) f_k^H}{f_k^H (\tilde{H}_k \hat{H}_k^T + \sigma_n^2 I_{N_T}) f_k}
\]

subject to:

\[
\text{tr}(F_k F_k^H) = 1
\]

\[
F_K = [f_1, \ldots, f_{M_k}]^T
\]
The optimization problem in the equation (33) deals with the $j^{th}$ antenna desired signal power in the numerator and a combination of total leaked power from desired signal to the $j^{th}$ antenna to all other antennas plus noise power at the $j^{th}$ antenna front end in the denominator. To calculate the precoding matrix for each user we need to calculate the precoding vector for each receive antenna independently. This requires solving the linear fractional optimization problem in the equation (33) $M_k \times B$ times using either GEVD [65] or GSVD [66] which both leading-to high computational load at the base stations. In the next section, Fukunaga-Koontz Transform (FKT) based solution method for solving such series of linear fractional optimization problems is described and simple computational method for MU-MIMO precoding algorithm is developed.

4.1. FKT and FKT based precoding algorithm

Fukunaga-Koontz Transform (FKT) is a normalization transform process which was first introduced in [67] to extract the important features for separating two pattern classes in pattern recognition. Since the time it was first introduced, FKT is used in many Linear Discriminant Analysis (LDA) applications notably in [68, 69]. Researchers in [70, 71] formulate the problem of recognition of two classes as follows: Given the data matrices $\psi_1$ and $\psi_2$, then from these
two classes, the autocorrelation matrices $\Pi_1 = \psi_1 \psi_1^T$ and $\Pi_2 = \psi_2 \psi_2^T$ are positive semi-definite (p.s.d) and symmetric. For any given p.s.d autocorrelation matrices $\Pi_1$ and $\Pi_2$ the sum $\Pi$ is still p.s.d and can be written as:

$$\Pi = \Pi_1 + \Pi_2 = [U \ U_\perp] \begin{bmatrix} D & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} U^T \\ U_\perp^T \end{bmatrix}$$

(34)

Without loss of generality the sum $\Pi$ can be singular and $r = \text{rank}(\Pi) \leq \text{Dim}(\Pi)$, where $D = \text{diag}(\lambda_1, \ldots, \lambda_r)$ and also $\lambda_1 \geq \cdots \geq \lambda_r > 0. U \in \mathbb{C}^{\text{Dim}(\Pi) \times r}$ is the set of eigenvectors that correspond to the set of nonzero-eigenvalues and $U_\perp \in \mathbb{C}^{\text{Dim}(\Pi) \times (\text{Dim}(\Pi) - r)}$ is the orthogonal complement of $U$. From the equation (34), the FKT transformation [71] matrix operator is defined as:

$$P = UD^{1/2}$$

(35)

By using this FKT transformation factor, the sum p.s.d matrix $\Pi$ can be whitened such that the sum of the two Sub-matrices $\tilde{\Pi}_1$ and $\tilde{\Pi}_2$ gives the identity matrix as follows:

$$P^T \Pi P = P^T (\Pi_1 + \Pi_2) P = \tilde{\Pi}_1 + \tilde{\Pi}_2 = I^{rr}$$

(36)

Where $\tilde{\Pi}_1 = P^T \Pi_1 P$, $\tilde{\Pi}_2 = P^T \Pi_2 P$ are the transformed covariance matrices for $\Pi_1$ and $\Pi_2$ respectively, and $I^{rr}$ is an identity matrix. Suppose that $v$ is an eigenvector of $\tilde{\Pi}_1$ with corresponding eigenvalue $\lambda_1$, then $\tilde{\Pi}_1 v = \lambda_1 v$ and from the equation (36) we have $\tilde{\Pi}_1 = I - \tilde{\Pi}_2$. Thus, the following results can be pointed:

$$(I - \tilde{\Pi}_2) v = \lambda_1 v$$

(37)

$$\tilde{\Pi}_2 v = (1 - \lambda_1) v$$

(38)

This means that $\tilde{\Pi}_2$ has the same eigenvectors as $\tilde{\Pi}_1$ with corresponding eigenvalues related as $\lambda_2 = (1 - \lambda_1)$. Thus, we can conclude that the dominant eigenvectors of $\tilde{\Pi}_1$ is the weakest eigenvectors of $\tilde{\Pi}_2$ and vice versa. Based on the FKT transform analysis we conclude that the transformed matrices $\tilde{\Pi}_1$ and $\tilde{\Pi}_2$ share the same eigenvectors and the sum of the two corresponding eigenvalues are equal to one. Thus, the following decomposition is valid for any positive definite and positive semi-definiate matrices:
\[ \hat{\Pi}_1 = V \Lambda_1 V^T \]  
\[ \hat{\Pi}_2 = V \Lambda_2 V^T \]  
\[ I = \Lambda_1 + \Lambda_2 \]  
\[ \text{Where } V \in \mathbb{C}^{r \times r} \text{ is the matrix that contains all the eigenvectors, and } \Lambda_1, \Lambda_2 \text{ are the corresponding eigenvalues matrices. Thus, from these analyses we conclude that FKT gives the best optimum solution for any fractional linear problem without going through any serious matrix inversion step. By relating FKT transform analysis of the two covariance matrices, and the precoding design problem for MU-MIMO (multiple linear fractional optimization problem), we can make direct mapping of the optimization variable from equation (33) to the FKT transform as follows:} \]

\[ \hat{\Pi}_1 = h_k^i h_k^j^* \]  
\[ \hat{\Pi}_2 = \hat{H}_k^i \hat{H}_k^j + \sigma^2_2 I_{N_T} \]  
\[ \text{and consequently the sum } \Pi \text{ of the two covariance matrices becomes:} \]

\[ \Pi = H_{\text{com}}^i H_{\text{com}}^j + \sigma^2_2 I_{N_T} \]  

Where \( H_{\text{com}} \) is the combined channel matrix for all user which is given as 

\[ H_{\text{com}} = [H_1^T H_2^T \ldots H_B^T]^T. \]

According to FKT analysis, we can calculate the FKT factor and consequently we use this transformation factor to generate the shared eigenspace matrices \( \hat{\Pi}_1 \) and \( \hat{\Pi}_2 \) using the facts from equations (42-44) for each receive antenna in the system. The shared eigen subspaces are complements of each other such that the best principal eigenvectors of the first transformed covariance matrix \( \hat{\Pi}_1 \) are the least principal eigenvector for the second transformed covariance matrix \( \hat{\Pi}_2 \) and vice-versa. Thus, we can find the receive antenna precoding vector by simply multiplying the FKT factor with the eigenvectors corresponding to the best eigenvalue of the transformed antenna covariance matrix or eigenvector corresponding to the least eigenvalue of the transformed leakage plus noise covariance matrix. The most notable observation is that, for the set of \( M_k \times B \) receiving antennas in the system, we need to compute the FKT transform factor only once, which cuts down the computation load sharply. Algorithm 2, summarizes the computation steps of the precoding matrix for multiple \( B \) users in the system using FKT.
Algorithm 2: PA-SLNR MU-MIMO precoding based on FKT for multiple $B$ independent MU-MIMO users.

- **Input:** Combined channel matrix for all $B$ users and the input noise variance $H_{\text{com}} = H_1^TH_2^T \ldots H_B^T$, $\sigma_k^2$
- **Output:** Precoding matrices $F_k$ for multiple $B$ users such that, $k = 1, \ldots, B$

1. Compute the sum $\Pi = H_{\text{com}}H_{\text{com}} + \sigma^2 I_N$
2. Compute FKT factor $P = UD^{-1/2}$ from SVD($\Pi$)
3. For $k = 1$ to $B$
4. For $j = 1$ to $M_k$
   - Transform the $j^{th}$ receive antenna covariance matrix $\Pi_1$ using the FKT factor $P$ to $\tilde{\Pi_1}$ and select the first eigenvector $v_{kj}$ of $\tilde{\Pi_1}$
   - The precoding vector corresponding to the $j^{th}$ receive antenna at the $k^{th}$ user is: $f_{kj} = P v_{kj}$
5. Synthesize the $k^{th}$ user precoding matrix is $F_k = \begin{bmatrix} f_{k1} & \cdots & f_{kM_k} \end{bmatrix}$

The algorithm takes the combined MU-MIMO channel matrix as well as the value of the noise variance as an input and outputs $B$ users precoding matrices. It computes the FKT factor in step one and two and iterates $B$ times (step three to six) to calculate the precoding matrices for $B$ number of users. For each user, there are $M_k$ sub-iteration operations (step four to five) to calculate each individual user precoding matrix in vector by vector basis.

4.2. Performance evaluation

In this section we will highlight the importance of Precoding for MU-MIMO and showcase the performance of the proposed PA-SLNR-FKT scheme in two scenarios – scenario 1, single cell MU-MIMO where there is no interference from other cell and scenario 2 of multi-cell processing (MCP) where there is multicell interference and the objective is to make use of multiple antennas in all basestation cooperatively to improve the overall system performance. We use both basic assumptions and a typical simplified WiMAX physical layer Standard discrete channel Models for the Monte-Carlo simulation. Firstly, with basic assumptions we provide comparative performance evaluation results of the proposed MU-MIMO Precoder and the PU-SLNR maximization techniques using GEVD and GSVD proposed in [34, 58]. The comparison is done in terms of average received BER and output received SINR outage performance metrics. In each simulation setup, the entries of $k^{th}$ user MIMO channel $H_k$ is generated as complex white Gaussian random variables with zero mean and unit variance. The users data
symbol vectors are modulated and spatially multiplexed at the base station. At the receivers, matched filter is used to decode each user’s data. Detailed summary of the MU-MIMO-BC system configuration parameters are given in table (1).

4.2.1. Scenario 1: Single cell MU-MIMO

In this scenario we consider single cell transmission where implicitly we assume that the multi-cell interference is zero. Figure 6. shows the average received BER performance of the proposed PA-SLNR-FKT and the reference methods of SLNR-GSVD and SLNR-GEVD precoding schemes for the MU-MIMO-BC system configurations of $N_T = 14, B = 3M_k = 4$. In this configuration, the numbers of the base station antennas are more than the sum of all receiving antennas which also signifies more degree of freedom in MU-MIMO transmission. In this simulation also, the base station utilizes 4-QAM modulation to modulate, spatially multiplexes and precodes a vector of length 4 symbols to each user. The average BER is calculated over 5000 MU-MIMO channel realization for each algorithm. The proposed method outperforms SLNR-GSVD and SLNR-GEVD. At BER equal to $10^{-4}$ there is approximately 4dB performance gain over SLNR-GSVD.

Figure 7 compares the received output SINR outage performance of the proposed PA-SLNR-FKT precoding and the reference SLNR-GSVD and SLNR-GEVD precoding methods. MU-MIMO system with full rate configuration of $B=3, M_k=4, N_T=12$ and 2dB input SNR is considered in the simulation. The proposed method outperforms the SLNR-GSVD method by approximately 1 dB gain at 10% received output SINR outage.

Figure 8 compares the received output SINR outage performance of the proposed PA-SLNR-FKT precoding and the reference SLNR-GSVD and SLNR-GEVD precoding methods. MU-MIMO system with full rate configuration of $B=3, M_k=4, N_T=12$ and 10dB input SNR are considered in the simulation. The proposed method outperforms the SLNR-GSVD method by approximately 1.5 dB gain at 10% received output SINR outage.

### Table 1. Narrowband MU-MIMO System Configuration Summary

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>System configuration</td>
<td>MU-MIMO-BC</td>
</tr>
<tr>
<td>Each user channel</td>
<td>Matrix elements generated as zero-mean and unit-variance i.i.d complex Gaussian random variables</td>
</tr>
<tr>
<td>Modulation</td>
<td>4-QAM</td>
</tr>
<tr>
<td>Precoding methods</td>
<td>• Proposed method (PA-SLNR-FKT)</td>
</tr>
<tr>
<td></td>
<td>• Reference SLNR-GEVD, SLNR-GSVD</td>
</tr>
<tr>
<td>Performance metrics</td>
<td>Received BER and Received SINR outage</td>
</tr>
<tr>
<td>MIMO Decoder</td>
<td>Matched filter.</td>
</tr>
<tr>
<td>Number of Iterations</td>
<td>• 5000 System transmission for BER calculation</td>
</tr>
<tr>
<td></td>
<td>• 2000 System transmission running for SINR outage calculation</td>
</tr>
</tbody>
</table>

...
Figure 6. Shows The Compression of The Un-coded BER Performance for PA-SLNR-FKT, SLNR-GSVD and SLNR-GEVD Precoding Methods Under System Configuration of $B = 3$, $M_k = 4$, $N_T = 14$, 4QAM Modulated Signal.

Figure 7. Shows The Comparison of The Output SINR Outage Performance of The PA-SLNR-FKT, SLNR-GSVD and SLNR-GEVD Precoding Methods Under System Configuration of $B = 3$, $M_k = 4$, $N_T = 12$, and 2 dB Input SNR.
4.2.2. Scenario 2: MU-MIMO with Multi Cell Processing (MCP)

To appreciate the importance of precoding to cancel inter-cell interference in the MCP configuration, geometrically we consider three cooperating BSs as illustrated in figure 9. Basically we consider micro-cellular setup of BS to BS distance equal to 1000 m. As shown in figure 9, we also consider a simplified as well as an extreme case where there are three users at the edges of the three cooperating cells, so that we just allow each user to uniformly position within the last 50 m of its anchor BS. In each transmission, a WiMAX standard channel model is used. Thus each entry of the $k$th user MIMO channel matrix is generated according to pre-specified wireless communication channel model which include mean path loss, shadowing and slow fading discrete components as follows.

$$H^k_{e} = (\phi_1 \phi_2)^{1/2} \tilde{H}^k_e$$  \hspace{1cm} (45)

where $\tilde{H}^k_e \in C^{N_x \times N_T}$ represent the fast fading channel discrete component between the $k$th user and the $e$th BS and in this system simulation we use the WiMAX discrete channel values as given in [72] and $\phi_1$ denotes the channel path loss component while $\phi_2$ is the lognormal shadowing fading component. In each step of simulation fixed least square filter is used to decode the received data and unless specified otherwise, the following values listed in table 2. are used.
Figure 9. Example of Tidy Three Multi-cells Cooperation (Exchanging Both the Data and the CSI)

### Table 2. System Simulation Parameters.

<table>
<thead>
<tr>
<th>Channel Parameter</th>
<th>Parameter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_1 = \varepsilon d^\alpha$</td>
<td>where $\varepsilon$, $d$, $\alpha$ are the intercept, BS to MS distance, and path loss exponent [72, 73]. $\varepsilon = 1.35 \times 10^7$, $\alpha = -3$</td>
</tr>
<tr>
<td>$\phi_2 = 10^{10}$</td>
<td>$\xi$ is generated as zero mean real value Gaussian random variable with standard deviation equal to 8dB</td>
</tr>
<tr>
<td>Signal to noise ratio at the cell edge</td>
<td>(2-20) dB</td>
</tr>
<tr>
<td>The number of simulation runs</td>
<td>1000 simulations running</td>
</tr>
<tr>
<td>System configuration notations</td>
<td>$E$ denotes the number of cooperated cells. $N_T$ denotes the number of transmit antennas at each cell. $N_R$ denotes the number of receive antennas at each end user. $B$ denotes the number of user.</td>
</tr>
</tbody>
</table>

Figure 10. shows the simulated average user rate performance for the MU-MIMO MCP. In this figure, the proposed algorithm result is denoted by PA-SLNR-FK-MCP and the conventional precoding methods of PU-SLNR-GEVD-MCP and PU-SLNR-GSVD-MCP and as a benchmark.
we also consider the case of no cooperation denoted as NO-MCP. The simulated configuration is for $E=3, B=3, N_T=5, N_R=4$, with 1000 WiMAX discrete channel realizations. It is also clearly shown that without MCP there is no valuable rate for the cell edge user. Partially these results also support the claim that the proposed method has better performance than the related works at 18dB input SNR, there is approximately 0.5 bits/s/Hz sum rate gain over SLNR-GSVD.

As shown before, the simulation result reveals the unique opportunities arising from MU-MIMO transmission optimization of antenna spatial multiplexing/spatial diversity techniques with Multi-cell Processing (Inter-cell interference cancelation). Furthermore, it also clearly indicates that MU-MIMO precoding approaches provide significant multiplexing (on the order of the number of antennas used at the transmitter) and diversity gains while resolving some of the issues associated with conventional cellular systems. Particularly, it brings precoding robustness with MU-MIMO gain and turn the inter-cell interference into diversity.

5. Conclusion and future research directions

To conclude, this chapter has introduced the principles of MIMO techniques, reviewed various MU-MIMO precoding methods, and extended the knowledge by proposing a new method that outperformed the methods available in the literature. The results as shown in in figure10, demonstrated conclusively the significant role of precoding in inter-cell interference cancelation in MCP scenario. There are still some interesting open issues and topics for future
research related to this application. For example related to the data and CSI sharing, basically we assume perfect system interconnection in TDD mode of operation but how much system pilot is needed for the multi-cell cooperation is an open problem. Also we assume that there is no system error or delay. This assumption is an ideal assumption for typical system deployment. The real conditions are non-ideal, therefore, modeling and investigation of the effects of system errors and delay are also an open issue that need to be researched.
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