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1. Introduction

The world’s supply of petroleum hydrocarbons, which serve as feedstock for the fuel and chemical industries, is rapidly diminishing to satisfy the global demand for energy and consumer goods. In response to this increasing demand and limited supply, the cost of crude oil has risen to over $100 per barrel in 2012, a 10-fold increase compared to prices in the late 1990s [1]. As fossil fuels are nonrenewable resources, the price of oil is only expected to increase in the future. This unavoidable reality necessitates the development of renewable energy sources in order to maintain the current standard of living. Among the alternative energy options under development, biofuels are anticipated to supplement and eventually replace the petroleum-based fuels that supply the transportation and chemical industries. Currently, first generation biofuels like corn-based ethanol are blended into conventional petroleum fuels, with biofuels supplying 2.7% of the world’s transportation fuel in 2010 [2]. It appears that biofuels are on their way to becoming a viable renewable energy source, yet technological and biological advancements are necessary for sustainable and economical biofuel production at the scales necessary to support the world’s energy needs.

The current practice of using food crops, like corn or soybean, as feedstocks for biofuel production is not a viable, long-term solution to the energy crisis. In fact, to replace our current petroleum usage with crop-based ethanol production, the entire surface area of land on Earth would be needed for corn production [3]. In addition to this shortcoming, first generation biofuels compete with food production for arable land, require significant nutrient resources (fertilizer and fresh water), and typically have low net energy yields due to the low energy density of the product fuel (i.e. ethanol) and the energy input required to harvest the feedstock and convert it into fuel [4]. Second and third generation biofuels address these limitations. Second generation biofuels use lignocellulosic biomass as the feedstock for fuel production.
Lignocellulose, the main component of plant biomass, is the most abundant form of renewable carbon on the Earth, making it an ideal feedstock for renewable hydrocarbon production. The cellulose and hemicellulose components of lignocellulose can be degraded into fermentable sugars to serve as the carbon source for microbial-based fuel production. The carbon feedstocks for both first and second generation biofuels are ultimately derived from carbon dioxide (CO$_2$) fixation through the process of photosynthesis. Third generation biofuels use photosynthetic microorganisms (i.e. microalgae) to directly convert CO$_2$ into fuel molecules or fuel precursors, eliminating the biomass intermediate (Figure 1). While both second and third generation biofuels require land, nutrients, and energy investment for harvesting and fuel production, the fuel production yields from these processes are predicted to be capable of meeting energy needs. However, these technologies have yet to be demonstrated at scale and still require further improvement before they can be economically competitive with fossil fuels.

![Figure 1](image_url). Process steps for (A) second (i.e. lignocellulosic feedstock) and (B) third (i.e. inorganic carbon feedstock) generation biofuels.

Both second and third generation biofuels rely on microbes to convert the carbon feedstock into the desired hydrocarbon fuels. Microorganisms have been identified that are capable of producing a range of fuel molecules and fuel precursors, yet the natural rates of microbial fuel synthesis are typically too low to support industrial-scale production. Metabolic engineering is a powerful tool to improve microbial fuel production, either through engineering the metabolic pathways within the native microorganism to encourage high fuel synthesis or though transferring the fuel production pathway into a model organism for optimization. This chapter will focus on the application of metabolic engineering to increase hydrocarbon fuel production. Within this chapter, hydrocarbon-based fuels are defined to include oxygen-containing fuel molecules with long hydrocarbon chains, such as fatty alcohols and fatty acid ethyl esters (FAEE), in addition to pure hydrocarbons like alkanes, alkenes, and isoprenoid-based molecules: hemiterpene (C5), monoterpenes (C10), and sesquiterpenes (C15). Hydrocarbon-based fuel precursors will also be considered, including free fatty acids (FFAs) and triacylglycerol (TAG). The structures of these hydrocarbon-based fuels and precursors are illustrated in Figure 2. Hydrocarbon-based fuels and precursors can be produced by both second and third generation biofuel processes. Therefore, the first section in this chapter will
discuss the metabolic pathways for hydrocarbon fuel production and common metabolic engineering strategies for improving fuel synthesis. Because second and third generation biofuel processes rely on different carbon sources, sugars and CO$_2$ respectively, the remaining sections will focus on the use of organic carbon (heterotrophy) and inorganic carbon (autotrophy) as feedstocks for biofuel production. This division, based on carbon source, is important from both the biofuel production and metabolic engineering perspectives. The chapter will conclude with a discussion of the future outlook for microbial-based, hydrocarbon fuel synthesis.

Figure 2. Chemical structures of hydrocarbon-based biofuels and fuel precursors. (A) Fuels derived from fatty acid biosynthesis and (B) fuels derived from isoprenoid biosynthesis, including (1) hemiterpene, (2) monoterpenes, and (3) sesquiterpenes.
2. Engineering hydrocarbon biosynthesis pathways

The hydrocarbon-based biofuels considered in this chapter (Figure 2) are all derived from two metabolites: fatty acids and isoprenoids. Thus, the two metabolic pathways commonly targeted by metabolic engineering strategies are the fatty acid biosynthesis pathway and the two pathways for isoprenoid production (Figure 3).

![Figure 3](Image)

**Figure 3.** Hydrocarbon biosynthesis pathways for the production of biofuels, with the fatty acid biosynthesis pathway in blue, isoprenoid pathway in red, mevalonate pathway in green, and methylethylthiol phosphate pathway in purple. Biofuels and biofuel precursors are highlighted in the colored boxes. Enzymes are in italics. Solid arrows represent a single enzymatic step, while dashed arrows represent multiple enzymatic steps. Abbreviations for metabolites and enzymes are listed at the end of the chapter.
2.1. Fatty acid derived biofuels

As shown in Figure 3, fatty acid biosynthesis interfaces with the primary metabolism at the acetyl-CoA node. Fatty acid biosynthesis is initiated by the formation of acetoacetyl-ACP, the substrate for fatty acid chain elongation. The conversion of acetyl-CoA to acetoacetyl-ACP includes two key enzymatic steps: (1) the conversion of acetyl-CoA to malonyl-CoA, catalyzed by acetyl-CoA carboxylase (ACC) and (2) the conversion of malonyl-ACP to acetoacetyl-ACP via β-ketoacyl-ACP synthase III (KASIII). These two enzymes are common metabolic engineering targets for improving fatty acid biosynthesis. In fact, ACC has been shown to be a rate-limiting step of fatty acid synthesis in Escherichia coli, and overexpression of ACC has been shown to yield more than a 5-fold increase in FFA production [5]. Overexpression of KASIII in E. coli also improved FFA synthesis, increasing lipid production by 20-60% [6]. After acetoacetyl-ACP formation, fatty acid chain elongation proceeds by an iterative process, whereby the hydrocarbon chain is elongated in increments of 2 carbons. Once the elongation process terminates, the final acyl-ACP is divided among three possible paths: one leading to membrane biosynthesis, an essential pathway for cell growth, and the other two yielding hydrocarbon fuels or fuel precursors (Figure 3).

To produce biofuels with an even-numbered carbon chain, the acyl-ACP is cleaved by a thioesterase (TE), releasing the FFA. The TE is yet another key target for metabolic engineering. The final fuel properties, including viscosity, cloud point, flash point, oxidative stability, ignition delay, and combustion quality, are largely determined by the hydrocarbon chain length and degree of saturation [7]. Accordingly, numerous TEs have been cloned and characterized, predominantly from plant sources, to control the carbon chain length of the FFAs. Engineering strategies often exploit this collection of TEs to tailor the biofuel product. Favorable TEs include a truncated TE (‘tesA’ from E. coli and acyl-ACP TEs from Umbellularia californica and Cuphea hookeriana, producing FFAs with carbon lengths of 16:0, 12:0, and 10:0 and 8:0, respectively [8-10]. The FFAs themselves can be extracted as fuel precursors and converted into biodiesel (FAMEs or FAEEs) using acid-catalyzed chemical processes [11]. To allow for FFA accumulation, the β-oxidation pathway and free fatty acid recycling are often eliminated by gene knockout of acyl-CoA synthetase (acs) and acyl-ACP synthetase (aas) [12]. An alternative strategy was recently demonstrated, whereby FFAs were synthesized through an engineered reversal of the β-oxidation cycle [13]. In this strategy, acetyl-CoA is used directly for fatty acid chain elongation, allowing for improved carbon and energy efficiency compared to the fatty acid biosynthesis pathway which requires activation of acetyl-CoA to malonyl-CoA. Engineering a reversed β-oxidation cycle required modification of multiple regulatory mechanisms, knockout of other fermentative pathways, expression of a TE or other fuel producing enzyme, and overexpression of key enzymes in the β-oxidation pathway [13]. While this strategy yielded the highest reported concentration of FFAs in E. coli (7 g/L), its application to other host organisms may be restricted by inadequate knowledge of the native regulatory mechanisms.

With an intact acs, FFAs can be converted into acyl-CoA, a precursor for other fuel products including the biodiesel precursor, TAG, and fuels such as FAEEs and fatty alcohols (Figure 3). The conversion of acyl-CoA to TAG requires the provision of 1,2-diacylglycerol and a
diacylglycerol acyltransferase (DGAT) to catalyze transfer of the acyl chain. While DGAT has been overexpressed to improve TAG production in plants [14], the utility of this strategy still remains to be tested in microorganisms. Most metabolic engineering strategies for microbial TAG synthesis focus on improving the supply of the precursors: FFA and glycerol-3-phosphate (G3P) [15, 16]. Microbial production of FAEEs typically involves heterologous expression of both the pathway for ethanol production and an acyltransferase (AT) [17-19]. Selection of the two genes required for ethanol synthesis, pyruvate decarboxylase (pdc) and alcohol dehydrogenase (adhl), will largely depend on the host organism, but generally, efforts involving prokaryotic hosts such as E. coli and cyanobacteria will use pdc and adhl from Zymomonas mobilis due to their capacity for high ethanol production [20]. To date, only one AT has been heterologously expressed for FAEE production: the wax synthase gene (aftA) from Acinetobacter baylyi ADP1 [17-19]. A third biofuel product derived from acyl-CoA is fatty alcohols. The enzymatic conversion of acyl-CoA to a fatty alcohol is dependent upon whether the fatty acyl-CoA reductase (far) is of prokaryotic or eukaryotic origin. Most prokaryotic FARs reduce acyl-CoA to a fatty aldehyde, requiring another enzyme, fatty aldehyde reductase (ALR), for conversion to the fatty alcohol product. On the other hand, eukaryotic FARs catalyze the direct conversion of acyl-CoA to fatty alcohol without release of an aldehyde intermediate [21]. Metabolic engineering strategies for fatty alcohol production include: expression of a prokaryotic FAR, acr1 from Acinetobacter calcoaceticus BD413, with reliance on native fatty aldehyde reductases for fatty alcohol synthesis [19]; expression of 5 different eukaryotic FAR homologs from the model plant organism Arabidopsis thaliana [22]; and expression of a eukaryotic FAR, far1 from mouse [23]. The recent discovery of a prokaryotic FAR from Marinobacter aquaeolei VT8, capable of catalyzing the direct conversion of acyl-CoA to fatty alcohol, may be a beneficial alternative to the use of eukaryotic FARs for fatty alcohol production in prokaryotic hosts such as E. coli and cyanobacteria [24]. An alternative strategy used by Dellomonaco and colleagues identifies surrogates for far and adh in the native E. coli genome based on sequence homology [13]. With the numerous biofuel products derived from acyl-CoA and the natural enzymatic diversity for these conversions, we have only just begun to explore and develop the metabolic engineering tools essential to enable large-scale synthesis.

In addition to oxygen-containing biofuels, acyl-ACP can also be converted into pure hydrocarbon fuels in the form of alkanes and alkenes (Figure 3). In 2010, the discovery of an alkane synthesis pathway in cyanobacteria provided the genetic knowledge necessary for engineering microbial alkane production [25]. The pathway consists of two enzymatic steps: (1) reduction of acyl-ACP to a fatty aldehyde by means of an acyl-ACP reductase (AAR) and (2) decarbonylation of the aldehyde to an alkane or alkene, catalyzed by an aldehyde decarbonylase (ADC). Due to the recent discovery of this pathway, few metabolic engineering strategies have been applied for alkane production. Some strategies focus on improving supply of the acyl-ACP precursor, relying on the native cyanobacterial pathway for alkane synthesis [23], while others have simply transferred the alkane pathway (AAR and ADC) into another host organism [25-27]. With the rapidly growing database of genome sequence information, numerous homologs of AAR and ADC have been identified [26, 27], representing a diverse range of targets for metabolic engineering. Future optimization of the alkane biosynthesis pathway may result in the high alkane yields needed for biofuel production.
2.2. Isoprenoid-based biofuels

The chemical composition of petroleum-based fuels: gasoline, diesel, and jet fuel, includes linear, branched, and cyclic alkanes, aromatics, and chemical additives [28]. Isoprenoid-based biofuels have the structural diversity to mimic these petroleum compounds, with up to 50,000 known isoprenoid structures including branched and cyclic hydrocarbons with varying degrees of unsaturation [29, 30]. Isoprenoids reported to be potential fuel candidates include: the hemiterpene (C5) isoprene; monoterpenes (C10): terpinene, pinene, limonene, and sabinene; the sesquiterpene (C15) farnesene, and their associated alcohols: isopentenol, terpineol, geraniol, and farnesol [12, 31]. Two metabolic pathways are capable of producing the isoprenoid building blocks isopenteny1 pyrophosphate (IPP) and dimethylallyl diphosphate (DMAPP): the mevalonate (MVA) pathway [32] and the methylerithritol phosphate (MEP) pathway, also known as the 1-deoxy-D-xylulose-5-phosphate (DXP) pathway and the non-mevalonate pathway (Figure 3) [33]. In general, the MVA pathway is found in eukaryotes and archaea while the MEP pathway is utilized by prokaryotes. In agreement with the proposed evolutionary origin of plants, they contain both isoprenoid pathways with the MEP pathway localized in the plastid and the MVA pathway in the cytosol [34]. The MVA and MEP pathways differ with respect to their requirement for carbon, energy, and reducing equivalents; this is illustrated by the net balances for IPP biosynthesis from glyceraldehyde-3-phosphate (GAP):

\[
\text{MVA: } 3 \text{ GAP } + 3 \text{ ADP } + 4 \text{ NAD(P)\textsuperscript{+}} + 2 \text{ P_i } \rightarrow \text{ IPP } + 4 \text{ CO}_2 + 3 \text{ ATP } + 4 \text{ NAD(P)\textsuperscript{H}} \tag{1}
\]

\[
\text{MEP: } 2 \text{ GAP } + \text{ ADP } + \text{ CTP } + \text{ P_i } \rightarrow \text{ IPP } + \text{ CO}_2 + \text{ ATP } + \text{ CMP } + \text{ PP_i} \tag{2}
\]

Based on these balances, IPP production via the MEP pathway is more efficient at carbon utilization, as only 2 GAPs are required and 1 CO\textsubscript{2} is emitted, compared to 3 GAPs and 4 CO\textsubscript{2} for the MVA pathway. On the other hand, IPP production via the MVA pathway is more energy efficient overall, resulting in ATP generation and yielding a net gain in reducing equivalents (NAD(P)\textsuperscript{H}). These carbon, energy, and reducing equivalent requirements should be considered when designing a metabolic engineering strategy for isoprenoid biosynthesis.

The MVA pathway interfaces with the primary metabolism at the acetyl-CoA node (Figure 3), and it can be divided into two parts: the top, which involves 3 enzymatic steps to convert acetyl-CoA to MVA, and the 3 enzymatic conversions of the bottom portion to produce IPP from MVA. One novel metabolic engineering strategy compared the efficiencies of the top and bottom portions of the MVA pathway in \textit{E. coli} using heterologously expressed pathways from 5 different eukaryotic sources. The most efficient top and bottom portions were combined to maximize the yield of isoprenoid building blocks [35]. Accumulation of an intermediate metabolite, 3-hydroxy-3-methyl-glutaryl-CoA (HMG-CoA), is a known bottleneck in the top MVA pathway, and HMG-CoA was also shown to inhibit cell growth in \textit{E. coli} [36]. Thus, overexpression of the HMG-CoA reductase (HMGCR) increased MEV production and synthesis of subsequent FPP-derivatives in both \textit{E. coli} and \textit{S. cerevisiae} [36-38]. Whole pathway
expression and elimination of the HMGCR bottleneck have proven to be successful techniques for enhancing the metabolic throughput of the MVA pathway.

The MEP pathway requires two primary metabolites as precursors: GAP and pyruvate (PYR) (Figure 3). Compared to the 6 enzymatic steps of the MVA pathway, the MEP pathway is comprised of 7 steps. Metabolic engineering strategies for the MEP pathway have primarily focused on the first two enzymatic steps. Overexpression of 1-deoxy-D-xylulose-5-phosphate synthase (dxs), catalyzing the conversion of GAP and PYR to 1-deoxy-D-xylulose-5-phosphate (DXP), resulted in 6-10-fold increases in the final isoprenoid product [39, 40]. Targeting the next enzymatic step through overexpression of DXP reductoisomerase (dxr) was shown to have little effect on isoprenoid production using the native gene; however, expression of dxs and dxr from Bacillus subtilis improved isoprenoid production 2.3-fold in E. coli [41]. The final step of the MEP pathway was also shown to be rate-limiting, as heterologous expression of IPP isomerases (IPPI) enhanced isoprenoid production in E. coli [42]. Based on its rate-limiting steps, the MEP pathway is a prime candidate for a push-pull metabolic engineering strategy, whereby overexpression of the first step ‘pushes’ carbon flux into the MEP pathway and overexpression of the final step ‘pulls’ the metabolic flux towards the end product. This strategy yielded nearly 2-fold improvements in isoprenoid production in E. coli [43, 44]. Lastly, overexpression of the entire MEP pathway can increase isoprenoid biosynthesis. In fact, Leonard and colleagues demonstrated that 5 additional copies of the MEP pathway genes yielded the highest production, while further increasing the gene copy number to 10 produced lower titers [45].

While targeted gene overexpression may alleviate pathway bottlenecks, the pathway is still subject to native regulatory mechanisms which may limit isoprenoid biosynthesis from either the MVA or MEP pathways. A highly successful strategy for overcoming regulatory limitations is overexpression of the non-native isoprenoid pathway. Expression of the MVA pathway from Saccharomyces cerevisiae in E. coli has enabled higher levels of isoprenoid synthesis compared to engineering the native MEP pathway as the sole isoprenoid pathway [46-50]. The success of this strategy has made it a favorite among metabolic engineers seeking to improve isoprenoid biosynthesis. Farmer and Liao presented a clever approach for regulating the carbon flux into an engineered MEP pathway in E. coli [51]. In this work, a native regulatory circuit was used to control the carbon flux into and through the MEP pathway by regulating expression of two key enzymes: phosphoenolpyruvate synthase (PPS) and isopentenyl diphosphate isomerase (IPPI). Under excess carbon flux, expression of pps and idi was activated using the regulatory circuit, redirecting carbon flux into and through the MEP pathway, yet when the carbon flux was growth limiting, expression of these genes was reduced. This strategy allows for high isoprenoid production without negatively impacting cell growth. As evidence, the regulated pathway improved isoprenoid titers by 50%, while simply placing pps and idp under control of strong tac promoters resulted in growth inhibition [51]. Native regulatory mechanisms are often obstacles limiting isoprenoid biosynthesis, yet they can also be exploited to optimize the flux balance to support both cell growth and isoprenoid production.

Additional targets for improving isoprenoid-based fuel production include precursor supply, cofactor supply, and optimization of the downstream fuel synthesis pathway. Acetyl-CoA is
the precursor for isoprenoid production via the MVA pathway. Overexpression of acetaldehyde dehydrogenase (ALDH) and acetyl-CoA synthetase (ACS), both of which produce acetyl-CoA, increased the acetyl-CoA supply and subsequently isoprenoid biosynthesis in \textit{S. cerevisiae} \cite{52}. On the other hand, the MEP pathway requires two precursors from the glycolysis pathway: PYR and GAP. The supply of these metabolites is complicated by the fact that PYR is derived from GAP, and consequently, the PYR/GAP balance is an important metabolic engineering target. The supply of GAP was shown to be limiting in \textit{E. coli}, as modifying the conversion between PEP and PYR to redistribute the flux toward GAP synthesis increased isoprenoid production \cite{53}. In addition to the carbon precursors, co-factors in the form of energy (ATP, CTP) and reducing equivalents (NADPH) are also required for isoprenoid synthesis. Co-factor supply is often overlooked in strategies for isoprenoid production, yet by improving the availability of NADPH in \textit{S. cerevisiae}, isoprenoid synthesis through the MVA pathway increased by 85\% \cite{54}. This result emphasizes the importance of co-factor availability. Despite optimizing production of the isoprenoid building blocks, the downstream efficiency of assembling the final fuel product may still limit the overall yield. Successful strategies for improving downstream efficiency include overexpression of GPP and FPP synthases \cite{47}, overexpression and codon optimization of hemiterpene, monoterpene, and sesquiterpene synthases \cite{41, 47, 48}, fusion proteins to localize FPP synthesis and its conversion to sesquiterpene \cite{47}, and downregulation of competing products like squalene \cite{37, 48}. The optimized production of isoprenoid-based fuels requires strategies to address limitations throughout the metabolic pathway, from precursor and co-factor supply to end product synthesis.

3. Influence of feedstock on hydrocarbon-based biofuel production

While hydrocarbon-based biofuel production relies on the biosynthetic pathways discussed in the previous section, the source of feedstock plays an important role in the overall production process. As discussed in the Introduction to this chapter, there are two main feedstocks for biofuel production: lignocellulosic biomass and gaseous CO$_2$, supporting the production of second and third generation biofuels, respectively (Figure 1). Both processes ultimately rely on CO$_2$ and sunlight as the carbon and energy source, but the microbial conversion processes are distinctly different between the two feedstocks. Lignocellulosic biomass deconstruction produces organic carbon, mostly in the form of hexoses and pentoses (C5 and C6 sugars); this feedstock requires heterotrophic microorganisms to convert the organic carbon into biofuel. Alternatively, the fixation of inorganic carbon feedstock (CO$_2$/HCO$_3^-$) into biofuel is reliant upon autotrophic microbes. The heterotroph vs. autotroph requirement of the respective feedstocks is an important distinction from both the metabolic engineering and biofuel production perspectives. Only a few model microorganisms are capable of both heterotrophy and autotrophy, resulting in different host candidates for second and third generation biofuel production. The feedstock will also influence the metabolic engineering targets, as heterotrophs utilize glycolysis and oxidative phosphorylation pathways for carbon consumption and energy production while oxygen-generating autotrophs utilize the Calvin-Benson-Bassham cycle and photosynthesis under light conditions (Figure 4). This section will discuss the host
organisms, engineering strategies, and biofuel production processes specific to each carbon feedstock.

**Figure 4.** Heterotrophic (A) and autotrophic (B) pathways for carbon utilization, with the Embden-Meyerhof-Parnas (EMP) pathway (glycolysis) in black, the pentose phosphate pathway (PPP) in blue, pentose utilization pathways in red, glycerol metabolism in purple, and the Calvin-Benson-Bassham cycle in green. Abbreviations for metabolites and enzymes are listed at the end of the chapter.
3.1. Hydrocarbon biofuel production from organic carbon feedstocks

The release of C5 and C6 sugars from lignocellulosic biomass deconstruction supports the growth of heterotrophic microorganisms and the metabolic conversion of sugars into biofuel. Representative hydrocarbon-based fuel titer ranges produced by engineered, heterotrophic hosts are listed in Table 1. The most common heterotrophic hosts for biofuel production are the model organisms *Escherichia coli* and *Saccharomyces cerevisiae*. These hosts are attractive candidates for fuel production due to their fast growth rates, well-known genetics and regulation, advanced molecular tools for genetic engineering, and established use in the industrial setting. Neither *E. coli* nor *S. cerevisiae* naturally produce significant amounts of hydrocarbon-based fuels, necessitating the application of metabolic engineering techniques. Heterotrophic organisms that naturally produce hydrocarbon-based fuels are also potential hosts for large-scale biofuel production. For example, *Bacillus subtilis* naturally produces higher concentrations of isoprene than other commonly known bacteria like *E. coli* [55]. *B. subtilis* is also a model organism for Gram-positive bacteria with established tools for genetic modification, advancing its appeal as a host for isoprene production. Similarly, heterotrophic algae can produce significant quantities of TAG. This has motivated some preliminary investigation into engineering the model green alga, *Chlamydomonas reinhardtii*, for TAG production [56-58]. While most metabolic engineering efforts have focused on these model heterotrophic hosts, genetic tools can be developed for other organisms with desirable fuel production traits.

<table>
<thead>
<tr>
<th>Hydrocarbon Fuel/ Fuel Precursor</th>
<th>Concentration Range</th>
<th>Microbial Hosts</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Heterotrophic Production</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FFA</td>
<td>0.5 – 7 g/L</td>
<td><em>Escherichia coli</em></td>
<td>[5, 12, 13, 19, 59, 60]</td>
</tr>
<tr>
<td></td>
<td>0.024 – 0.2 g/L</td>
<td><em>Saccharomyces cerevisiae</em></td>
<td>[61, 62]</td>
</tr>
<tr>
<td>TAG</td>
<td>20 - 32.6% dcw, 0.12 g/L</td>
<td><em>Chlamydomonas reinhardtii</em></td>
<td>[56-58]</td>
</tr>
<tr>
<td></td>
<td>0.4 – 0.7 g/L</td>
<td><em>Saccharomyces cerevisiae</em></td>
<td>[63, 64]</td>
</tr>
<tr>
<td>FAEE</td>
<td>0.07 – 1.5 g/L</td>
<td><em>Escherichia coli</em></td>
<td>[18, 19, 65-67]</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td><em>Saccharomyces cerevisiae</em></td>
<td>[17]</td>
</tr>
<tr>
<td>Fatty alcohols</td>
<td>0.001 – 1.67 g/L</td>
<td><em>Escherichia coli</em></td>
<td>[13, 19, 22, 27, 59, 66, 68]</td>
</tr>
<tr>
<td>Alkanes/Alkenes</td>
<td>0.042 – 0.32 g/L</td>
<td><em>Escherichia coli</em></td>
<td>[25, 27]</td>
</tr>
<tr>
<td>Other Isoprenoids (lycopene, β-carotene, amorphadiene)</td>
<td>0.002 – 1 g/L</td>
<td><em>Escherichia coli</em></td>
<td>[35, 39, 42, 45, 50, 69]</td>
</tr>
<tr>
<td></td>
<td>0.01 g/L</td>
<td><em>Saccharomyces cerevisiae</em></td>
<td>[37, 52]</td>
</tr>
<tr>
<td>Hydrocarbon Fuel/Fuel Precursor</td>
<td>Concentration Range</td>
<td>Microbial Hosts</td>
<td>References</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>---------------------</td>
<td>----------------</td>
<td>------------</td>
</tr>
<tr>
<td>levopimaradiene, cubebol</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isoprene</td>
<td>0.31 – 0.53 g/L</td>
<td><em>Escherichia coli</em></td>
<td>[41, 49]</td>
</tr>
<tr>
<td></td>
<td>0.002 g/L</td>
<td><em>Bacillus subtilis</em></td>
<td>[55]</td>
</tr>
<tr>
<td>Farnesol</td>
<td>N/A</td>
<td><em>Escherichia coli</em></td>
<td>[48]</td>
</tr>
<tr>
<td></td>
<td>0.009 – 0.15 g/L</td>
<td><em>Saccharomyces cerevisiae</em></td>
<td>[37, 38, 70, 71]</td>
</tr>
<tr>
<td>Farnesene</td>
<td>0.38 – 1.1 g/L</td>
<td><em>Escherichia coli</em></td>
<td>[47, 72]</td>
</tr>
</tbody>
</table>

**Autotrophic Production**

<table>
<thead>
<tr>
<th></th>
<th>Concentration Range</th>
<th>Microbial Hosts</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFA</td>
<td>0.11 - 0.20 g/L</td>
<td><em>Synechocystis sp. PCC 6803</em></td>
<td>[73-75]</td>
</tr>
<tr>
<td></td>
<td>0.015 - 0.06 g/L</td>
<td><em>Synechococcus elongatus PCC 7942</em></td>
<td>[73, 75, 76]</td>
</tr>
<tr>
<td></td>
<td>0.051 g/L</td>
<td><em>Synechococcus sp. PCC 7002</em></td>
<td>[77]</td>
</tr>
<tr>
<td>TAG</td>
<td>28.5% dw</td>
<td><em>Chlamydomonas reinhardtii</em></td>
<td>[57]</td>
</tr>
<tr>
<td>FAEE</td>
<td>0.077 – 0.086 g/L</td>
<td><em>Synechococcus sp. PCC 7002</em></td>
<td>[77]</td>
</tr>
<tr>
<td>Fatty alcohols</td>
<td>200 µg/L</td>
<td><em>Synechocystis sp. PCC 6803</em></td>
<td>[23]</td>
</tr>
<tr>
<td>Alkanes/Alkenes</td>
<td>150 µg/L/OD730</td>
<td><em>Synechocystis sp. PCC 6803</em></td>
<td>[23]</td>
</tr>
<tr>
<td></td>
<td>0.05 g/L</td>
<td><em>Synechococcus sp. PCC 7002</em></td>
<td>[26]</td>
</tr>
<tr>
<td></td>
<td>N/A</td>
<td><em>Thermosynechococcus elongatus BP-1</em></td>
<td>[26]</td>
</tr>
<tr>
<td>Isoprene</td>
<td>0.5 mg/L</td>
<td><em>Synechocystis sp. PCC 6803</em></td>
<td>[78]</td>
</tr>
</tbody>
</table>

Table 1. Hydrocarbon fuels and fuel precursors produced by genetically engineered microorganisms.

Most heterotrophic hosts for biofuel production utilize the Embden-Meyerhof-Parnas (EMP) pathway for sugar catabolism (Figure 4). The EMP pathway has evolved for efficient carbon utilization and is typically not rate-limiting for fuel production. As such, EMP pathway enzymes are not often targeted for genetic manipulation. However, the organic feedstock from lignocellulose deconstruction is comprised of a range of sugars, including hexoses: glucose, mannose, and galactose, and pentoses: xylose and arabinose [79]. A major concern in converting these sugars into fuel is the efficient utilization of all available hexoses and pentoses. While some organisms like *E. coli* can naturally metabolize these different forms of sugar, others, like *S. cerevisiae*, can only utilize specific forms [80]. *S. cerevisiae* does not naturally express pathways for catabolizing pentoses. There are two known pathways for xylose catabolism, both of which have been expressed in *S. cerevisiae* [81-83]. Xylose can be converted into xylulose-5-phosphate (Xu5P), an intermediate in the pentose phosphate pathway (PPP), through expression of a xylose isomerase (XI) and xylulose kinase (XK) [82]. Alternatively, the XI can be replaced by a xylose reductase (XR) and xylitol dehydrogenase (XDH) [81, 82]. Complications
in these two xylose utilization pathways include the inhibition of XI by xylitol (Xol) and the reducing equivalents required by XR and XDH [80]. Successful strategies for engineering xylose utilization in *S. cerevisiae* include expression of a fungal XI from *Piromyces* sp. E2 along with overexpression of the non-oxidative PPP pathway [84] and expression of XR and XDH from the xylose-fermenting yeast *Pichia stipitis* [85]. Two pathways have also been expressed in *S. cerevisiae* for arabinose utilization [86, 87]. The bacterial pathway for arabinose catabolism consists of 3 enzymatic steps, while the fungal pathway involves 5 enzymatic steps, 4 of which require cofactors of NADPH or NAD⁺ (Figure 4). Efficient arabinose utilization in *S. cerevisiae* has been achieved through heterologous expression of a bacterial arabinose catabolism pathway along with overexpression of the non-oxidative PPP and evolutionary engineering [88]. While most of these metabolic engineering examples focus on utilizing sugars for fermentation to ethanol, the strategies for engineering carbon utilization can also be applied for hydrocarbon-based fuel production.

Unlike *S. cerevisiae*, *E. coli* can utilize the hexoses and pentoses derived from lignocellulose; however, the carbon catabolite repression (CCR) system in *E. coli* leads to inefficient, diauxic growth [89]. Through CCR, *E. coli* sequentially consumes different sources of organic carbon based on substrate preference, leading to delayed and often incomplete utilization of unpreferred sugars like xylose and arabinose. This translates into lower productivities and yields along with downstream complications due to the presence of unmetabolized sugars [80]. As a result, CCR is often targeted by metabolic engineering to alleviate these undesired effects. A common engineering strategy is to use mutants of the transcriptional activator CRP (cyclic AMP receptor protein) which have been modified to eliminate the allosteric requirement for cAMP, thereby leading to expression of the pentose catabolizing pathways in the presence of the preferred substrate, glucose [90]. The phosphotransferase system (PTS), responsible for the preferential uptake of glucose, has also been deleted to encourage simultaneous utilization of mixed sugars [91]. Lastly, deletion of methylglyoxal synthase was shown to improve the co-metabolism of sugars, ostensibly due to elimination of methylglyoxal, an inhibitor of sugar metabolism [92]. Through modifying the components of CCR, *E. coli* can be engineered to efficiently utilize the organic carbon mixture resulting from lignocellulosic degradation.

In addition to the hexoses and pentoses derived from lignocellulosic biomass, glycerol may soon become an inexpensive organic carbon source for fuel production. Glycerol is a byproduct of the conversion of TAG into biodiesel during algal biofuel processing, and thus, large quantities of glycerol may be available for use as an organic carbon source. The main pathway for aerobic glycerol utilization involves a two-step conversion to produce the glycolytic metabolite DHAP [93]. The glycerol utilization pathway is not a common target for metabolic engineering, yet glycerol has been reported as a supplementary carbon source for the production of isoprenoid-based fuels, farnesol and α-farnesene [47, 48]. Future metabolic engineering efforts may focus more on glycerol utilization as the availability of glycerol increases.

Second generation biofuel production still remains to be demonstrated at large scales, yet the overall process is easily integrated with current technologies. Equipment and practices used for agricultural harvesting can be directly applied to harvesting lignocellulosic biomass. In fact, some agricultural processes already produce biomass waste streams that can be utilized
for feedstock, such as corn stover. Moreover, commercial fermenters can be employed as bioreactors for the microbial fuel conversion. The main technical difficulties in large-scale lignocellulosic fuel production center on provision of the carbon source. The quantities of biomass needed to support industrial-scale fuel production will require a significant investment of land and nutrient resources, and the supply will be subject to varying climate conditions. A supply chain infrastructure must also be constructed to harvest the biomass and transport it to the production facilities. A primary technical focus of current research on lignocellulosic-derived fuels is the deconstruction of biomass into useable sugars. The thermal, chemical, and enzymatic processes for biomass deconstruction have been a limiting factor for economical second generation biofuel production [94, 95]. As the cost of biomass deconstruction is reduced with new technology, the large-scale production of second generation biofuels will begin to contribute to the world’s supply of renewable energy.

3.2. Hydrocarbon biofuel production from inorganic carbon feedstocks

The direct conversion of CO$_2$ into hydrocarbon-based fuels could greatly simplify the overall production process and reduce the cost of biofuel production (Figure 1). The search for autotrophic microorganisms capable of performing this CO$_2$-to-fuel conversion started in the late 1970’s with the U.S. Department of Energy’s Aquatic Species Program (ASP) [96]. The ASP isolated and screened over 3,000 species of microalgae from a diverse range of environmental habitats. The program focused mainly on eukaryotic algae, as they naturally produce significant amounts of TAG. During the course of the program, the recombinant DNA technology used in metabolic engineering was developed, yet due to the infancy of this technology, it was not applied to microalgae for fuel applications until near the end of the ASP [15]. With the development of recombinant DNA technology, prokaryotic microalgae (i.e. cyanobacteria, previously known as blue-green algae) were recognized as potential hosts for fuel production, and the successful engineering of cyanobacteria for ethanol production confirmed their potential [97]. Unfortunately, research funding for microalgal fuel production waned as crude oil prices fell in the 1990’s. However, in the late 2000’s, the cost of crude oil soared, spurring a resurgence of interest in microalgae for fuel production and in the application of metabolic engineering to enhance fuel yields. In general, both eukaryotic microalgae (referred to as algae in the subsequent text) and prokaryotic microalgae (referred to as cyanobacteria in the subsequent text) utilize photosynthesis for energy generation and the Calvin-Benson-Bassham cycle for CO$_2$ fixation (Figure 4). However, due to the cellular differences between algae and cyanobacteria, the strategies for engineering autotrophic fuel production will be discussed based on this host division.

3.2.1. Engineering algae for biofuel production

Algae are predicted to have first appeared approximately 1.5 billion years ago from an endosymbiotic event in which a eukaryotic cell engulfed a cyanobacterium [98]. The cyanobacterium evolved into the modern day chloroplast, the algal organelle responsible for photosynthesis and carbon fixation. Today, algae can be found in a wide-range of environmental habitats from freshwater lakes and oceans to deserts and even the snow of the Antarctic
Along with this diversity of habitat, algae have evolved diverse cellular physiologies and genetics, resulting in a wealth of potential hosts and genetic sources for engineering fuel production. Many types of algae are currently under consideration for fuel production due to their natural TAG synthesis, including diatoms, green algae, eustigmatophytes, prymnesiophytes, and red algae. While many types of algae produce the fuel precursor TAG, few algal species have well-developed genetic tools available for engineering improved lipid production. Consequently, there are only a few reported examples of engineering algae for biofuel production.

To date, the only genetic mutation shown to improve lipid production in algae is the elimination of starch biosynthesis, a competing carbon sink. The generation of mutants with impaired starch synthesis using random mutagenesis techniques resulted in up to a 10-fold increase in cellular lipid production in *C. reinhardtii*. Other targeted metabolic engineering attempts, such as overexpression of ACC in the diatoms *Cyclotella cryptica* and *Navicula saprophila*, failed to improve TAG biosynthesis. In addition to targeting overall TAG production, metabolic engineering strategies have been applied to influence the chemical composition of the fatty acid side chains. By expressing two heterologous TEs, the diatom *Phaeodactylum tricornutum* produced TAG with increased levels of lauric acid (C12:0) and myristic acid (C14:0). These shorter chain length fatty acids are more desirable for fuel production, and this demonstrates the potential to control the chemical composition of the fuel product and its associated properties with metabolic engineering. While examples of engineering algal TAG production are sparse, many engineering strategies have proven successful at improving the fatty acid content in plants. These strategies include expression of ACC and KASIII involved in fatty acid biosynthesis, expression of G3P dehydrogenase (GPD) for production of the glycerol backbone of TAG, expression of ATs such as DGAT, expression of TEs to release FFAs, and deletion of desaturases to alter the fatty acid composition. Similar strategies may also be successful at improving TAG production in algae.

The metabolic engineering of algae is complicated by several factors. Most algae have a rigid cell wall structure that makes transformation difficult. A common transformation technique uses glass beads (or silicon carbide whiskers) along with a cell wall-deficient algal strain. The cell wall can be removed using enzymatic techniques or through genetic mutation. Alternatively, a microparticle bombardment technique has been applied successfully to transform many different algal species. In this technique, the recombinant DNA is coated onto a metal microparticle and ‘shot’ into the algal cell using a helium-powered ‘gun’. Other transformation methods include electroporation and the traditional plant transformation technique of *Agrobacterium tumefaciens* T-DNA-mediated transfer. Once the recombinant DNA enters the cell, it must integrate into one of 3 algal genomes: nuclear, chloroplast, or mitochondrial (assuming the transformed DNA is not a stably maintained plasmid). DNA has been successfully integrated into the chloroplast genome via homologous recombination, whereby the recombinant gene and marker are flanked by homologous (i.e. matching) regions of the targeted chloroplast DNA, and the recombinant DNA replaces the matching region in the chloroplast. Unfortunately, homologous recombination does not occur in the nuclear genomes of many algae, and instead, the recombinant DNA is randomly integrated into
the nuclear genome. This complicates metabolic engineering strategies due to the possibility of detrimental genetic effects resulting from the random integration and the lack of a technique for targeted gene knockout. Lastly, algal engineering attempts are often plagued by low gene expression. It has been discovered that many algae, like the model alga *C. reinhardtii*, employ RNA-mediated gene silencing [109]. Numerous strategies have been applied to combat the low gene expression brought about by gene silencing in algae, including codon optimization, the use of 5' and 3' untranslated regions which may participate in regulatory functions, and the inclusion of native intron sequences [108]. Knowledge of the gene silencing mechanisms in algae has led to the development of RNA interference (RNAi) technology for gene knockdown. RNAi exploits the native cellular machinery for gene silencing to reduce the expression of target genes [109]. As we continue to expand our knowledge of algal genetics, the list of engineered algae will rapidly increase. As evidence, the biofuel-relevant alga, *Nannochloropsis* sp., was recently shown to have a high efficiency of homologous recombination in the nuclear genome [110]. This will simplify future strategies for genetic engineering in *Nannochloropsis* sp. Another promising development is the construction of a plasmid for gene expression in *C. reinhardtii* that is now commercially available through Life Technologies [111]. The greater availability and standardization of tools for the genetic manipulation of algae will move algal engineering towards the advanced stages currently seen with other industrial organisms like *E. coli* and *S. cerevisiae*.

### 3.2.2. Engineering cyanobacteria for biofuel production

Cyanobacteria are predicted to be the first microorganisms to develop the capability of oxygenic photosynthesis, some 2.7 billion years ago [112]. Similar to algae, cyanobacteria have a great range of diverse morphologies, cellular functions, and genetics, presumably due to their long evolutionary history and their diverse habitats. As discussed previously, the ASP initially deemed cyanobacteria unfit for fuel production due to their lack of natural TAG accumulation. Since they are amenable to genetic manipulation, however, cyanobacteria can be engineered to produce a range of biofuel products (Table 1). As prokaryotes, cyanobacteria are subject to the traditional methods employed for engineering other well-developed bacterial hosts like *E. coli*. Some strains of cyanobacteria are even naturally transformable, uptaking exogenous DNA from their environment without the use of cell permeabilization techniques [113]. As progenitors of the algal chloroplast, cyanobacteria also integrate DNA into their chromosomes using homologous recombination. Moreover, cyanobacteria do not possess the cellular components for gene silencing. The genetic tools for engineering some model strains of cyanobacteria are well developed and have been used to genetically modify cyanobacteria for several decades [113]. Another advantage of using cyanobacteria as the microbial host for hydrocarbon-based fuel production is that they have been shown to excrete potential fuel precursors such as FFAs [73]. Fuel excretion enables a continuous production process, eliminating the cost associated with harvesting the algal biomass and the time and nutrients needed to repeatedly grow new batches of algae for fuel production. The advantages of straightforward genetic manipulation and fuel excretion make cyanobacteria contenders for large-scale biofuel production despite the disadvantage of low natural lipid yields.
After the initial demonstration of engineering cyanobacteria for ethanol production [97], the production of hydrocarbon-based fuels in engineered cyanobacteria has expanded to include isoprene, FFAs, FAEEs, fatty alcohols, and alkanes/alkenes (Table 1). Isoprene biosynthesis was established in the model cyanobacterium, *Synechocystis* sp. PCC 6803, through expression of the isoprene synthase (*ispS*) from kudzu [78]. Codon optimization of *ispS* and the use of a strong promoter (*psbA2*) increased isoprene production. Engineering strategies targeting the upstream MEP pathway for isoprenoid biosynthesis, as described in Section 2.2 of this chapter, will likely further improve isoprene productivity. The remaining four hydrocarbon-based fuels are all derived from the fatty acid biosynthesis pathway. Common strategies for improving FFA production (see Section 2.1) have proven successful in cyanobacteria [74-76]. Eliminating non-essential, competing pathways such as polyhydroxybutyrate (PHB), cyanophycin, and acetate biosynthesis also improved FFA production [74]. Liu and colleagues engineered a more permeable peptidoglycan layer to improve FFA excretion in *Synechocystis* sp., yet this weakened cell membrane resulted in slower growth rates and may also make the engineered cyanobacterium more susceptible to external predators and toxins that may be present in large-scale cultivations. Initial engineering attempts for fatty alcohol and alkane/alkene production entail expression of a heterologous FAR and overexpression of AAR and ADC, respectively [23, 26]. Alkane/alkene synthesis was also observed with ACC overexpression and native AAR and ADC activities in cyanobacteria [23]. Despite being derived from fatty acids, the synthesis of fatty alcohols and alkanes/alkenes is up to 1000-fold lower than that observed with FFA production (Table 1), suggesting that the conversion of acyl-ACP to the final fuel product is rate limiting. These inaugural proof-of-concept reports illustrate the potential of cyanobacteria as hosts for autotrophic biofuel production, but additional metabolic engineering will be required to achieve the fuel titers necessary for large-scale synthesis.

### 3.3. Heterotrophic vs. autotrophic biofuel production

The selection of organic or inorganic carbon feedstock for biofuel production has downstream ramifications on host selection, product yields, and process requirements. Clearly, the feedstock choice will determine whether a heterotrophic or autotrophic host is required, and in turn, this will influence the metabolic engineering strategy. In general, heterotrophic hosts have generated higher fuel titers than autotrophic hosts, with more than 10-fold higher concentrations of FFAs, FAEEs, fatty alcohols, and alkanes/alkenes (Table 1). This does not imply that heterotrophic production is more advantageous than autotrophic production, for the entire production process must be considered (Figure 1). The sugars from lignocellulosic biomass deconstruction (heterotrophic feedstock) have a higher energy content compared to inorganic carbon (autotrophic feedstock). The overall balances for obtaining one molecule of GAP from heterotrophic and autotrophic metabolisms provide evidence for this:

\[
\text{Heterotrophic: } \frac{1}{2} \text{Glc} + \text{ATP} \rightarrow \text{GAP} + \text{ADP} \tag{3}
\]

\[
\text{Autotrophic: } 3 \text{CO}_2 + 9 \text{ATP} + 6 \text{NADPH} + 5 \text{H}_2\text{O} \rightarrow \text{GAP} + 9 \text{ADP} + 6 \text{NADP}^+ + 8 \text{P}_i \tag{4}
\]
While autotrophic GAP generation requires a significant investment of energy (9 ATP) and reducing equivalents (6 NADPH), heterotrophic GAP production only requires one energy equivalent. However, if a life cycle perspective is considered, the carbon from lignocellulosic feedstocks is ultimately derived from photosynthesis, requiring the same energy and reducing equivalent input as autotrophic microorganisms. Overlooking this fact will bias a direct comparison between heterotrophic and autotrophic fuel production.

One major difference between heterotrophic and autotrophic fuel production is the design considerations for the bioreactor. Heterotrophic microbes, such as *E. coli* and *S. cerevisiae*, are traditional industrial microorganisms with well-established, large-scale cultivation practices and bioreactors. On the other hand, autotrophic hosts like algae and cyanobacteria require light as the energy source to drive photosynthesis and inorganic carbon fixation. This can have a dramatic effect on bioreactor design. Transparent materials can be used with traditional bioreactor designs to allow for light penetration. Light availability, however, will ultimately limit the cell densities of photosynthetic microalgae, and the surface area of light exposure with traditional bioreactor designs is not optimal. Some have proposed to use fiber-optics within the liquid culture to improve light availability [114], but a costly solution such as this is not feasible for a low-value, commodity product like fuel. A wide-range of photobioreactor (PBR) designs have been proposed [115], yet generally, PBRs are characterized by the use of transparent materials, high surface area to volume ratios, and a relatively short pathlength for light. Other PBR design factors include a mechanism for air/CO$_2$ delivery, dissipation of radiative heat, and removal of inhibitory O$_2$ [115]. Due to the low value of fuel products, PBRs for fuel synthesis favor low-tech designs and inexpensive materials to reduce both capital and operating costs. In fact, NASA has proposed to float plastic bags of algal cultures in wastewater to allow for nutrient exchange [116]. Alternatively, open pond systems, traditionally a raceway configuration with a paddle-wheel for mixing, have proven successful for cultivating micro-algae at scale [117]. Unlike PBRs, ponds are open to the environment, allowing for evaporative water loss and pond crash due to contamination by predators and competitors. However, the low capital cost of an open pond system makes this design a contender for fuel production. Clearly, the large-scale cultivation techniques for autotrophic fuel production still require additional development and optimization compared to heterotrophic cultivation.

4. Other metabolic engineering strategies for industrial production of hydrocarbon fuels

In addition to improving hydrocarbon-based fuel synthesis, metabolic engineering strategies can also be applied to address other factors affecting large-scale production. Two main issues will be addressed in this section: product toxicity and industrial strain robustness. Product toxicity was shown to be a limiting factor in the production of first generation biofuels like ethanol. Since the interest in hydrocarbon-based fuels has developed only during the past decade, the toxicities of these fuels have not been fully explored, particularly with respect to autotrophic hosts. Fortunately, interest in hydrocarbon inhibition of microbial growth dates
back almost a century [118], and we can capitalize on this wealth of information to engineer improved product tolerance in microbial hosts. Most fatty acid derived fuel molecules have shown some antimicrobial activity. FFAs, with a diverse range of carbon chain lengths and degrees of unsaturation, impart inhibitory effects on organisms including algae, Gram-negative and Gram-positive bacteria, fungi, protozoans, and various cell types of multicellular organisms [119]. Medium chain fatty alcohols such as pentanol, hexanol, heptanol, and octanol inhibited the biological activity of several algal and cyanobacterial strains, including fuel-relevant hosts \textit{C. reinhardtii} and \textit{Dunaliella salina} [120]. Interestingly, long-chain fatty alcohols (>C14) did not exhibit inhibitory effects on yeasts, suggesting that targeting longer chain fatty alcohols may eliminate the toxicity concern [121]. Similarly, medium-length alkanes (hexane, heptane, and isoctane) were toxic to microalgae while long-chain alkanes (C12-C16) elicited no effect [120, 121]. Microbial TAG and FAEE toxicities have not been reported. However, the phospholipid membrane surrounding algal TAGs may mask potential inhibitory effects, and FAEE production has been linked to the toxic effects of alcohol consumption in humans [122].

Isoprenoid-based fuel molecules have also illustrated inhibitory effects. Cyclic terpenes, such as pinene and limonene (Figure 2), inhibited the growth of bacteria and \textit{S. cerevisiae} [123, 124], while branched isoprenoids, such as farnesyl hexanoate and geranyl acetate, were shown to be toxic to \textit{E. coli} [125]. In fact, \textit{E. coli}’s tolerance to isoprenoid-derived biodiesels and bioaviation fuels only ranged from 0.025 – 1% (v/v) [125]. Based on these previous studies, product toxicity is a major limiting factor and should be integrated into the metabolic engineering strategy.

A variety of strategies can be adopted to address product toxicity. The easiest way to avoid complications from product toxicity is to select non-toxic fuel targets. Toxicity studies can be conducted for each potential host organism, and generally, fatty alcohols longer than C14, alkanes longer than C9, and alkenes longer than C12 have shown minimal microbial inhibition [120, 121]. Alternatively, metabolic engineering techniques can be applied to allow for a more diverse range of hydrocarbon fuel targets. Many cellular modifications have been shown to improve microbial solvent tolerance: changes in membrane lipid composition; altered enzymatic activities of membrane repair and energy transduction enzymes; solvent expulsion via efflux pump activity; and cellular stress responses including heat shock, phage shock, and general stress responses [118, 125, 126]. These natural mechanisms offer a range of engineering targets: expression of a cis-trans isomerase to alter lipid composition; overexpression of enzymes involved in membrane repair and energy transduction; expression of efflux pumps such as \textit{tolC}, \textit{mar}, \textit{rob}, \textit{soxS}, and \textit{acrAB}; and overexpression of stress-induced enzymes such as phage shock protein, heat shock proteins, catalases, and superoxide dismutases [125, 126]. While few metabolic engineering efforts have focused on enhancing product tolerance, a recent study explored improving hydrocarbon-based fuel tolerance in \textit{E. coli} by testing a library of 43 efflux pumps [127]. This work identified efflux pumps that improved tolerance to five potential isoprenoid derived fuels. This preliminary success at engineering solvent tolerance should inspire additional efforts to improve the microbial production of both fatty acid and isoprenoid derived fuels.
In addition to product tolerance, other host traits are desirable for industrial biofuel production, particularly for autotrophic microorganisms. As discussed in the previous section, light availability is often a growth limiting factor in microalgal cultures. Microalgae construct light harvesting complexes (LHC) to capture the available light for use in photosynthesis, and natural species actually absorb more light than is needed for photosynthesis under light intensities > 400 µmol photons m$^{-2}$ s$^{-1}$ [128]. As the sun can generate light intensities as high as 2,000 µmol photons m$^{-2}$ s$^{-1}$ during peak hours, it is estimated that as much as 80% of light absorbed by microalgae is ‘wasted’ as re-emitted fluorescence and heat [129]. In addition to this loss of energy, the excess energy can also cause cellular damage, known as photoinhibition [128]. In nature, this over-absorption of light will give the microalga a competitive advantage, but from a biofuel production perspective, this excess light harvesting will lead to lower culture cell densities and therefore lower biofuel productivities. Thus, there have been many attempts to engineer microalgae to absorb only the amount of light needed for photosynthesis. These efforts target genes of the light harvesting antenna complexes. Most LHC mutants were generated using random mutagenesis techniques including chemical, UV, and transposon mutagenesis [128, 130-134]. Many of these studies focus on the model alga *C. reinhardtii*, but other microalgal species, such as the diatom *Cyclotella* sp. and the cyanobacterium *Synechocystis* sp., have been mutated to reduce the size of their photosynthetic antennae [130, 133]. Several recent works have applied RNAi technology in *C. reinhardtii* to reduce the expression of targeted LHC genes in a more controlled manner [129]. In general, the antenna mutants have shown improved photosynthetic quantum yields, reduced photoinhibition, enhanced productivity under high light conditions, and increased light penetration within the culture [128, 129, 131-134]. While these results are promising, several questions remain to be addressed: Are the photosynthetic antenna mutants genetically stable, or will they revert back to their more competitive and less efficient forms over time? And are these mutants less fit and therefore more susceptible to predators and competitors in open pond systems?

Open pond systems are subject to a variety of changing environmental conditions, and as such, the optimal autotrophic host will have the necessary cellular mechanisms to adapt to these changing conditions. Desirable host traits may include temperature tolerance, salt tolerance, and resistance to predators. Open ponds are exposed to both daily and seasonal temperature fluctuations which often exceed the normal temperature ranges for optimal cell growth and may even cause cell death. Engineering efforts have successfully altered the temperature tolerance of cyanobacteria though either gene knockout or heterologous overexpression of desaturases which influence the viscosity of both the cell and photosynthetic membranes [135]. Alternatively, microalgae with different temperature optima can be rotated seasonally in the open ponds, similar to seasonal crop rotations in agricultural practices. As mentioned previously, open pond systems are complicated by evaporative water loss, particularly for the sunny, arid regions that are ideal for microalgal biofuel production. Evaporation can lead to fluctuations in the salt concentration within the pond culture, and many have proposed to utilize marine or brackish water sources to reduce the cost associated with freshwater systems. Moreover, high salt and saturated salt systems will have lower evaporative water loss compared to freshwater cultures. Naturally salt-toler-
ant microalgae, such as those isolated from marine or even hypersaline environments, may be selected as host for biofuel production, or efficient fuel-producing hosts can be engineered for increased salt tolerance. For example, the cyanobacterium *Synechococcus elongatus* PCC 7942, modified with expression of a Δ12 acyl-lipid desaturase (*desA*), showed improved resistance to salt and osmotic stress compared to the wildtype [136]. Lastly, pond crash due to microalgal predators like rotifers and chytrids is a major problem for open pond biofuel production systems. While there have not been any reported attempts at engineering predator-resistant microalgae, there have been reports of natural defense mechanisms such as palmellloid formation by *C. reinhardtii*, which produces non-motile cell aggregates that are simply too large to be consumed by grazing rotifers [137]. Once the genetic mechanism responsible for palmellloid formation is deciphered, it may be possible to transfer this resistance mechanism to other microalgae using genetic engineering techniques. When devising a metabolic engineering strategy for biofuel production, it is essential to consider the entire genomic landscape and the natural diversity of genetically-driven traits to design the optimal host for the specific industrial constraints.

5. Conclusions and future outlook

The microbial production of drop-in replacement fuels faces unprecedented challenges. The sheer quantity of hydrocarbon product required to meet the world’s ever increasing demand for energy dwarfs the supply of any current microbially synthesized product. Moreover, both second (lignocellulosic feedstock) and third (microalgal feedstock) generation biofuels ultimately rely on sunlight and photosynthesis to supply the energy and carbon feedstocks necessary for production. This requires the development of new technology and infrastructure to facilitate the construction of this new supply chain. Finally, the low value of the final fuel product places additional financial restrictions on the development of large-scale biofuel production processes. For example, previous reports include the addition of exogenous metabolic precursors like mevalonate for isoprenoid production or FFA for FAEE biosynthesis [18, 50]. While these exogenous metabolites boost production of the desired hydrocarbon-based product, this practice is too expensive for large-scale biofuel applications. These challenges currently limit the industrial production of second and third generation biofuels.

Fortunately, new biological and technological tools are rapidly being developed and applied to overcome the obstacles in biofuel production. In addition to the metabolic engineering strategies previously described in this chapter, new global strategies are being applied to engineer microbes for biofuel production. With the affordability of next-generation DNA sequencing technologies, new microbial genomes are being reported at an unprecedented rate, and this information can be used to generate metabolic models for biofuel-producing hosts. In turn, these models can be leveraged to analyze proposed metabolic engineering strategies in silico, reducing the number of costly and time-intensive strain constructions and experiments. This technique was shown to be successful at increasing lycopene production, an isoprenoid derivative, in *E. coli* [69, 138]. The advancement of synthetic DNA technology...
enables new engineering approaches such as multiplex automated genome engineering (MAGE) [139]. In MAGE, synthetic oligomers, consisting of degenerate DNA sequences flanked by regions homologous to the target sequences, are simultaneously transformed into E. coli, and the modified strains are screened for improvements. MAGE was used to target ribosome binding sites, for optimization of protein translation, and to inactivate genes by inserting nonsense mutations; this technique can also be applied to target promoters for improved gene transcription and enzyme active sites for enhanced activities. The technique does have some limitations, however. MAGE will likely require modification of the host organism to allow for efficient integration of the single-stranded oligonucleotides, and a high-throughput screening method is essential for screening the billions of genetic variants that are generated with MAGE. Global or systems-level technologies can also be applied to advance our fundamental understanding of genetic and regulatory mechanisms within a microbial host; this is vital to host development of non-model organisms and newly isolated strains. Omics technologies including genomics, transcriptomics, metabolomics, and proteomics provide global insight at the cellular level, which can be compared across different conditions or time points to identify the native mechanisms that control the cell metabolism. Integration of omics data can identify bottlenecks at the transcriptional, translational, and protein levels, and as such, can be applied to inform the metabolic engineering strategy for biofuel production [34]. Systems-level tools for engineering microbial hosts, including metabolic modeling, MAGE, and omics technologies, will be integral to the successful development of hosts for biofuel production.

Commercial interest in the production of second and third generation biofuels has developed rapidly in the past decade. As evidence of this, there has been a flurry of activity in patent applications regarding microbial hydrocarbon production. Companies invested in heterotrophic hydrocarbon-based fuel production include LS9 [27, 59, 65, 66, 140, 141] and Amyris Biotechnologies [72, 142], which focus mainly on E. coli as the host, and Solazyme [143, 144], which initially focused on fuels derived from algae but has since moved toward more high-value markets, such as cosmetics and nutraceuticals. Most companies interested in algae and cyanobacteria are focused on autotrophically-produced hydrocarbon fuels. Notable companies in this industry include Sapphire Energy [145, 146], Joule Unlimited [26, 77, 147], and Synthetic Genomics [68, 75]. The hydrocarbon-based fuels targeted by these companies span the entire gamut of fatty acid and isoprenoid derived fuel products. Despite this commercial interest, hydrocarbon biofuel production still remains to be demonstrated at scale and in a sustainable manner.

This chapter has described the challenges in microbial hydrocarbon production and presented metabolic engineering strategies to resolve these issues. As is evident from this discussion, microbial-based fuel production is only in the initial stages of exploration, and additional research and innovation is necessary to enable large-scale biofuel production. New metabolic engineering tools and techniques are currently being developed for engineering untraditional hosts like eukaryotic algae and cyanobacteria, and as our understanding of these new hosts matures, significant improvement in hydrocarbon yields is anticipated.
### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,3-BPG</td>
<td>1,3-bisphosphoglycerate</td>
</tr>
<tr>
<td>3-PGA</td>
<td>3-phosphoglycerate</td>
</tr>
<tr>
<td>AAR</td>
<td>acyl-ACP reductase</td>
</tr>
<tr>
<td>AAS</td>
<td>acyl-ACP synthetase</td>
</tr>
<tr>
<td>ACC</td>
<td>acetyl-CoA carboxylase</td>
</tr>
<tr>
<td>ACP</td>
<td>acyl carrier protein</td>
</tr>
<tr>
<td>ACS</td>
<td>acetyl-CoA synthetase</td>
</tr>
<tr>
<td>ADC</td>
<td>aldehyde decarbonylase</td>
</tr>
<tr>
<td>ADH</td>
<td>alcohol dehydrogenase</td>
</tr>
<tr>
<td>ADP</td>
<td>adenosine diphosphate</td>
</tr>
<tr>
<td>AH</td>
<td>aldehyde</td>
</tr>
<tr>
<td>ALDH</td>
<td>acetaldehyde dehydrogenase</td>
</tr>
<tr>
<td>ALR</td>
<td>aldehyde reductase</td>
</tr>
<tr>
<td>AMP</td>
<td>adenosine monophosphate</td>
</tr>
<tr>
<td>AOL</td>
<td>arabinose</td>
</tr>
<tr>
<td>ASP</td>
<td>aquatic species program</td>
</tr>
<tr>
<td>AT</td>
<td>acyltransferase</td>
</tr>
<tr>
<td>ATP</td>
<td>adenosine triphosphate</td>
</tr>
<tr>
<td>cAMP</td>
<td>cyclic AMP</td>
</tr>
<tr>
<td>CCR</td>
<td>carbon catabolite repression</td>
</tr>
<tr>
<td>CMP</td>
<td>cytosine monophosphate</td>
</tr>
<tr>
<td>CO₂</td>
<td>carbon dioxide</td>
</tr>
<tr>
<td>CoA</td>
<td>coenzyme A</td>
</tr>
<tr>
<td>CRP</td>
<td>cyclic AMP receptor protein</td>
</tr>
<tr>
<td>CTP</td>
<td>cytosine triphosphate</td>
</tr>
<tr>
<td>desA</td>
<td>12 Δ acyl-lipid desaturase</td>
</tr>
<tr>
<td>DGAT</td>
<td>diacylglycerol acyltransferase</td>
</tr>
<tr>
<td>DHAP</td>
<td>dihydroxyacetone phosphate</td>
</tr>
<tr>
<td>DMAPP</td>
<td>dimethylallyl diphosphate</td>
</tr>
<tr>
<td>Glc</td>
<td>glucose</td>
</tr>
<tr>
<td>GGPP</td>
<td>geranylgeranyl pyrophosphate</td>
</tr>
<tr>
<td>GPP</td>
<td>geranyl pyrophosphate</td>
</tr>
<tr>
<td>HCO₃⁻</td>
<td>bicarbonate</td>
</tr>
<tr>
<td>HMG-CoA</td>
<td>3-hydroxy-3-methyl-glutaryl-CoA</td>
</tr>
<tr>
<td>HMGCR</td>
<td>HMG-CoA reductase</td>
</tr>
<tr>
<td>IPP</td>
<td>isopentenyl pyrophosphate</td>
</tr>
<tr>
<td>IPPI</td>
<td>isopentenyl diphosphate isomerase</td>
</tr>
<tr>
<td>KAS III</td>
<td>β-ketoacyl-ACP synthase</td>
</tr>
<tr>
<td>L-HC</td>
<td>light harvesting complex</td>
</tr>
<tr>
<td>L-Ru5P</td>
<td>L-ribulose-5-phosphate</td>
</tr>
<tr>
<td>L-Xu5P</td>
<td>L-xylulose-5-phosphate</td>
</tr>
<tr>
<td>L-Xu</td>
<td>L-xylulose</td>
</tr>
<tr>
<td>MEP</td>
<td>methylenetetrahydrofolate</td>
</tr>
<tr>
<td>MVA</td>
<td>mevalonate</td>
</tr>
<tr>
<td>NAD⁺</td>
<td>nicotinamide adenine dinucleotide (oxidized)</td>
</tr>
<tr>
<td>NADH</td>
<td>nicotinamide adenine dinucleotide (reduced)</td>
</tr>
<tr>
<td>NADPH</td>
<td>nicotinamide adenine dinucleotide phosphate (oxidized)</td>
</tr>
<tr>
<td>NADP⁺</td>
<td>nicotinamide adenine dinucleotide phosphate (reduced)</td>
</tr>
<tr>
<td>PBR</td>
<td>photobioreactor</td>
</tr>
<tr>
<td>PDC</td>
<td>pyruvate decarboxylase</td>
</tr>
<tr>
<td>PEP</td>
<td>phosphoenolpyruvate</td>
</tr>
<tr>
<td>P₅</td>
<td>phosphate</td>
</tr>
<tr>
<td>PP₃</td>
<td>pyrophosphate</td>
</tr>
<tr>
<td>PPP₆</td>
<td>pentose phosphate pathway</td>
</tr>
<tr>
<td>PPS</td>
<td>phosphoenolpyruvate synthase</td>
</tr>
<tr>
<td>PTS</td>
<td>phosphotransferase system</td>
</tr>
</tbody>
</table>
D-Ru5P  D-ribulose-5-phosphate  PYR  pyruvate
DXP  1-deoxy-D-xylulose-5-phosphate  R5P  ribose-5-phosphate
DXR  1-deoxy-D-xylulose-5-phosphate reductoisomerase  RBU  ribulose
DXS  1-deoxy-D-xylulose-5-phosphate synthase  RNAi  ribonucleic acid interference
D-Xu5P  D-xylulose-5-phosphate  RuBP  ribulose-1,5-bisphosphate
D-Xul  D-xylulose  S7P  sedoheptulose-7-phosphate
E4P  erythrose-4-phosphate  SBP  sedoheptulose-1,7-bisphosphate
EMP  Embden-Meyerhof-Parnas  TAG  triacylglycerol
F6P  fructose-6-phosphate  TCA  tricarboxylic acid
FAEE  fatty acid ethyl ester  TE  thioesterase
FAR  fatty acyl-CoA reductase  XDH  xylitol dehydrogenase
FBP  fructose-1,6-bisphosphate  XI  xylulose isomerase
FFA  free fatty acid  XK  xylulose kinase
FPP  farnesyl pyrophosphate  Xol  xylitol
G3P  glycerol-3-phosphate  XR  xylulose reductase
G6P  glucose-6-phosphate  Xu5P  xylulose-5-phosphate
GAP  glyceraldehyde-3-phosphate  Xyl  xylose
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