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1. Introduction

Given ever expanding global trade, the international economy is linked to the well-being of major coastal infrastructures such as waterways and ports. Coastal areas comprise about 69% of the major cities of the world; therefore the understanding of how coastal aquatic environments are evolving due to sediment transport is important. This manuscript discusses topics from both modelling and observation of sediment transport, erosion and siltation in estuarine environments, coastal zones, ports, and harbour areas. It emphasises particular cases of water and sediment dynamics in the high energy system of the Po River Estuary (Italy), the Adriatic Sea, the Mokpo Coastal Zone (South Korea), the Yangtze Estuary and the Shanghai Port, the Yellow Sea (near China), and Darwin Harbour (Northern Australia). These systems are under the influence of strong sediment resuspension/deposition and transport that are driven by different mechanisms such as surface waves, tides, winds, and density driven currents.

The development of cities around ports is often associated with the expansion of port activities such as oil, coal, and gas exportation. Such development results in multiple environmental pressures, such as dredging to facilitate the navigation of larger ships, land reclamation, and changes in the sediment and nutrient run-off to catchment areas caused by human activities [1]. The increase in mud concentrations in coastal waters is a worldwide ecological issue. In addition, marine sediment may carry nutrients and pollutants from land sources. An understanding of sediment transport leads to a better comprehension of pollution control, and thus helps to preserve the marine ecosystem and further establish an integrated coastal management system [e.g., 2-3]. [4] observed that many historical sandy coasts have been replaced by muddy coasts, and is considered permanent degradation. Additionally, [5] reported that recreational and maritime activities may be adversely impacted by
processes of sediment resuspension and deposition. It was shown by [6] that increased sediment concentration in the Adriatic Sea has affected the growth of phytoplankton at the sub-surface, because sunlight penetration is considerably reduced.

Before proceeding with the key issues about the transport of sediment in the previously mentioned systems, a brief and summarized overview of the main characteristics and dynamics of sediment transport is provided to contribute to the understanding of this chapter. In general, sediment particles considered in transport of sediment cycle, consist of non-cohesive and cohesive sediment types (Fig. 1a). (a) Sediments of particle size $d_{50} < 4 \mu m$, mud or clay, are classified as a cohesive sediments. In contrast, (b) particle size $d_{50} > 64 \mu m$ may be weakly cohesive; however, these particles are included in the non-cohesive group, and range from mud through to sand [7]. The dynamics of sediment transport rely upon water circulation, salinity concentration, biological interaction, and sediment type. Cohesive sediments, such as clay and small-particle mud, are often transported in the water column, as these sediments are easily suspended by water currents. Alternatively, non-cohesive sediments, such as sand, are usually transported along the bottom by the processes of saltation, rolling, and sliding. Many numerical models include these processes and are based on empirical experiments, often performed in laboratories. These experiments provide estimates of the bed load transport according to particle size, bottom stress, and a threshold stress for initial bed movement [7].

The interaction between sediments is also an important feature pertinent to the transport of sediment. The interaction among cohesive sediments (mud) is different from that of non-cohesive sediments (sand). Cohesive sediments may aggregate, forming flocs of typical sizes of 100-200 µm. This aggregation process is called flocculation, and is caused by chemical or biological interaction. Flocculation is important for increasing the settling velocity; flocculated sediment particles settle faster on the bottom. “Chemical flocculation” is started by salinity ions that attach to the small mud particles, causing electronic forces between these particles, which start aggregating and thus forming a larger mud floc. In contrast, “Biological flocculation” is caused by bacteria and plankton, which produce exopolymer (i.e. a transparent mucus) that acts as glue between mud particles. This mucus results in the formation of extremely large flocs (~1000 µm in size), known as snow flocs [7].

The concentration of sediment near the surface may affect the formation of snow flocs, because sunlight penetration in the water column is decreased due to increased suspended-sediment concentration (SSC) and thereupon the reduced light penetration inhibits the production of plankton. In high turbidity waters, i.e. SSC > 0.5 g l$^{-1}$, marine snow is scarce; however, in less turbid water, i.e. SSC < 0.1 g l$^{-1}$, marine snow is common. Also, algae mats formation may influence the degree of erosion, because they decrease the propensity of sediment resuspension. In contrast, the influence of animal burrows may facilitate erosion [7]. Because of the different types of sediments and the flocculation process, the profile of the vertical distribution of SSC varies considerably. This vertical profile may indicate a well-mixed distribution, a smooth increase in sediment concentration with depth, or a depth-increase concentration with a step shape, called lutocline (Fig. 1b). The lutocline inhibits vertical mixing and thus conserves a nepheloid layer (i.e. bottom layer of high sediment concentration).
This chapter gives an overview of four important suspended sediment transport processes that occur in ports, estuaries and other coastal environments. The following topics are investigated, based upon research on sediment dynamics at the University of New South Wales, Australia:

- The importance of including wave-currents when modelling sediment transport, showing the effect of waves generated during Bora events on SSC and net sediment flux in the Northern Adriatic Sea;

- The effect of increased SSC, combined with increased irradiance factor (Fc) of photosynthetically active radiation (PAR), on phytoplankton blooms (PB), with analysis of the PB event that occurred between January and April 2001 in the Mokpo Coastal Zone (Korea);

- The effect of coastal constructions on sediment transport, with analysis of the effect of dikes on the Yangtze River Delta, and problems with silting in the navigation channel of Shanghai Port (China);
• Tidal circulation modelling, specifically the role of mangrove and tidal flat areas in causing tidal asymmetry, and the effect on the transport of suspended sediment in Darwin Harbour (Australia).

2. Description of study sites

2.1. The Po River and the Adriatic Sea

The Po River (~12.5°E and ~45°N) is 680 km in length, and is located in the northern area of the Adriatic Sea. It provides up to 50% of the total fresh water discharge into the Adriatic Sea (Fig. 2). The annual mean river flow is ~ 46 km³/year, with the maximum river discharge events typically occurring during the spring and a few times in autumn. The climate is temperate, with average temperatures of over 10° C in summer, and over 0° C in winter, and a runoff of 250-750 mm/year. Strong northeasterly winds prevail in winter, known as Bora events (typical wind speed ~30 m s⁻¹). These winds are usually ~10° C cooler than the water in the Adriatic Sea. In contrast, the southeasterly winds, which are often less intense and occur during summer and autumn, are known as Scirocco. The Bora and Scirocco wind conditions result in downwelling and upwelling events, respectively, in the western Adriatic coast [9-11].

The Adriatic Sea is a semi-enclosed sea, being one of the arms of the Mediterranean Sea. The Adriatic is connected to the eastern part of the Ionian Sea through the Ontranto Strait (Fig. 2). This sea is approximately 800 km long and 200 km wide. Depths vary from less than 200 m in the northern area, up to 1320 m in the southern area – with such depths covering an entire ~120 km wide expanse (i.e. South Adriatic Pit, [12]), and reduce to less than 800 m at the 70 km wide Ontranto Strait [10]. The eastern coast of the Adriatic Sea comprises numerous islands varying in main diameter from a few tens of meters up to tens of kilometres, and this coastline has many zones of high steepness. In contrast, the western coast has isobaths running parallel to the coastline and a smoother slope compared to the eastern coast (Fig. 2). The Adriatic Sea receives the runoff of 28 rivers, mostly located along the coast of Italy. The main river inflow to the Adriatic is from the Po River; however, the rivers Tagliamento, Piave, Brenta, and Adige together contribute a runoff of ~15.2 km³/year, which is nearly one third of the Po’s total runoff. The remaining 23 rivers in the Adriatic provide an average runoff of ~8 km³/year [11].

The general circulation in the Adriatic Sea has been studied using field data and numerical simulations by [1, 10, 13-16], and is observed to be a cyclonic (anti-clockwise) circulation that is highly variable with the seasons [10, 13-17]. The annual water temperature excursion exceeds 15° C. [1] observed the intense boundary current on the western side, the Western Adriatic Coastal Current (WACC), which is both thermohaline and wind driven. The WACC reaches maximum velocities during winter, under the influence of strong northeasterly wind stress, i.e. Bora events [18]. The thermohaline component of the WACC is mainly forced by river discharge from the Po River, and thus reaches maximum intensity during spring and autumn [9, 19]. The position of the WACC is deflected from the inshore areas in winter, towards the shelf slope during the summer by an opposite wind-driven current due...
to Scirocco events. Similar processes showing boundary currents being pushed offshore by opposing wind-driven currents have also been observed at other shelves, such as: the Great Barrier Reef, the continental shelf north of the Monterey Bay, and New Jersey shelf [20-22].

Figure 2. The Adriatic Sea location and a synthesized description of the main circulation.

Thermal balance in the Adriatic Sea is complex and influenced by river discharge (e.g. the Po River), surface heat flux by the wind (Bora and Scirocco events), and heat flux through the Otranto Strait. Water masses of the Northern Adriatic are renewed each year when the colder and denser water mass sinks and moves along the seabed to the deep basin of the Adriatic [1]. This northern Adriatic water mass forms a “denser cascade water”, which, for the Adriatic Sea, is caused by temperature gradients, while for many aquatic systems, located in Tropical and Sub-tropical areas, this is often caused by hypersaline waters [e.g. 23-30]. During the spring and summer, however, the water mass in the northern Adriatic is warmed up and forms a well-defined thermocline. Furthermore, the water discharge from the Po River is an important controlling factor to the baroclinic currents in the basin of the Adriatic Sea [9]. The thermal balance within the Adriatic Sea is also maintained by the net heat inflow through the Otranto Strait from the Ionian Sea [1].

The annual load of sediment from the Po River is 10-15 × 10⁶ tons/year. The sediment in the Northern Adriatic Sea is mainly formed by sand with grain size varying from 50 to 2000 µm, and silt with grain size between 2 and 50 µm. The smaller sediment particles, i.e. clay, are also observed, however, they do not provide the major contribution of fine sediment in the
northern area [1]. This chapter concerns the sediment transport in the Adriatic Sea of two classes: sediment particles larger and smaller than 50 µm grain size. [31] suggested that fine sediments such as silt and clay are mostly supplied from the Northern Adriatic Sea Rivers (e.g., Po River). Sediment is supplied into the sea and later dispersed through local circulation. Because the general circulation of the Northern Adriatic Sea is cyclonic, with the presence of the WACC on the western coast, there is a possibility that the sediment input from the rivers in the Northern Adriatic is transported southward by the coastal current. Therefore, the bottom sediment distribution would be predominantly sorted by the grain size according to their respective settling velocities.

2.2. The Youngsan River and the Mokpo Coastal Zone (Korea)

The Youngsan River Estuary (YRE) is located in the Mokpo coastal zone (MKZ), in the southwestern area of South-Korea (Fig. 3). The annual mean river flow is ~1.5 km$^3$/year, and the sediment load to the Yellow Sea is 0.7 x 10$^6$ tons/year. The climate is temperate, with average temperatures typically between 1.7$^\circ$C and 4.4$^\circ$C during winter and between 21.4$^\circ$C and 26.1$^\circ$C in summer. Maximum rainfall generally occurs during summer, accounting for 50 to 70% of the annual precipitation. Annual runoff is 250-750 mm. [11, 32-33]. The Mokpo area is located at the southeastern boundary of the Yellow Sea, and the YRE is connected to the Yellow Sea through four narrow inlets (i.e. ~1-3 km wide).

![Figure 3](image)

Tidal features in the YRE are mixed, but predominantly semidiurnal according to the criteria of A. Courtier of 1938 [34], with the tidal form number \(N_f = (K_1+O_1)/(M_2+S_2) = 0.28\). Although there is the presence of many island and tidal flat areas, the tidal currents of the YRE are ebb dominant. Ebb/flood dominance is characterized by a shortened ebbling/flooding period, resulting
in stronger ebb/flood currents, respectively. In addition, the flooding periods are nearly twice as large as the ebbing periods [35-37]. The ebb dominance is likely to be caused by important features such as the many scattered islands, combined with the extensive tidal flats [35]. Moreover, [38] observed that ebb dominance is likely to appear in regions of abundant tidal flats.

To add complexity to such tidal asymmetry problems (e.g. flood and ebb dominance), the MCZ has three important sea structures: the dike built in 1981, the Youngam seawall built in 1991, and the Geumho seawall built in 1994. Since the construction of these structures, changes in the tidal characteristics such as the increased amplitudes have been observed [37, 39-40].

This chapter section aims to show that in order to properly predict the variability in phytoplankton mass production in the turbid waters of the MCZ, it is important to use a 3D sediment transport model, coupled with the ecosystem model. This solves the variable vertical dynamics of sediment resuspension and mixing [33].

2.3. Yangtze River and the Shanghai Port in the East China Sea

The Yangtze River or Changjiang River (Fig. 4) is the third longest river in the world (6300 km), and the fourth in terms of both water flow (~900 km³/year) and sediment discharge (470-490 x 10⁶ tons/year), with the transport of a dissolved load of 180 x 10⁶ tons/year [11, 41-44]. The climate of this area is temperate, with temperatures of over 10°C in summer and 0°C winter, and an average runoff of 250-750 mm/year, the maximum river discharge occurring in summer [11]. The Yangtze is a mesotidal estuary according to the criteria of A. Courtier of 1938 [34], with a mean tidal range of 2.7 m [43].

Figure 4. The Yangtze River or Changjiang River in China, and the indication of the navigation channel used for the trades of Shanghai Port [source: 44].

The sediment of the Yangtze River Estuary (YRE) mainly consists of small sediment particles of less than 63 μm (over 95%). The system is dominated by small sediment particles that lead to a highly turbid environment, and therefore the near bottom SSC can reach or exceed 4 g/l [44-47].
The Yangtze connects to the coastal zone through four inlets, namely North Branch, North Channel, North Passage, and South Passage. The main physical mechanics driving the transport of suspended sediment (TSS) varies between the four inlets: (a) in the South Passage TSS is mainly driven by tidal distortion, (b) in the North Passage TSS is dominated by gravitational circulation and tidal distortion, (c) in the North Channel TSS is dominated by gravitational circulation, and (d) for the North Branch the main mechanisms are not well described [44, 48-49]. For the North Passage other mechanisms are also suggested to contribute to the TSS and formation of the estuarine turbidity maximum zone (ETM), which include advective transport and turbulence suppression by salinity or suspended sediment induced stratification [50]. [51] performed a large analysis of the temporal and spatial variation of fluid mud, and flocculated settling. However, the joint contribution of the different TSS driving mechanisms with geometry is quite complex and requires further investigation.

The TSS in the Yangtze River Estuary (YRE) has been studied for many years [e.g. 41, 48-49, 52-59]. However, since the completion of the Deep Navigation Channel in 2011, important changes to the local hydrodynamics, and thus to the transport of sediment, are expected. In addition, there is the effect of the fluvial sediment trap by the Three Gorges Dam, which caused a significant decrease to fluvial sediment load [59-60]. Although the reduction of fluvial sediment has been reported, the silting problem attracted attention because the estimate deposition of sediment in the navigation channel was over 100% of the original yearly average predicted value, i.e. 30 million m$^3$ [62]. Recently, [44, 63] have reported that the greater siltation within the delta of the YRE is mostly influenced by the redistribution of local sediment through processes such as erosion and deposition within the delta area.

On Yangtze Estuary is the Shanghai Port, the world’s busiest container port, which is extremely important to the economy of China. During 2010 and 2011, this port handled nearly 30 million container units per year. To facilitate local navigation, the Deepwater Navigation Channel (DNC) was built, 92 km in length and 12.5m deep. Although the channel comprises two dikes of nearly 50 km each, as well as 19 groins built to increase speed along the DNC, silting is still an issue, and dredging maintenance is greater than originally predicted [44, 55, 64-67].

A 1-DV model was applied to study the fine suspended sediment distribution at the South Channel-North Passage of the YRE [68]. Then, a 2D vertical integrated model was used to simulate, and subsequently to investigate the characteristics of tidal flow and suspended sediment concentration at this channel [69]. From these studies it was observed that new features had formed after the finalization of the shipping channel; however, the model used did not include the baroclinic component, which is an important factor in the transport of sediment.

2.4. Darwin Harbour (Australia)

Darwin Harbour (DH) is a shallow estuary, with a typical depth of less than 20 m and a maximum depth of up to ~40m. The harbour is situated in the Northern Territory (NT) of Australia, and connects to the Timor Sea. The land surrounding DH is occupied by the cities of Palmerston and Darwin (the latter is the capital of NT). DH is defined as the water body south of a line from Charles Point (west point) to Gunn Point (east point), and comprises the Port Darwin, Shoal Bay and the catchments of the West Arm, Middle Arm and East Arm.
Darwin Harbour Advisory Committee 2003]. DH forms two adjacent embayments. The western embayment receives the freshwater inputs predominantly from the Elizabeth River (flowing into the East Arm), the Darwin River, Blackmore River and Berry Creek (flowing into the Middle Arm), while the eastern embayment receives freshwater input from the Howard River [70]. DH area comprises numerous tidal flats and mangroves, with nearly 5% of the whole mangrove area in the Northern Territory, i.e. ~274 km² [71-72].

Darwin Harbour is forced by semi-diurnal tides, and is classified as a macro-tidal estuary (tidal form number Nf = 0.32). The maximum observed tidal range is 7.8 m, with mean spring and neap tidal ranges of 5.5 m and 1.9 m, respectively [11, 73-76].

Evaporation usually exceeds rainfall throughout the year, except during the wet season. From February to October, the evaporation rate ranges from 170 mm to 270 mm, respectively, with an average annual evaporation rate of ~2650 mm. The fresh-water input into DH is negligible in the dry season, and evaporation exceeds river discharge. Therefore, in the dry season salinity concentrations in the harbour may become at least 0.8 psu higher than the adjacent coastal waters [77].

The climate of this region is tropical savannah, with average monthly temperatures of over 20°C throughout the year. DH is located in a subarid/humid area with a typical rainfall of 1500-1600 mm/year (rainfall of 2500 mm in exceptionally wet years). Runoff typically varies between 100 and 750 mm/year, with maximum runoff usually occurring between October and April [11]. Although DH is of great economic importance to the NT, most of the current knowledge about the main driving forces for the local hydrodynamics...
is due to efforts by [75-76, 78-80]. To add complexity to the understanding of the hydro-
dynamical and morphological changes in DH, the combined effect from the headlands,
rivers, and embayments create a complicated bathymetry that leads to the formation of
many tidal jets within narrow channels, eddies etc.

[76] Conducted some research at the western embayment of DH (Fig. 5a), and provided a
calibrated and validated model to study the hydrodynamics in the harbour (Fig. 5b). From
this study, the role that the mangrove and tidal flat areas play on the tidal asymmetry could
be verified. It was thus confirmed that a decrease in area of the tidal flat and mangroves
would lead to increased tidal asymmetry of flood dominance, and, because of this, result in
the net sediment transport to the inner harbour area.

3. Methods

This chapter addresses the different study regions, followed by independent research and
numerical modelling. As such, we have provided the methodology in separate sub-sections.
Each of the following sub-sections summarizes the field work conducted, the calibration,
and validation of the model for the four study sites.

3.1. Setting up of the numerical model for the Northern Adriatic Sea

For the Adriatic Sea, a sediment transport model similar to that of [81] was used, with im-
provements made by incorporating the effect of wave current [1, 82-84]. The Adriatic Inter-
mediate Model was based on the Princeton Ocean Model (POM) [85]; with the horizontal
resolution of 5 km applied to a structured mesh. The model had 21 vertical layers that used
the sigma coordinate, with a high vertical resolution was used near the surface and bottom.
The simulations had the time steps of 7 and 700 seconds for the external and internal modes.
The 2.5 turbulent closure method of Mellor-Yamada was used, and the diffusivity coefficient
for SSC was assumed to be equal to that of heat and salt, and viscosity according to [86].

The flocculation of fine suspended sediment is mostly observed near the Po River mouth,
and in areas before reaching the ocean [87]. Because of that, flocculation or aggregation
processes were neglected, and thus all sediment behaves as a non-cohesive type and moving
as a Newtonian fluid. For the fine sediment, i.e. silt and fine sand (20 < d < 60 µm), resuspen-
sion was caused by turbulence. Inertia of sediment particles was also neglected, and their
vertical velocity parameterized by a small settling velocity ($w_s$). For more information about
the settling velocity, sediment source in the Adriatic Sea, and all the physical and numerical
parameters used in the model, please refer to [1, 82-84].

The tides are known to be relatively week in the Northern Adriatic Sea; however, [83] in-
cluded the tides to observe the tidal current effect on sediment transport. For the bottom
stress two expressions were applied, an expression that considered the wave orbital velocity
on the bottom, and the other expression that neglected this effect. The third version of the
SWAN model was used to simulate the waves. The model was used in the stationary mode
to compute the wave fields under the forcing of 6 hour interval.
The suspended sediment concentration was assumed not to affect water density. It is important to note that this last assumption is only valid for low concentrations of SSC, such as those lower than 1 g/l [e.g., 88-90]. The conservation of SSM in the water column was applied and the fluid considered incompressible. [2] showed that the Adriatic Sea is supplied by a riverine sediment input that is ~1.67 Mt/month, with the Po River contributing nearly 70% of that. The other rivers along the Adriatic coast had the equal contribution, which represented the remaining 30% of the sediment input.

The sediment dynamics in the Northern Adriatic Sea is induced by riverine sources or resuspended sediment from the seabed. Simulations were conducted to quantify the different mechanisms responsible for the transport of suspended sediment [1], and the simulations examining in details the wave-current interaction [84].

The numerical simulations by [1] were: (a) simulation forced only by the Po River plume, (b) simulation forced by the Po River plume and wind stress. (c), d, and f) simulation forced by the Po River plume, wind stress, and additional wave forcing. For the simulation assuming wind effect, the assumed wind conditions were the Bora and Scirocco, which are typical wind conditions of the region [e.g., 9, 14-15, 19, 91] and summarized in [Table 2, in 1]. A homogeneous field with initial temperature of 12°C, and salinity 38 psu were assumed in the model. These are representative of ambient winter conditions without stratification. Simulations for a 30 day period were made, assuming continuous discharge from the Po River.

In contrast, the numerical simulations by [84] were: (a) simulation forced without waves, tides, and SSC effect on water density; (b) simulation forced by waves, but without tides and SSC effect on water density; (c) similar to b, except with waves assumed to be aligned with bottom currents; (d) simulation forced with waves and tides, but without SSC effect on water density; (e) simulation forced with waves and SSC effect on water density, but without tides. River runoff was assumed to be continuous from 1 January 1999 to 31 January 2001. The initial conditions were obtained from climatological simulation of the Adriatic Sea circulation in [17], and the sediment model was coupled with the hydrodynamical model from 1 December 2000.

3.2. Setting up of the numerical model for the Mokpo Coastal Zone

The simulation for MCZ consists of a 3D hydrodynamical model coupled with the sediment transport model, and a 1-D biogeochemical model [33]. The Princeton Ocean Model (POM) was chosen [85]. This model used the 2.5 turbulence closure scheme [92], and included the effect of sediment concentration on water density, and the stability function on the drag bottom coefficient [93]. The biological 1-D Modular Ecosystem Model (MEM) is based on the European Regional Sea Ecosystem Model [94]. This model constrains the physical and geophysical environmental conditions such as photosynthetically active radiation, temperature, and salinity. It also includes the trophic interactions between biological functional groups [95-96].

The simulations were run from January to April 2001, and the vertical salinity and temperature data used to calibrate/validate the hydrodynamical model were obtained by Mokpo National University at seven stations in the Youngsan River Estuary. The period of simula-
tion partially covers the winter to spring seasons, and the distribution of the 7 sampling stations covers areas near the river mouth and upstream regions.

Hourly data from the hydrodynamic and sediment model were provided to the biogeochemical model. Specifically, temperature was used to compute the metabolic response to the biota, salinity was used for oxygen saturation concentration, the vertical diffusion coefficient was used for the biogeochemical-state variables, and the combination of sea surface elevation with suspended sediment concentration was used to estimate light penetration in the water column. The river discharge from the Youngsan Reservoir was also included. The water depth at the Youngsan River Estuarine Bay was assumed to be 21 m. The horizontal grid resolution of the model was 1 km, with 18 vertical sigma layers. The open boundary was forced with the four main tidal components, i.e. $M_2$, $S_2$, $K_1$ and $O_1$. Nodal corrections and astronomical arguments were included to predict tides during the period of simulation.

The initial concentration values of pelagic biogeochemical are listed in (Table 1). The phytoplankton population, biomass content of carbon, nitrogen, phosphorus, and silicon for each phytoplankton group were obtained from [97]. Model sensitivity tests were performed in 8 different simulations, by assuming different parameters for light attenuation and vertical mixing rates, see Table 4 in [33]. A complete description of the whole setting of the model, the modeling experiments, and additional numerical and physical parameters is provided in [33].

<table>
<thead>
<tr>
<th></th>
<th>Nitrate</th>
<th>Phosphate</th>
<th>Ammonia</th>
<th>Silicate</th>
<th>DO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface</td>
<td>2.25</td>
<td>0.26</td>
<td>1.15</td>
<td>6.02</td>
<td>333</td>
</tr>
<tr>
<td>Bottom</td>
<td>1.36</td>
<td>1.20</td>
<td>1.20</td>
<td>7.36</td>
<td>340</td>
</tr>
</tbody>
</table>

Table 1. Initial condition assumed for concentrations of pelagic biogeochemicals (unit in mmol m$^{-3}$) [source: 33].

### 3.3. Setting up of the numerical model for the Yangtze Estuary

To study the hydrodynamics and transport of sediment, the 3D Princeton Ocean Model (POM) was used. This model uses a structured mesh and resolves the equations for momentum, temperature, and salinity using the finite differences method. The vertical coordinate is sigma [85, 98-99], and the turbulent closure method is described in [92, 100], while to compute the vertical mixing processes [101] was used. To compute the horizontal diffusion of momentum, the Smagorinsky diffusion scheme [86] was used. The complete description of the model is shown by [99]. The wetting and drying scheme for the domain is implemented in the model, with a minimum water depth established to avoid negative values [102-103].

To calibrate and validate the model in order to study the transport of sediment in the Deep Navigation Channel DNC of the YRE, field data measured in 2009 were used. The data were collected after the construction of the two dikes and 19 groins; however, the water depth was about 10.5 m at that time [43-44]. The equation used in the model, the initial conditions for the hydrodynamics, and initial sediment distribution are all described in [44]. The physical and numerical parameters are summarized in table 2.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_{sd}$</td>
<td>free settling velocity</td>
<td>$-1.715 \times 10^{-5}$ (ms$^{-1}$)</td>
</tr>
<tr>
<td>$m_1$</td>
<td>empirical settling coefficient</td>
<td>$-0.014$</td>
</tr>
<tr>
<td>$n_1$</td>
<td>empirical settling coefficient</td>
<td>$2.20$</td>
</tr>
<tr>
<td>$m_2$</td>
<td>empirical settling coefficient</td>
<td>$2.89$</td>
</tr>
<tr>
<td>$n_2$</td>
<td>empirical settling coefficient</td>
<td>$2.80$</td>
</tr>
<tr>
<td>$C_0$</td>
<td>Flocculate empirical coefficient</td>
<td>$0.20$ (kgm$^{-3}$)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>empirical coefficient</td>
<td>$10.0$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>empirical coefficient</td>
<td>$0.5$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>empirical erosion coefficient</td>
<td>$2.0 \times 10^{-5}$ (kgm$^{-3}$s$^{-1}$)</td>
</tr>
<tr>
<td>$\tau_c$</td>
<td>critical shear stress for erosion or deposition</td>
<td>$0.05$ (kgm$^{-1}$s$^{-2}$)</td>
</tr>
</tbody>
</table>

Table 2. Parameters used in the sediment transport model [source: 44].

Tidal harmonic components from 8 sites were used to verify the model, and the root mean square error (RMSE). The tidal components used in the model were observed to represent nearly 95% of the tidal oscillation (i.e. $M_2$, $S_2$, $K_1$ and $O_1$). Tidal currents were used to verify the water speed, and a good agreement was achieved. Salinity measurements were used to verify the proper simulation of mixing in the YRE, and aside from the periods of highly vertical stratification during ebb currents, the model properly simulated the temporal variation in salinity at the sampling sites. The final validation of the model was to verify the proper simulation of the transport of SSC, and in general the model could reproduce the physical mechanism driving the transport of sediment well. In summary, aside from drawbacks such as over-mixing of salinity during the neap tide due to the 2.5 Mellor-Yamada turbulence closure scheme, the model was calibrated and verified, and thus was still a valuable tool to study and understand the influence the navigation channel has on the transport of sediment within YRE.

3.4. Setting up of the numerical model for the Darwin Harbour

To simulate the hydrodynamics and transport of sediment for Darwin Harbour, the unstructured numerical model FVCOM was applied [104]. The mesh was formed by 9,666 horizontal grid cells, and 20 vertical layers using sigma coordinate. The horizontal resolution varied between ~20 to ~3,300 m, with the higher resolution areas in the inner harbour and lower resolution in the outer harbour [76].

To force the model at the external open boundary, tidal forcing was used in the coastal area between Charles Point and Lee Point. The tidal components were obtained from TPXO7.2 global model. The semi-diurnal components used to force the model were ($M_2$, $S_2$, $N_2$ and $K_2$), while the diurnal components were ($K_1$, $O_1$, $P_1$ and $Q_1$). Three shallow-water components ($M_0$, $MS_0$, $MN_0$) and two extra tidal components of low frequency were also used, i.e.
M, and Mm. For the internal boundary, e.g. upstream river zones, there are three sources of fresh water in the domain (Elizabeth River, Blackmore River and Berry Creek); however, the simulation was for the dry season and thus river discharge was negligible [76]. In the dry season, the small presence of density-driven currents is often confined upstream of Darwin Harbour, and they are often less than 3% of the maximum tidal current intensity. At the surface, the wind is an important mechanism to cause sediment resuspension, by wind-driven currents and waves [105]. The macro-tides in Darwin Harbour (typical tidal oscillation between 3.7 and 7.8 m), however, dominate the transport of sediment with tidal currents of up to ~3 m s\(^{-1}\) [106]. The additional effects from wind, river discharge and the heat flux at the free-surface boundary were negligible, allowing the simulation to be forced by tides alone.

The bottom drag coefficient (C\(_d\)) was set to be a function of the water depth (see Eq. 2 in 76). The mangrove area was treated differently, because the influence of roots and trees significantly increase the friction and thus reduce water speed [107]. From empirical experiments C\(_d\) was observed to vary between 1 and 10, and its value relies upon tidal conditions, mangrove species, and patchiness of mangrove distribution. Therefore, the main value for C\(_d\) was set to 5. The remaining numerical and physical parameters, such as the viscosity and diffusion coefficient, are all described in more detail in [76].

For the initial conditions, constant values for salinity (33 psu) and temperature (25°C) were used. These are characteristic values during the dry season, and, with the zero river input, result in a barotropic model. The simulation started on 20\(^{th}\) of June 2006 (00:00:00), with a one second time step, and duration of 31 days. Six different simulations were analysed, different sizes of tidal flats and mangrove areas were assumed, and one simulation excluding the presence of tidal flats and mangrove areas. These simulations provide an understanding of the independent effects of tidal flats and mangroves in the tidal asymmetry of Darwin Harbour. There were three main numerical experiments, namely: (Exp. 1) where tidal flats and mangrove areas were considered, (Exp. 2) where mangrove areas were removed from the domain, and (Exp. 3) where both mangrove and tidal flat areas were removed from the domain.

4. Results and discussion

4.1. Sediment transport in the Adriatic Sea

The key results from [84] are summarized as follows:

The Bora wind generated barotropic southward longshore currents that connected to the partially buoyancy driven WACC. This resulted in surface water currents of up to 1.3 m s\(^{-1}\) near the Po River mouth, and maximum bottom currents of 0.3 m s\(^{-1}\) near Ortona. These general features were all in concordance with [108]. The smooth wind conditions resulted in a reduced interior vorticity, which is caused by the orographic incisions around the Dinaric Alps [109]; however, the good representation of the WACC in the Northern Adriatic Shelf combined with the wave-currents provided a realistic physical representation of sediment...
transport during the Bora event. The Bora wind caused higher wave heights on the western coast than on the eastern coast. The wave direction was mainly aligned with the wind direction in the Adriatic Sea; however, the direction was mainly perpendicular when approaching the western coast because of wave refraction.

For low and moderate wind conditions, the modelled waves showed good agreement with observed waves. The measurements used to verify the model were obtained at the buoys at Ancona and Ortona. During strong wind conditions, such as Bora events, the model showed good results compared to observations of the waves at Ortona, while for Ancona the wave response was underestimated by 50%. This was caused by the low horizontal scale resolution of 40 km ECMWF wind fields. Due to the complex orography, the model is incapable of resolving the fine wind variability [91, 110].

![Figure 6](source: 84)

Waves and currents have been shown to affect sediment resuspension in the Bottom Boundary Layer (BBL). Recent field studies conducted near the Po River delta were used to analyse the effect of wave-current interaction [e.g., 111-113]. The simulation without the wave effect (experiment 1) showed the bottom current reaching ~ 0.34 m s\(^{-1}\) during the Bora event. The Bora event caused the bottom stress to increase from 0.01 N m\(^{-2}\) to 0.66 N m\(^{-2}\) (Fig. 6a).
This increased bottom stress results in considerable erosion, and a subsequent increase in concentration of both fine and course sediment near the bottom. During periods without Bora winds, the resuspension was weak, and the fine sediment from the Po River discharge dominated the SSC in the water column. For experiment 2, in which the effect of wave-current interaction was considered (Fig. 6b), the bottom stress reached a maximum value of 2.2 N m$^{-2}$, and the concentration of fine and coarse sediments increased by 80\% (Fig. 7b). The wave-current interaction increased the bottom drag coefficient from 0.0048 to values of up to 0.015 (not shown).

In experiment 1, a high bottom stress was predicted in the north-east shelf along the Italian coast. Therefore, high SSC was obtained (i.e. 28 g m$^{-3}$) near the Po River delta, with similar concentration of coarse and fine sediments, which were very well vertically mixed. In experiment 2 the distribution patterns were very similar to those of experiment 1. The bottom stress and sediment concentration increased in magnitudes to 1.3 N m$^{-2}$ and 50 g m$^{-3}$, respectively. This increase was verified along the coast (~ 200 km long), southwards from the Po River nearshore zone. It was observed that the prediction of the fine suspended sediment concentration showed good agreement with [112]. [113] has also obtained SSC in the range of 70-100 g m$^{-3}$.

Figure 7. The surface (layer 1) fine sediment concentration on 15 January 2001, predicted by experiment 1 (a), Experiment 2 (b), and their difference (c) [source: 84].
The sediment flux was analysed in experiment 1, using results from a cross-sectional area. During the Bora event on 15th of January, an upwelling net sediment flux was observed, despite the downwelling currents along the Italian coast. The horizontal fields near the surface and bottom were also analysed, and a net sediment flux with maximum values of 20 g m\(^{-2}\) s\(^{-1}\), was observed southwards near the Italian coast. The predictions were in agreement with estimates by [113] in a different Bora event. In experiment 1, the southward flux of 10.5 t s\(^{-1}\) (fine sediment) and 9.3 t s\(^{-1}\) (coarse sediment) was calculated at a cross-section area (N) near the Po River delta in the Adriatic Sea. In contrast, for experiment 2, the flux of fine and coarse sediment increased to 25.6 t s\(^{-1}\) and 24.1 t s\(^{-1}\), respectively.

Experiment 3 was conducted to verify the effect from the wave and current aligned to the sediment transport. The net sediment flux of fine and coarse sediment was over predicted by 8% and 9%, respectively, from experiment 2. These small differences are evidence that the wave propagation direction had little effect on sediment flux. This was shown for strong wave conditions by [114].

To observe the effect of the tides, experiment 4 was conducted. It considered the same conditions as experiment 2, with the additional influence of tidal currents. The four main semi-diurnal tidal components were used (i.e. M\(_2\), K\(_2\), N\(_2\), S\(_2\)), and the three main diurnal components (i.e. K\(_1\), O\(_1\), P\(_1\)). The sediment flux at the cross-sectional area (N) was observed to be reduced by 1%, compared with results from experiment 2.

The final experiment was similar to experiment 2. It included, however, the additional influence of sediment concentration on water density, using a simple bulk relation from [83]. Because of the small SSC, the effect on sediment flux was negligible, with slight changes of less than 1%.

4.2. Factors driving the phytoplankton bloom in the Mokpo coastal zone

The results showed little change in phytoplankton biomass throughout the entire water column during January. In contrast, in February the concentration of phytoplankton biomass increased at the surface. In the first two weeks of March this biomass increased significantly, and reached maximum values at the surface after two weeks (i.e. mid March). The model simulated the timing of the phytoplankton blooms well; however, the maximum biomass obtained from the theoretical results was 2-3 times lower than observed values. Some possible explanations for this underestimation are the short period of simulation (4 months), and the use of a 1-D biogeochemical model instead of a 3D model. Moreover, when the sluice gates located upstream are opened, the system temporally becomes a salt-wedge estuary. This increased fresh water input may cause the sinking riverine phytoplankton detritus that flows along the bottom. Additionally, there is a likely effect from the resuspended phytoplankton and/or detritus that were not incorporated in the model [33].

A good correlation was found between the variation in phytoplankton biomass and diatom concentrations. Despite the observed increase in radiance \(Q\) (W m\(^{-2}\)), the diatom bloom finished in April. Diatom concentration decreases mostly because of lack of dissolved phosphate (P) and silicate (Si) in the euphotic zone. This depletion is caused by phytoplankton
uptake combined with stratification-induced limitation of nutrient supply near the bottom. It has been shown that phytoplankton blooms develop due to a decrease in vertical mixing rates. Therefore, the increased vertical mixing that occurs from early January to mid-February inhibits the permanence of phytoplankton cells in the euphotic area [33]. Vertical mixing was increased due to the colder wind decreasing surface water temperatures, which then caused convective overturn in the water column.

The features of phytoplankton biomass (PB) variation were examined for light attenuation coefficients (Fc) of 0.43, 0.46 and 0.49 (Fig. 8). The PB over the euphotic zone increased slowly. All the blooms started at the same time, reaching nearly the same maximum of PB, i.e. 35 mg m⁻². However, the rates of increase were different, with maximum growth rate verified to occur for Fc = 0.49. Moreover, variation between neap and spring tides has also been shown to affect the PB. Water turbidity is increased due to larger sediment resuspension caused by the strong spring tidal current, and thus the PAR attenuation may affect phytoplankton production. The model results showed that the absence of the effect from SSC reduces PAR attenuation, and therefore changes phytoplankton production (not shown). Vertical mixing also affects the PB, because phytoplankton cells are taken to deeper layers where light attenuation is higher [33]. [115] proposed that blooms happen when phytoplankton growth exceeds the rate of vertical movement. Therefore, a decrease in vertical mixing results in phytoplankton blooms in coastal and oceanic waters [e.g. 116-118].

4.3. The effect of dikes on sediment transport in the Yangtze River Estuary

Tidal harmonic components were calculated using measurements from 8 water level stations, and later compared with results of the model. The root mean square error obtained for the 4 main components was under 10%, and the shift of tidal phases less than 10 degrees. In general, the model showed reasonable agreement compared with measurements of tidal oscillation, water current, and temporal variation of salinity and SSC. Details of the model calibration and verification are shown in [44]. The results of the SSC calculated from the model are shown in

![Figure 8. Temporal variation of the vertical integrated chlorophyll-a concentration in the euphotic zone. The numerical experiment for different values of Fc and the simulation start time at January 2001 [source: 33].](image-url)
Fig. 9a). Differences between simulations and observations of the speed increase of the surface flood currents, during the rising sea level, were verified. Observations showed more steepness during flood tides, and, for a short period of time, measured flood current was approximately 20% higher than the model result. In contrast, water currents near the bottom consistently showed good agreement between modelled and observed values at any given time. Even with the minor differences found, the model was properly calibrated, and thus shown to be a valuable tool for studying sediment transport mechanisms in the YRE [44].

Figure 9. (a) Measured (red line) and model simulated (blue dotted line) suspended sediment concentration at 62 cm above the seabed. (b) The tidally averaged residual suspended sediment flux and its three components, i.e. residual flow (Fr), tidal pumping (Ft), and shear dispersion (Fs), where the positive value indicates ebb transport of SSC. (c) and (d) show the tidally averaged suspended sediment concentration after and before the DNC construction, respectively. The location of the dikes is indicated in both figures (c and d), and the location of the sampling station in the DNC (black dot).

Figure 9b shows field data results of the sediment transport near the bottom. During the spring tides between 30th of March and 2nd of April, there was more suspended sediment present at the onset of the ebb tide than at the onset of the flood tide. This resulted in a residual and tidal pumping transport of sediment downstream, where residual transport dominated the total transport of suspended sediment (TSS). Commonly, high residual TSS causes a downstream shear dispersion TSS, whereas low residual transport causes an upstream shear dispersion transport. In contrast, during the neap tide observed from the 2nd of April onwards, the bottom horizontal water velocities were much smaller than those observed during spring tides. Because of this, sediment resuspension decreased considerably, and
therefore the residual transport of SSC was reduced. In addition, tidal pumping was observed to transport SSC mainly landward. The residual transport and shear dispersion were observed to alternate SSC transport between upstream and downstream directions.

The results showed that the maximum SSC is generated in the sand bar area (Figs. 9c,d). The simulation in which the effect of the two dikes was applied (Fig. 9c) showed a discontinuity in the high SSC caused by the DNC, and the maximum SSC was observed adjacent to the north dike (e.g. SSC ~ 6 kg m\(^{-3}\)). In contrast, the simulation without the presence of dikes showed high SSC within the entire sand bar area near the estuarine mouth. The SSC decreasing upstream indicated a low local resuspension of sediment and a low sediment input from river discharge. In addition, the Three Gorges Dam caused a significant decrease in sediment load to the Yangtze River [60-61]. This local sediment resuspension is therefore evidence that the silting occurring within the DNC is caused by redistribution of sediment between the shoals on each side of the dikes.

Comparison between the simulations with and without the dikes, found enhanced ebb dominance to occur with the inclusion of the dikes (not shown). These changes have previously been observed and reported [63], by comparing field measurements obtained before and after construction of the dikes. After construction, the traditional sediment transport path across the estuarine mouth was blocked; however, some sediment may still be transported around the dike edges, and a small amount may enter the channel. This sediment intruding into the DNC is likely to cause siltation near the seaward side of the DNC.

4.4. Tidal asymmetry in Darwin Harbour

The amplitude of the \(M_2\) tidal component was observed to gradually increase from the open boundary (i.e. outer harbour) to nearly 1.7 m in the arms, and decrease from the arms to nearly 1.0 and 0 meters in the tidal flat and mangrove areas, respectively. The decrease in amplitude for the tidal flat and mangrove areas was caused by large energy dissipation due to bottom friction. The phase shifted in areas of the outer harbour and harbour arms, and this shift was caused by reduced wetting-drying areas. The maximum horizontal velocity is about 3.0 m s\(^{-1}\) in the Middle Arm (see Fig. 5). The variation of \(M_2\) tidal current ellipses were observed at many vertical layers and locations of the domain. In the outer harbour the \(M_2\) currents were up to 0.3 m s\(^{-1}\), and up to 0.6 m s\(^{-1}\) in the channel. The horizontal currents were observed to decrease by almost 30 % from the surface to the bottom [76].

Comparison of the three numerical experiments from simulations that neglected the tidal flat or mangrove areas, showed an increase in the tidal amplitude for the inner and outer harbour. The maximum increase was obtained when both tidal flats and mangroves areas were not considered in the domain (0.02 m), while there was an increase of 0.01 m for the simulation neglecting only the mangrove areas. Although the variation of tidal amplitude was observed to be quite small, for the \(M_4\) tidal component, there was an increase in amplification of almost 50% when the mangrove areas were removed, and almost 75% when both the tidal flats and mangrove areas were removed. The phase of the \(M_4\) tidal component was observed to advance almost 20 degrees when the mangrove areas and tidal flats were not included in the domain [76].
To verify the effect of mangrove and tidal flat areas on tidal asymmetry, the tidal asymmetry skewness parameter $\gamma$ was calculated. This allows identification of the major factors controlling tidal asymmetry. For $\gamma$, it was verified that the main tidal components controlling tidal asymmetry were $M_2$ and $M_4$, and so the expression to calculate $\gamma$ was:

$$
\gamma_{M_2/M_4} = \frac{3}{2} \frac{a_{M_2}^2 a_{M_4}^2 \sin(2\phi_{M_2} - \phi_{M_4})}{\left[ \frac{1}{2}(a_{M_2}^2 + 4a_{M_4}^2) \right]^{\frac{3}{2}}}
$$

where $a$ and $\phi$ are respectively the amplitudes, and phases of the astronomical tides $M_2$ and $M_4$.

**Figure 10.** Predicted changes of the coefficient ($\gamma$), with results obtained from the difference between experiment 2 and 1 (A), and 3 and 1 (B). (C) Parameter $\gamma$ calculated for different percentages of mangrove area removed in the East Arm near Station Blay [source: 76].

Figure 10 shows that the removal of mangroves and tidal flat areas resulted in an increased tidal asymmetry. In turn, Darwin Harbour would have more flood dominance in tidal currents (Figs. 10A,B). The maximum increase in asymmetry was observed in experiment 3. The experiments in which different percentages of the mangrove areas were removed are shown in figure 10C. The relation between removed mangrove area and increased tidal asymmetry skewness factor was observed to be almost linear, and increased by 0.1 if 100% of the man-
grove areas were removed. These results demonstrate that the tidal flats and mangrove zones function as sponge zones for dampening tidal asymmetry [76].

5. Conclusions

This chapter provided information about four important suspended sediment transport processes. It showed how wave current interaction increases SSC and therefore affects the net transport of sediment, and demonstrated the importance of applying a coupled hydrodynamical and biogeochemical numerical model to better simulate phytoplankton blooms. In addition, the effect of coastal construction on sediment transport was described, along with the role of tidal flats and mangrove areas in causing tidal asymmetry. Specific conclusions for each case study are as follows:

5.1. Effect of wave current interaction on sediment transport in coastal zones

The general features of the model during the Bora event in January 2001 predicted the WACC, and the large wave fields generated by the strong winds agreed with observations on the western Adriatic shelf. The bottom boundary layer was resolved, and the wave-current interaction was able to be implemented in the model. Moreover, the tidal effect on sediment transport was also examined in the Northern Adriatic Sea.

The model showed that the Bora event occurring from 13–17 January 2001 caused waves with height of 2 m, and period of 5 s. The wave-current near the bottom layer resulted in strong sediment resuspension. The wave effect, combined with the longshore coastal currents and the turbulent driven vertical flux, caused a large southward sediment flux. The flux was estimated using data from a cross-section area of the Adriatic Sea, near the Po River. The experiment including the wave-current interaction showed larger southward sediment flux than the experiment with waves neglected. The sediment flux was clearly maintained by the strong vertical mixing and the bottom sediment resuspension. The results also showed that the southward flux was more confined to the northern area of the Adriatic Sea, and sediment plumes were confined to the western Adriatic shelf north of Ancona.

Simulation results have shown that in areas between the Po River and Ancona, sedimentation and erosion rates doubled due to the combined motion of wave-current interaction in the BBL during the Bora event. Bora events typically occur 9 times during winter seasons [119], and thus the influence of waves is important in the long-term sediment transport at this coastal area. The annual sedimentation rate near the Po River mouths was found to be 2-6 cm yr⁻¹ [120]. The sedimentation rate predicted during the Bora event of 13-17 January 2001 represented nearly 10% of the annual rate. This prediction agrees with observations if we assume the average of ~ 10 Bora events per year. In addition, from experiment 2, it was verified that the high concentration of suspended sediment along the western coast, north of Ancona, was locally driven by waves. Moreover, the wave-current interaction with the BBL enhanced the bottom stress and caused increased sediment resuspension. From the third ex-
Experiment it was observed at the cross-sectional area (N), that wave direction and tides had little effect on sediment resuspension in the northeastern coast of the Adriatic Sea.

5.2. Effect of SSC on phytoplankton bloom

Simulation of phytoplankton biomass dynamics was obtained during the winter and spring seasons. The model was run using irradiance forcings and physical oceanographic forcings such as SSC, temperature, salinity, tides, and vertical diffusivity. The results from winter revealed that cooling of the surface waters induced vertical mixing, and thus inhibited the growth of phytoplankton biomass. In contrast, periods of neap tides combined with increased freshwater discharge decreased vertical mixing, and in turn triggered PB spring bloom. In the tidally turbid coastal waters, such as the MCZ, the small neap tidal currents were not capable of increasing SSC. As a result, more light was observed though the water column, favouring increases in phytoplankton biomass [33].

Results revealed that prediction of phytoplankton blooms are very sensitive to the light attenuation factor (Fc), vertical diffusion (Kv), and suspended sediment concentration (SSC). Moreover, simulations using depth-averaged diffusivity and monthly averaged vertical diffusivity, may hinder the primary production processes. Finally, the simulations revealed the importance of coupling the 3D hydro-sediment model with the ecosystem model, which leads to more realistic estimates of phytoplankton biomass oscillation [33].

5.3. Influence of coastal construction on sediment transport

The simulations were well calibrated and validated using field data measured in the DNC in Shanghai Port on March 2009. Combining the field measurements with the extrapolated results for the whole domain of the YRE, we have verified that the system is highly stratified during neap tides; however, close to well mixed during spring tides. Calculation of the Richardson number revealed the dominance of fresh water inflow over vertical mixing during neap tides; while, in spring tides, vertical mixing overcomes the buoyancy of the fresh water river inflow [44].

The simulations revealed that the transport of sediment into the DNC comes from open areas, rather than from upstream areas as is commonly expected. Therefore, the input from the Yangtze River is not the major source of sediment, causing siltation, in this navigation channel. The dikes were observed to inhibit the majority of the alongshore sediment transport near the delta zone; however some of the sediment transported towards the dikes veers south, and as it approaches the edges of the dikes a small amount may enter the channel. It was verified that, in the North Channel, the estuarine maximum turbidity zone was generated predominantly by gravitational circulation, whereas, in the South Passage, it was generated mainly by tidal distortion effects. For the DNC there was no maximum turbidity generated locally. Some turbid waters in adjacent areas were observed to be transported upstream in this channel. In summary, the simulation results revealed the magnitude of the maximum turbidity zone in the North Passage, and showed that most of the sediment depositing into the DNC is caused by sediment redistribution from adjacent zones [44].
5.4. Tidal asymmetry modulated by tidal flats and mangrove areas

The results obtained from the simulations, combined with field observations, showed that the circulation in DH is mainly driven by tides during the dry season, with negligible wind and river influence. DH is a semidiurnal system, dominated primarily by the $M_2$ tidal component, and secondarily by the $S_2$ component. The maximum velocities observed were in the Middle Arm, with peaks of over 3.0 m s$^{-1}$ at the surface layer. The Middle Arm also had the maximum and minimum vertical shear of the horizontal velocities, which would therefore result in some of the maximum vertical mixing zones of DH.

The sensitivity test evidenced that tidal flats and mangrove areas play an important role in modulating the amplitude and phase of some tidal components. In particular, the amplitude of the $M_4$ component was observed to increase by almost 75%, and the phase was verified to advance/delay a few degrees in the outer/inner harbour respectively. In addition, the amplitude and phase of the $M_2$ component were observed to change in the inner harbour, with an amplitude increase of 1% and phase advance of 4 degrees.

The parameter gamma was calculated, showing variation in the tidal elevation skewness. Gamma was observed to increase by 100% in the absence of mangrove areas, and by 120% in the absence of both tidal flats and mangrove areas. Furthermore, the increase in the elevation skewness correlated almost linearly with the decrease in mangrove area. It was therefore suggested that a similar effect would be found with a decrease in tidal flat areas. The findings of this study show how important flooding estuarine areas, e.g. tidal flats and mangroves, are in modulating tidal asymmetry. These findings could be further used to verify similar effect in other estuaries, bays, and harbour areas. As tidal asymmetry strongly affects sediment transport in the estuaries, care must be taken in terms of the reclamation of the mangrove areas and tidal flats around the harbour watershed.

Acknowledgements

X. H. Wang and F. P. Andutta were supported by a 2011 Australian Research Council/Linkage Project – LP110100652. This work was also supported by the National Computational Infrastructure National Facility at the Australian National University. This is a publication of the Sino-Australian Research Centre for Coastal Management, paper number 10.

Author details

X. H. Wang* and F. P. Andutta

*Address all correspondence to: hua.wang@adfa.edu.au

School of Physical, Environmental and Mathematical Sciences, University of New South Wales at Australian Defence Force Academy UNSW-ADFA, Australia
References


