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1. Introduction

Recently, a hybrid welding technique combining laser welding and arc welding has been finding broader applications in industry due to its unique advantages, such as higher welding efficiency and lower costs [1, 2] compared to the traditional arc welding or autogenous laser welding. Because of rapid melting and solidification occurring in the weld zone, a locally high thermal gradient inevitably exists and accompanies with the whole welding process, which really decides the final residual stress and distortion distributions of weld and affects the remained grain size in the fusion zone (FZ) and heat affected zone (HAZ). Also, the levels of residual stresses and distortions directly influence the weld quality [3]. In comparison with traditional arc welding and autogenous laser welding, the temperature field and residual stress distribution in hybrid laser-arc welding involve more variables because of the additional interaction between the laser and arc plasma [4] thus becoming much more complex and difficult to theoretically and experimentally analyze. Trial-and-error experiments are not able to fully describe those physical mechanisms involved in the hybrid laser-arc welding process. Therefore, the numerical tools have been widely used to help explain the complex welding mechanisms present in the hybrid laser-arc welding process [5, 6].

Up to now, numerical work on the welding process mostly concentrates on traditional electric arc welding, including gas tungsten arc welding (GTAW) [7-9], submerged arc welding (SAW) [10,11], gas metal arc welding (GMAW) [12-16], and partly on laser beam welding (LBW) [17-21]. These studies focused on the heat and mass transfer phenomena in the weld pool [8, 11-15], thermal-induced distortion and residual stresses [16, 17, 19, 20], solidification-induced dendrite growth in the FZ [21], and recrystallization in the heat affected zone (HAZ) [9]. Due to the locally rapid melting and solidification occurring in the welding process, a high temperature gradient—which inevitably exists in the weld zone—
causes a high-stress concentration in the weld zone and nearby HAZ [22], which usually exceeds the yield strength of the material. Large residual stresses presented in the welded structure can obviously reduce the fatigue strength of metal components, causing crack generation and shorten the lifetime of metal component [23], which could possibly have disastrous results. A number of mitigation procedures to reduce and/or eliminate the level of residual stress have been presented by researchers, mainly including enhancement of the material ductility of solidification zone (SZ) and HAZ, and improving the thermal and mechanical conditions in the welding processes [24].

Because of the complex physical mechanisms in the welding process—which are related to the heat source properties, material performance, and welding parameters, etc.—trial-and-error methods to optimize welding parameters takes a long time and is usually more costly. Also, understanding of the physics of the welding process is limited by only using an experimental approach. Numerical simulation as accompanied by theoretical analysis has been widely applied as a cost-efficient way to help explore the welding phenomena in different welding techniques. Eagar et al. [25, 26] spent a lot of time in developing theoretical models for GTAW processes. Dong et al. [27-29] developed numerical models to predict the residual stresses as well as fatigue life of weld obtained by the multi-pass welding process. Deng et al. [30-32] developed a series of numerical models to study the residual stress distribution in variable welding joints.

Compared to the traditional electric arc welding, laser welding has unique advantages such as high energy density, narrow HAZ, low heat input, and high energy efficiency. However, laser welding is also limited by its disadvantages like poor gap bridgeability and high equipment cost. In order to fully use the advantages of both laser and arc welding techniques, Steen et al. [33] introduced for the first time a hybrid technique by combining the laser beam and arc for welding and cutting in the late 1970s. Subsequently, researcher and engineers have presented a number of works on combining the laser and electric arc in the past decades. Considering that interaction between laser beam and arc plasma is complex, the hybrid laser-arc welding and cladding processes have not been understood fully. Most available literature on these approaches is limited at the level of the experimental study including hybrid laser-GTAW, hybrid laser-GMAW, and hybrid laser-plasma arc welding for steels, magnesium alloy, aluminum alloy, titanium alloy and dissimilar materials. In order to further study the welding mechanism of hybrid laser and arc, it is necessary to develop a comprehensive model to understand the heat and mass transfer, residual stress evolution, as well as microstructure formation in the hybrid laser-arc welding process. Zhou and Tsai [34, 35] presented heat transfer and fluid flow models to study the metal inert gas (MIG) welding and laser-MIG hybrid welding processes. Rao et al. [36] reviewed the modeling of hybrid laser-gas metal arc (GMA) welding and presented further studies on synergistic interaction between the laser beam and arc, the metal transfer features, and behavior of shielding gas. Ribic et al. [37] developed a three-dimensional (3-D) finite volume model to study heat transfer and fluid flow in the hybrid laser-GTA welding process. Considering that the microstructure formation of weld has a close relationship with the macro-scale heat transfer and fluid flow, and residual stress fields, it will be very
necessary to integrate the thermal, fluid flow and mechanical modeling with the microstructure evolution like grain growth in the fusion zone and HAZ. Multi-scale and multi-physics modeling is one of most interesting simulation trends in the laser-based heat processes, especially in the hybrid laser-arc welding process.

In this chapter, a 3-D mathematical model will be developed to numerically predict the transient temperature distributions and residual stresses in the hybrid laser-GMA welding of a thick plate of A514 steel in butt joint configuration, as shown in Figure 1. The numerical solution is achieved based on a finite element method by using a commercial numerical package, ANSYS. A Monte Carlo model is introduced to consider the grain growth and phase transformations in the HAZ. The laser and arc heat inputs and heat losses at the surface of coupons are considered by using ANSYS Parametric Designed Language (APDL). The influences of the processing parameters (including welding speed, laser power, wire feed rate, arc power, and stand-off distance from laser to arc) on the profile and geometrical size of the molten pool, residual stress distribution of the weld, and grain size in the HAZ are numerically studied. The numerically obtained results are experimentally verified.

2. Finite element modeling

2.1. Thermal analysis of hybrid laser-GMA welding

In the hybrid laser-GMA welding process, laser and GMA simultaneously heat the coupon surface in local area, which makes the thermal distribution of weld much more complex. In this study, a cylindrical volume heat-source model with a Gaussian distribution is assumed to simulate the heat input by laser, and a double-ellipsoidal volume heat source is selected to consider the heat input by GMA welding. The general thermal governing equation is shown below, in which thermal conduction-induced heat transfer is considered and temperature-dependent material properties are used [38].
\[
\rho c_p \frac{\partial T}{\partial t} = \{L\}^T \left( [D] \{L\} T \right) + \bar{q}_f + \bar{q}_a
\]  

(1)

where \([D]\) = 
\[
\begin{bmatrix}
  k_{xx} & 0 & 0 \\
  0 & k_{yy} & 0 \\
  0 & 0 & k_{zz}
\end{bmatrix}
\]  

and \([L]\) = 
\[
\begin{bmatrix}
  \frac{\partial L}{\partial x} \\
  \frac{\partial L}{\partial y} \\
  \frac{\partial L}{\partial z}
\end{bmatrix}
\]  

(2)

(3)

\(\rho\) is the density, \(c_p\) is the specific heat, \(T\) is the temperature, \(t\) is time, \(k_{xx}, k_{yy},\) and \(k_{zz}\) are the thermal conductivity components along the \(x, y,\) and \(z\) axis, respectively; \(\bar{q}_f\) and \(\bar{q}_a\) are the volume heat generation rates due to the laser and GMA heat input, respectively.

So far, a number of heat source models have been developed to simulate the arc welding and laser welding processes. Laser welding usually consists of laser conduction welding or laser keyhole welding. The former one has lower energy density as compared with the latter one by which a keyhole is formed in the weld pool. A surface heat flux model is usually applied in the thermal analysis of laser conduction welding. However, a volume-distributed heat source model, like rotary Gaussian heat density distribution [39], is usually used for simulating a laser keyhole welding. Compared to the laser beam welding, electric arc welding has much lower energy density, and surface heat flux models with Gaussian distributions used to be applied to simulate the arc heat input in the arc welding process.

Considering that the enthalpy brought into the weld pool by melted wire in GMAW, volume-distributed heat source models are preferred, such as hemi-spherical power density distribution [40], ellipsoidal power density distribution [41], and double ellipsoidal power density distribution [42]. However, all of these heat source models are empirically derived based on the experimentally fitting data. Therefore, each heat source model mentioned above has a certain applicable range in the real production case. It is suggested that engineers in the welding process design should reasonably select a heat source model which matches well with the specific welding process. There are a limited number of publications available to numerically describe the hybrid laser and arc welding process because of lack of knowledge on complex interaction between the material, arc plasma, and laser beam [43]. Current heat source models of hybrid laser and arc including GTAW and GMAW were mostly developed with the help of experimental support [34-37].

In this study, a double-ellipsoidal heat source model is introduced to simulate the GMAW heat input, and a cylindrical heat source model with a sectional Gaussian distribution is used to consider the laser heat input. \(q_{arc}^f (x, y, z, t)\) and \(q_{arc}^a (x, y, z, t)\), depict heat input distributions inside the front and rear quadrants of the GMAW heat source, respectively, which can be expressed as follows [42, 44]:

\[
\bar{q}_f = \begin{bmatrix}
  q_{arc}^a (x, y, z, t) \\
  q_{arc}^f (x, y, z, t)
\end{bmatrix}
\]
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2.2. Mechanical analysis of hybrid laser-GMA welding

The mechanical analyses of hybrid laser and arc welding are similar to the previous studies on the electric arc welding and laser welding. The stress and distortion of weld are mainly caused by the thermally-induced expansion and shrinkage and the accompanying phase transformation-induced volume change. By considering the elastic-plastic material properties, stress and strain relationships in the hybrid laser-GMA weld are given by [38]:

$$\sigma = [D_e] \varepsilon^e$$

where $\sigma$ denotes the stress vector, $[D_e]$ denotes elastic stiffness matrix, and $\varepsilon^e$ denotes elastic strain vector expressed by [30]:

$$\varepsilon^e = [\varepsilon] - [\varepsilon^h] - [\varepsilon^p] - [\varepsilon^{\Delta V}] - [\varepsilon^{TP}]$$

where $\varepsilon^h$, $\varepsilon^p$, $\varepsilon^{\Delta V}$, and $\varepsilon^{TP}$ denote the hydrostatic strain, plastic strain, volume strain, and thermal strain, respectively.
where \( \epsilon \) is the total strain vector, \( \epsilon^a \) is thermal strain vector, \( \epsilon^p \) is the plastic strain vector, \( \epsilon'^{sv} \) is strain vector due to phase transformed induced volume change, and \( \epsilon'^{tr} \) is strain vector due to phase transformation plasticity which is ignored in this study. The boundary conditions taken into consideration in the mechanical analysis assume that one edge of the butt joint is fixed, and the other one is only transversely shrinkage free.

2.3. Grain size prediction model by Monte Carlo method

Grain size evolution and phase transformation play a critical role in deciding the final mechanical properties of weld, and it is necessary to involve those factors in the thermo-mechanical modeling of different welding processes. Many good trials have been performed to numerically predict the grain growth in the fusion zone and heat affected zone for solidification and re-crystallization, respectively, which includes Monte Carlo (MC) model [47-50], phase field (PF) method [51], and cellular automaton (CA) model [52] combined with finite element and finite difference analyses. Here a brief introduction of MC model to predict the grain growth in HAZ will be performed. The detailed description of phase field method and cellular automaton model-based numerical prediction of grain growth in welds can be found in literature [53].

Monte Carlo model-based grain growth prediction generally includes the following several steps: (1) The representation of the considered material in a two-dimensional (2-D) or 3-D of cells, as shown in Figure 2a. The content of each cell stands for its crystallographic orientation. A region consisting of a set of consistently distributed cells with the same orientation value denotes a grain. The grain boundaries are identified by a curve in 2-D matrix or a surface in 3-D matrix between the separate planes or volumes with different orientations. (2) After selecting the matrix type and defining it by an initially random number, the free energy of a cell in the matrix with its specific crystallographic orientation based on its surroundings will be identified. (3) Randomly selecting a new crystallographic orientation for each cell. (4) Calculating the free energy of the new coming element with the new crystallographic orientation, the two energy values and their difference are then calculated. A new grain orientation that will minimize the free energy is generated with the selected transition probability [54]. These four steps will be reiterated many times at random positions in the matrix. The ultimate product is a microscopic simulation of the free energy decaying in the system, which is in fact the main driving force for grain growth. The Hamiltonian demonstrates the interaction among the closest neighbors in a particular cell, which stands for the grain boundary energy and can be calculated as follows [54]:

\[
G = -J \sum_{nn} (\delta s_i s_j - 1)
\]  

(10)

where, \( J \) is a positive constant that characterizes the scale of the grain boundary energy; \( s_i \) is one of the possible orientations, which is set between 1 and \( q \), in the \( i^{th} \) cell of the matrix; \( s_j \) is the crystallographic orientation of one neighboring cell; \( nn \) is the amount of neighboring cells for each element. In the Monte Carlo model, a Moore neighborhood model is selected.
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(see Figure 2b); therefore, \( n = 8 \). \( \delta_a \) is the Kronecker-delta, which equals 1 when two elements in the matrix are equal, i.e., \( a = b \), and 0 for others. As a consequence, neighboring cells with different orientations contribute a free energy \( J \) to the system and 0 with the same orientation. The total number of grain orientations, \( q \), is set at 40 in this model since it is known that the grain-growth exponent becomes almost independent of \( q \) when its value is larger than 30 [54].

Figure 2. The grain structure in MC model with Moore neighborhood [51]
(a) The grain structure represented by a 2D square (b) Moore neighborhood

The transition probability \( W \) is given by [55]:

\[
W = \begin{cases} 
\exp(-\frac{\Delta G}{k_B T}), & \Delta G > 0 \\
1 & \Delta G \leq 0
\end{cases}
\]  

where \( \Delta G \) is the change of the free energy because of the orientation alteration, \( k_B \) is the Boltzman constant \( (k_B = 1.38 \times 10^{-23} \text{ m}^2\text{kg/s}^2/\text{K}) \), and \( T \) is the temperature. Therefore, the speed of the moving segment can be calculated by [55]:

\[
v_i = C_i[1 - \exp(-\frac{\Delta G}{k_B T})]
\]

where \( C_i \) is the boundary mobility. For a continuous grain growth, the final grain size can be calculated by using the following equation [55]:

\[
L^n - L_0^n = f(T)t
\]
where $L$ and $L_0$ are the final and initial mean grain sizes respectively calculated by the linear-intercept method, $n$ is the grain growth exponent and set at 1.84 in this study [56]. $f(T)$ is usually computed as an Arrhenius-type equation [55], and its expression is shown as follows:

$$f(T) = K \exp\left(-\frac{Q}{R_g T}\right)$$

(14)

where $K$ is the pre-exponential coefficient, $Q$ is the activation energy for grain growth, and $R_g$ is the universal gas constant. In this study, $K$ is set at $3.01 \times 10^{-2}$, and $Q$ is set at $1.7 \times 10^5$ J/mol [56].

The Monte Carlo method has been proven to be an effective way to simulate grain growth with slow and uniform temperature evolution such as metal casting [53]. In the hybrid welding by laser and arc, there exists a dynamic thermal process with rapid heating and cooling resulting in an abrupt temperature gradient in the HAZ and fusion zone. In the simulation of microstructure evolution, three techniques—such as the atomistic models, a grain boundary migration (GBM), and experimentally data-based (EDB) models—have been presented [53, 58-60]. The atomistic model used to be only applied to small numbers of atoms like nanocrystals [60], and it is not suitable for a large-scale FZ or HAZ simulation. The GBM model can be a good alternative for grain-growth simulation when the isothermal grain-growth kinetics is not accessible. However, the physical properties of the material in this model have to be known, and the grain size is assumed to be proportional to the square root of time. The EDB model can avoid these shortages and be applied to simulate the grain growth in HAZ when the isothermal grain-growth kinetics of metal are available. Therefore, it can be used to relate time and temperature to the Monte Carlo simulation-time step $t_{MCS}$ [55]:

$$L = K_\lambda (t_{MCS})^{n_1}$$

(15)

where $\lambda$ is the discrete grid-point spacing in the Monte Carlo model, and $K_\lambda$ and $n_1$ are constants. Through the regression computation of $t_{MCS}$ and the Monte Carlo model predicting the grain size, the values of $K_\lambda$ and $n_1$ are obtained as 0.715 and 0.477, respectively [56]. In the EDB model, the relationship between the $t_{MCS}$ and the real time-temperature $T(t)$ is further given by [60]:

$$(t_{MCS})^{m_1} = \left(\frac{L_0}{K_\lambda \lambda}\right)^n + \frac{K}{(K_\lambda \lambda)^n} \sum (\exp(-\frac{Q}{R_g T(t)})\Delta t_i)$$

(16)

where $n$ is the grain growth exponent, $T(t)$ is the mean temperature in a time interval $\Delta t$. Therefore, at any given monitoring location where the temperature is known as a function of time, $t_{MCS}$ can be related to the real time $t$, which is $\sum \Delta t$. The $t_{MCS}$ values at different locations calculated through Eq. (16) cannot be straightly applied to the Monte Carlo model since the selection of a grid point for updating the orientation number is stochastic in the Monte Carlo approach. Consequently, the probability of choosing each grid point is the
same as in the traditional MC calculations. However, grains usually grow at higher rates in the HAZ region of higher temperature, where a sharp temperature gradient is present. This fact has to be included in any practical grain-growth calculation scheme. One solution is to develop a scheme in which grain orientations at higher-temperature locations (higher $t_{\text{MCS}}$ locations) are updated with a higher frequency by considering a probability gradient. In other words, the site-selection probability changes with location. The larger the $t_{\text{MCS}}$ at a location, the higher the corresponding site-selection probability [57, 60]:

$$ P = \frac{t_{\text{MCS}}}{t_{\text{MCS MAX}}} $$

where $t_{\text{MCS MAX}}$ is the maximum of $t_{\text{MCS}}$ in the simulation domain.

**Figure 3.** Finite element meshes for hybrid laser-GMA weld

**Figure 4.** Temperature-dependent thermal and mechanical properties of A514 steel
Figure 5. Numerical procedure performed in the thermo-mechanical FE analysis
2.4. Implementation of numerical procedure by using APDL

An uncoupled finite element thermo-mechanical model with considering the grain growth in the HAZ by Monte Carlo model is developed to study the temperature distribution and residual stress field in the hybrid laser-GMA welding process. A non-uniform mesh is selected in which a finer mesh is used in the weld bead and a course mesh is defined in the other region of the welded coupons (see Figure 3). A temperature-dependent material property is used in the numerical modeling, as listed in Figure 4. A thermal FE analysis is performed to achieve the temperature field of hybrid laser-GMA welding process. The wire feeding into the groove to form the weld bead has been simulated by using element kill-and-birth approach which is available in ANSYS software. The achieved geometrical size of the weld zone could be compared to the micrographs of the weld cross-section obtained by an optical microscope, by which the accuracy of thermal analysis can be verified. The numerical model is then transferred to mechanical analysis module in ANSYS by switching the element type from thermal to structural. The corresponding constraints are exerted into sample boundaries. The achieved temperature histories are subsequently loaded into the mechanical model step by step to calculate the displacement, stress/strain of the sample due to the thermal expansion or shrinkage during the welding process. A bilinear hardening principle is introduced in this study to simulate the material plastic behavior. Von Mises criterion is used for considering the yield behavior of the sample material. Figure 5 shows the numerical procedure used in this study.

3. Experimental set-up

A 4 kW fiber laser and a GMAW torch are mounted on a robotic arm to perform the hybrid welding of a thick plate for a butt joint configuration. The photo of an experimental set-up for welding is shown in Figure 6. In order to control the gap thickness, spot welding is performed at both ends of the joint before the formal welding starts. After the welding process is completed, the achieved sample will be cut into standard tensile coupon for tensile test, the left parts will be mounted for polishing, and etching to test the micro-hardness and microstructure. The base metal is high strength steel A514; its chemical composition is listed in Table 1. The wire material is ER100S-G. Its diameter is 0.9 mm, and its chemical composition is listed in Table 2. Residual stresses were measured by using the X-ray diffraction technique. Before performing the residual stress measurement, the measurement areas were cleaned by using polishing paper.

<table>
<thead>
<tr>
<th>C</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Si</th>
<th>Cr</th>
<th>Mo</th>
<th>V</th>
<th>Ti</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min.</td>
<td>0.12</td>
<td>0.70</td>
<td>-</td>
<td>0.20</td>
<td>0.40</td>
<td>0.15</td>
<td>0.03</td>
<td>0.01</td>
<td>0.0005</td>
</tr>
<tr>
<td>Max.</td>
<td>0.21</td>
<td>1.00</td>
<td>0.035</td>
<td>0.008*</td>
<td>0.35</td>
<td>0.65</td>
<td>0.25</td>
<td>0.08</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Table 1. Chemical composition of A514 [61]

<table>
<thead>
<tr>
<th>Cu % max</th>
<th>Ni % max</th>
<th>Fe % max</th>
<th>Mn % max</th>
<th>Mo % max</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;0.5</td>
<td>&lt;5.0</td>
<td>Balance</td>
<td>&lt;5.0</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 2. Chemical composition of ER100S-G [62]
4. Results and discussion

4.1. Experimental results

Figure 7 shows the surface morphology of A514 weld obtained by hybrid laser-GMA welding, and Figure 8 presents the corresponding cross-sectional view of weld. It can be
seen that a sound weld quality is achieved by using hybrid laser-GMA welding and the welding-induced cracks can be effectively mitigated by reasonably selecting filler wire matched with base metal. Also, a sound mechanical property can be obtained. Figures 9a and b show the hardness distribution in the weld obtained by hybrid laser-GMA welding.

Figure 8. Cross-sectional view of A514 weld sample achieved by 3.8 kW laser and 159A×30.5V GMAW with a welding speed of 12 mm/s and 8-mm stand-off distance between the laser and arc

4.2. Thermal results and grain size prediction in the HAZ of hybrid laser-GMA welding

Finite element analyses results show the temperature at the each location of weld with respect to the welding time. The temperature evolution curves at position A, B, and C are shown in Figure 10, where position A is located at the center of weld, position B is at the heat-affected zone, and position C is in the base metal, as shown in Figure 11b. Figures 11a and b show the top and cross-sectional views of weld obtained by hybrid laser-GMA welding, respectively. It is inevitable that material heating and cooling is accompanied by phase transformation and grain size change, especially in the HAZ of weld, which is the weakest zone of the weld. In this study, a Monte Carlo-based sub-model is introduced to numerically predict the grain growth in the HAZ combined with the finite element thermal analysis. Figure 12a shows the relationship of temperature versus Monte Carlo step at Position B, and Figure 12b presents the curve of Monte Carlo step versus real time at Position B. The corresponding predicted grain size distribution in the Position B is shown in Figure 12c. The numerically predicted grain size is compared to grain size shown in the micrograph of the cross-section of weld (see Figure 12d), and a qualitative agreement is achieved.
Figure 9. Hardness distribution transverse to the weld in A514 sample, (a) at the top surface and (b) at the bottom surface.
Figure 10. Temperature evolution curve at the FZ, HAZ and BM during the hybrid laser-GMA welding of A514 steel

Figure 11. Numerically predicted isotherms at the top (a) and at the cross-section I-I of the weld (b) obtained by hybrid laser-GMA welding
4.3. Thermally-induced residual stress in the hybrid laser-GMA welding

A finite element analysis is further performed to predict the thermally-induced residual stress distribution based on the previous thermal analysis results. The contours of transient stress, along thickness normal stress, longitudinal stress and equivalent residual stress of hybrid weld are shown in Figures 13a through d, respectively. It can be seen that the higher stress concentrations are located at the weld zone, which also indirectly verifies the previously experimentally obtained conclusions that the thermally induced cracks are usually generated at the weld zone, not in the base metal. The corresponding contours of stress distribution of the cross-section in the middle of weld length are shown in Figures 14a through d. A higher stress concentration is found to be located at the top region of cross-section.

Figures 15a through c show residual stress distribution transverse to the weld bead at the different thicknesses in the middle of weld obtained by hybrid laser-GMA welding. It also validates the conclusion driven from Figure 14 that high tensile transverse and longitudinal stresses are located at the top and bottom regions of the weld center, high compressive transverse stresses are located at a half of the weld thickness. From the equivalent stress distribution point of view, the peak value of stress concentration is a little lower than that at the top and bottom of the weld. Figure 16 shows residual stress distribution transverse to the weld bead at the different locations along the top surface of weld obtained by hybrid laser-GMA welding. Figure 17 also shows residual stress distributions along the central line.
Figure 13. (a) Transverse stress SX, (b) along-thickness normal stress SY, (c) longitudinal stress SZ, and (d) von Mises equivalent residual stress SEQV mapping of weld by hybrid laser-GMA welding (unit of stress in the contour is Pa)

Figure 14. (a) Transverse stress SX, (b) along-thickness normal stress SY, (c) longitudinal stress SZ, and (d) von Mises equivalent residual stress SEQV mapping of cross-section of weld by hybrid laser-GMA welding (unit of stress in the contour is Pa)
at the top surface of weld centerline achieved by hybrid laser-GMA welding. It is clear that stress distribution across the weld bead is uniform along the weld; only a little drop in stress magnitude exists at the both ends of weld.

Figure 15. Residual stress distribution transverse to the weld bead at the different thicknesses in the middle of weld \((z=30\, \text{mm})\) obtained by hybrid laser-GMA welding

Figure 18 shows a comparison of experimentally-measured and FE numerically-predicted residual stress distributions at the middle of weld length of top surface of weld by hybrid laser-GMA welding. There is a qualitative agreement between the developed numerical model and experimentally measured stress by an X-ray diffraction technique. Figures 19, 20 and 21 show the transverse, longitudinal, and equivalent stresses as well as temperature evolution with time at the positions A, B and C, respectively. It can be seen that the peak values of transient stresses at positions A, B, and C are sensitive to the temperature curve at the position A but not at the positions B and C.
Figure 16. Residual stress distribution transverse to the weld bead at the different locations along the top surface of weld obtained by hybrid laser-GMA welding

Figure 17. Residual stress distributions along the longitudinal direction of weld at the top surface of weld centerline achieved by hybrid laser-GMA welding
Figure 18. Comparison of experimentally-measured and FE numerically-predicted residual stress distribution at the middle of weld length of top surface of weld by hybrid laser-GMA welding.

Figure 19. Stress and temperature evolution curves at the Position A in FZ of hybrid A514 weld.
Figure 20. Stress and temperature evolution curves at the Position B in HAZ of hybrid A514 weld

Figure 21. Stress and temperature evolution curves at the Position C in BM of hybrid A514 weld
5. Conclusions

The hybrid approach combining laser and arc has unique features which definitely help to achieve a better weld quality and to improve the production efficiency. A brief overview of modeling of hybrid laser-arc welding process has been presented in which heat transfer, fluid flow, residual stress and distortion, as well as phase transformation in the weld zone and heat affected zone, are involved. As a case study, a 3D thermo-mechanical finite element model is developed to study the thermally-induced residual stress in the hybrid laser-GMA welding process. A Monte Carlo model is introduced to numerically predict the grain growth in the heat affected zone of weld combined with finite element thermal analysis, which can be used to further understand the welding mechanisms of hybrid laser-GMA welding as well as other welding technology.
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