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1. Introduction

The growth of new image technologies and data exchanges, in addition to the ever-increasing use of multimedia content through online services, has created the need for new techniques capable of assuring copyright protection and data owner identification. Watermarking is now considered as an efficient means for resolving these problems. Watermark embedding techniques depend on the representation domain of the image (spatial, frequency, and multiresolution). Every domain has its specific advantages and limitations. Moreover, each technique in a chosen domain is found to be robust to specific sets of attack types. In addition all the techniques developed in these domain are widely known and can be defeated to break the used algorithm and target the embedded watermark to destroy it or to put it out. So we need to develop another robust domain that defeats these limitations and respects all the watermarking criterions (capacity, invisibility and robustness). In this chapter, new watermarking methods are presented using new domains for the image representation and watermark embedding. These domains are based on different mathematical transformations of the image matrix. The applied transformations that process the image coefficients must dispose of three indispensable proprieties: no data loss, reversibility and preservation. Theses domains are found to be robust against a wide range of synchronous and asynchronous STIRMARK attacks. The robustness of the techniques in preserving and extracting the embedded watermark is proved after various attacks types. It is also improved when compared with other methods in use. In addition, the proposed methods are blind and the use of the host image is not needed in the watermark detection process.

2. A Blind image watermarking method based on the Hessenberg transformation

2.1 Introduction

The advent of the Internet brought about a sudden increase in the use of digital media in electronic commerce and various other services. Because of the ease of reproducing or falsifying digital media, it’s very easy for the manufacturer to incur financial losses. To counter such problems, watermarking methods have gained significantly in popularity as they protect the ownership rights and simplify proprietor identification. To that end,
various techniques have been developed, each ultimately aiming at pinpointing equilibrium between imperceptibility and robustness of the watermark against wide attacks kinds, depending on the image domain representation. Many researchers have focused their efforts on security and robustness, as well as on the watermarking capacity that are essential to obtain an irremovable and inappreciable watermark with regards to the image processing domain. Each domain presents its robustness face to particular kind of attacks and its limitation to others, but no one is able to resist to a wide set of synchronous and asynchronous attacks gathering the robustness of the different domains. In addition, many of these techniques require the presence of the original image to read the inserted watermark. To satisfy these watermarking obligations, the necessity of either finding a blind watermarking method robust to a large set of attacks kinds, or a new image domain representation more robust than the known domains, is more and more urgent. In this chapter, these two constraints are satisfied. In fact we propose a new watermarking method using a new domain of the image representation based on the mathematical Hessenberg transformation. Using this method, both robustness and security criteria are fully met, and the embedded mark is fully invisible and present in all cases after different signal processing distortions. The Hessenberg Image Transformation brings a new representation domain with remarkable watermarking possibilities exceeding the limits of the domains cited above face to different attacks. The image is represented by the triangular part of the Hessenberg matrix used in the watermarking process. A study of this matrix is conducted with a view to identify the sectors or zones that can hold the watermark according to the three criteria mentioned above. Once the watermark is embedded in a chosen sector, inverse transformation is applied to return to the spatial representation holding the embedded mark.

If we explore the field of watermarking we find that the most commonly used watermarking technique domains are Spatial, DFT, DCT and Wavelet domains. There are many ways the spatial domain can be used in watermark embedding, for example: substituting the least significant bit in a chosen image pixel, coding by texture blocks, changing paired pixels, etc. However, various approaches that defeat the limitations of the spatial domains have been developed and can be used in the frequency domain. These include, the spread spectrum, content-based approaches, JPEG-based approaches, etc. For this purpose, the transformations used are the Discrete Cosine Transform (DCT), the Discrete Fourier Transform (DFT), and the Discrete Wavelet Transform (DWT). The DCT is the main transform used in JPEG image compression. It eliminates DFT high frequency components induced by the sharp discontinuities at the boundary between the consecutive periods in the time. To represent sharp value changes, it needs non-zero high frequency DFT components. For purpose of compression, all high frequency DFT components are deleted, causing a distortion of the original image. To overcome this difficulty, the DCT concatenates a period with the mirrored image of its an-adjacent period. The common DCT form is derived from a class of discrete Chebyshev polynomials. Whereas the advantage of DFT is its ability to describe the frequency responses of a signal even as allowing the possibility of extracting different signal characteristics from this frequency domain. While it’s notable disadvantage is the absence of any information concerning the occurrence time of these frequency components. However, a particular frequency response that occurs in a certain interval can be detected with the Short Time Fourier Transform which splits the signal into fixed-length intervals where the Fourier analysis is applied. But if the cycle of the frequency response...
exceeds the length of the fixed interval, it becomes impossible to describe it. To overcome this problem, the discrete wavelet transform is necessary by the use of base functions and windowing operations. In the case of data compression, the implementation of the DWT is similar to that of sub-band coding, where at each stage, a coarse overall shape and the details of the data obtained from the previous stage are derived. When encoding is performed in the DWT domain, two processes are applied: decomposition by separating data into frequency bands using high-pass and low-pass filtering, and down-sampling, which consists in removing unneeded data for future reconstruction. Decoding for its part, involves up-sampling in order to adjust dimensionality and recombine data from different bands. Many methods are developed based on DWT schemes. One of the interesting is the use of the SA-DWT (Shape Adaptive Discrete Wavelets Transform) for developing a blind watermarking algorithm and HVS characteristics to achieve the best trade-off between invisibility and robustness. This method is found to be robust against some attacks such as lossy compression (JPEG, JPEG2000 and MPEG-4), scaling and filtering. As explained, different domains are used for watermark embedding with various developed techniques. The spatial domain is found to be more robust against different kinds of asynchronous attacks such as rotation, rescaling, affine transforms etc. and less than others, whereas the frequency domains is well known for its robustness against synchronous attacks such as lossy compression (using DCT transform), filtering, noise adding or a specific kind of geometrical transforms such as scaling, rotation and translation (using Fourier-Melin transform or the multi-resolution domain: DWT). These limitations created the necessity to develop specific techniques in each domain to cover the robustness loss face to some attacks. In the following, we propose a new image watermarking domain: called the Hessenberg domain, which is able to counter a large set of different attacks kinds with high robustness, by the use of a substituting technique. We show that this domain can cover the limitations of the spatial, frequency and DWT domains. In addition, the robustness of this watermarking technique is improved when compared with many recent techniques in use.

2.2 Proposed Hessenberg watermarking technique

2.2.1 Mathematical Hessenberg transform overview

Any image can be transformed by an orthogonal transformation; we will illustrate the relationship between our proposed method and other transformations. In fact an orthogonal transform applies a rotation to the representation space. The data of the image passes from a space where they are highly correlated into a space where this correlation is minimized. The less correlated coefficients of the transformed image gather the image characteristics. If this information is classified in way of significance, the data can be compressed by eliminating the data which values are null or near to be null and by quantization of the selected coefficients to be transmitted. Let’s note \(T_{k,l}(i,j)\) a set of function of orthogonal discrete bases and \(T^*_{k,l}(i,j)\) its complex conjugate. An image \(I\) of size \(M \times N\) has a transformed form \(I_T\) given:

\[
I_T(k,l) = \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} I(i,j)T_{k,l}(i,j) \quad \text{Where} \quad 0 \leq k \leq M-1 \quad \text{and} \quad 0 \leq l \leq N-1
\]
\[ I(i,j) = \sum_{k=0}^{M-1} \sum_{l=0}^{N-1} I(k,l)T^*_k(i,j) \] Where \( 0 \leq i \leq M - 1 \) and \( 0 \leq j \leq N - 1 \)  

(2)

From these transformations an important characteristic must be illustrated which is the energy distribution. In Figure 1, we show an example of the energy distribution in the spatial and frequency DCT domains. We will illustrate the importance of the energy distribution of the image through the Hessenberg transform and its affect in the watermarking process.

The proposed method uses the mathematical Hessenberg transformation. The used algorithm is based on the LAPACK routines for computing the Hessenberg form of the processed matrix. Perhaps the most successful numerical algorithm for computing the complete eigensystem of a general square matrix \( A \) is the implicitly shifted QR algorithm.

One of the keys to the success of this method is its relationship to the Schur decomposition:

\[ A = U^*T^*U \]  

(3)

![Fig. 1. Energy distribution in the spatial and transformed domains.](image)

This well-known decomposition asserts that every square matrix \( A \) is unitarily similar to an upper triangular matrix \( T \). The QR algorithm produces a sequence of unitary similarity transformations that iteratively reduce \( A \) to upper triangular form. In other words, it computes the Schur decomposition. A practical implementation of the QR algorithm begins with an initial unitary similarity transformation of \( A \) to the condensed form \( Q^*A^*Q^H = H \)

where \( H \) is upper Hessenberg (almost upper triangular’) and \( Q \) is unitary. Then the following iterations to set the lower triangular to zero is performed as follows:

\[ Q^*A^*Q^H \]  

is first factorized  

(4)

For \( j=1, 2, 3... \) until convergence. Select a shift \( \mu \) then the QR factorization is as follows:

\[ VR = H - \mu I \]  

(5)

Then the matrices \( Q \) and \( H \) are assigned the following values:

\[
\begin{align*}
H &= V^*HV \\
Q &= QV
\end{align*}
\]  

(6)
In this scheme, V is unitary and R is upper triangular (i.e., the QR factorization of \( H = \mu \lambda \)). It is easy to see that \( H \) is unitarily similar to \( A \) throughout the course of this iteration. The iteration is continued until the sub-diagonal elements of \( H \) converge to zero, i.e., until the Schur decomposition has been (approximately) obtained. To summarize these mathematical steps, we can say that in finding the eigenvalues of a matrix using the QR algorithm, the matrix is first transformed by a unitary similarity transformation to upper Hessenberg form. The QR algorithm then iteratively generates a sequence of upper Hessenberg matrices by unitary similarity transformations. For general real matrices, \( Q \) becomes \( Q^T \) and the routine reduces the real general matrix \( A \) to the upper Hessenberg form \( H \) by this orthogonal similarity transformation:

\[
A = QHQ^T, \text{ where } Q \text{ is a unitary matrix so that } Q^TQ = I (\text{size}(A))
\]  

(7)

I: denotes the identity matrix and \( Q^T \) represents the unitary matrix transpose. The general matrix structure produced by the routine is presented by the following equations as \( H(i,j) = 0 \) unless \( i = j \) or \( i = j - 1 \) and:

\[
H = \begin{bmatrix}
    a_{11} & a_{12} & \cdots & a_{1n} \\
    0 & a_{22} & \cdots & a_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & \cdots & \cdots & a_{nn}
\end{bmatrix}
\]  

(8)

The form of \( H \) will be tri-diagonal if the processed matrix is symmetric or Hermitian. In general, the mathematical application of this transformation serves two purposes: the first is to obtain a matrix having the same eigenvalues as the original one, but which requires less computation to reveal them; conversely, the second is the packed storage. In fact, a triangular matrix may be stored more compactly, if the relevant triangle is packed by columns in a one-dimensional array.

The \( a_{ij} \) elements of \( H \) are stored in the one-dimensional array \( W \) as:

\[
a_{ij} = W(i + j(j - 1)/2) \text{ for } i \leq j
\]

(9)

In this work, the produced triangular Hessenberg matrix is exploited as a new representation domain of the image where the watermark is embedded. By analyzing this matrix, we discovered the existence of an exploitable zone. Embedding a watermark in this zone produces no effect on the original matrix values after applying the inverse Hessenberg transform. This zone provides imperceptibility and robustness to the watermark. To take advantage of this characteristic, we apply this transformation to the image matrix to obtain the Hessenberg triangular representation of the image. This matrix is processed to find in which zones we can embed a watermark without any change produced on the original image. This means that we can change and increase the values of this zone in the Hessenberg matrix, without any effect being produced on the original image after the inverse Hessenberg transform is applied. The following section presents the study applied to this matrix to identify this zone called insensitive zone.
2.2.2 Hessenberg matrix study

Successive iterations as shown in the following figure decreases the original matrix values from upper region to the lower one.

\[ Q = Q \forall \]
\[ H_2 = V_3^* H_1 V_3 = \begin{bmatrix}
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\end{bmatrix} \]
\[ \Rightarrow \]
\[ A = V_5^* H_4 V_5 = \begin{bmatrix}
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\end{bmatrix} \]

Fig. 2. Successive iterations of the H matrix.

These iterations tends to set the values of the lower triangular part of the Hessenberg matrix that we will call H matrix to zero. As a consequence, the values of the upper part of the Hessenberg matrix follow the sense of this decrease. The values of the matrix H decrease from the upper left sub-diagonal to the lower right sub-diagonal as shown in Figure 3, 4 and 5, containing a pick in the upper left part which values are in the range of 2 to 3.10^4 as shown in figure 6. The first figures 3, 4 and 5 are illustrated without this pick.

Fig. 3. Direction of decreasing matrix values.

The unidirectional value decrease is an important characteristic of this transformation. In fact, it is helpful in the matrix zones study. It allows the upper triangular part of the matrix to be divided into different blocks, in the way of the decreasing values. In analogy with the image matrix, the energy of the image is concentrated in the mid-high and high part of the transformed Hessenberg matrix. The mid-low and lower part of this transformed matrix contains a low energy of the image while its values are the weaker in the matrix. While the Hessenberg transformation is an orthogonal transformation similarly to DCT, we will
exploit the previous detailed characteristics to determine different Hessenberg matrix bands that can characterize the Hessenberg transform with respect to their effect on the image quality if a watermark is embedded. In this study the processed blocks are rectangles of 5 pixels high and 20 pixels wide. They are respectively examined with an overlap of 10 pixels from left to right and 2 pixels from top to bottom. In order to determine the bands or zones that produces the same effect on the image if they are processed, the study consists of substituting each selected block B by a supposed small watermark W and then applies the inverse Hessenberg transform in order to come back to the spatial representation and view the effects of each block change on the image distortion. After sliding over the entire matrix and testing all the blocks, we set the limits of the insensitive zone. This zone represents the matrix sectors for which values change or increase does not affect the original image. It is exploited for watermarking purpose. This study revealed the existence of other three zones detailed in the next section.

![3D Distribution of the H matrix values](image1)

**Fig. 4.** A 3D distribution of the H matrix values

![Distribution 3D of the H matrix values](image2)

**Fig. 5.** Representation of the decreasing H values.
2.2.3 The watermarking process

The watermarking process consists in substituting one or multiple blocks in the Hessenberg matrix with a watermark. Once these blocks are substituted, the inverse transform is applied to the watermarked matrix in order to return back to the original image hiding the inserted watermark. To simplify the watermarking process, the watermark consists in applying a non-random permutation function on the chosen block values. The same function turns the obtained values to the nearest integer. The embedded watermark is then multiplied by a gain factor. This factor is chosen with respect to the limits of the image quality preserve. The substitution procedure is shown in Figure 6 and in equations (10)-(14).

Let B be the designed block, H the Hessenberg matrix, n the number of blocks that partitions the matrix and $B'_k$ the watermark block:

$$H = \{ B_i \} \text{ as } i \in [1,n]$$  \hspace{1cm} (10)

H is composed by a set of n associated blocks:

$$H = \{ B_1, B_2, B_3, ..., B_k, ..., B_n \}$$  \hspace{1cm} (11)

$$W = A(B_k)$$  \hspace{1cm} (12)

A is a function used to apply a non-random mixture on the block values and turning them to the nearest integer value, W is the obtained watermark having the same size as $B_k$.

$$B'_k = K \times W$$  \hspace{1cm} (13)

K is a gain factor used to increase the watermark values in order to add more resistance against attacks. The transformed Hessenberg matrix $H'$ that holds the substituted watermark becomes:
To preserve the image quality and to guarantee that the embedded watermark is kept imperceptible, it is important to choose "very well" the matrix zone where blocks are substituted. Indeed from this zones study, a partition of the Hessenberg matrix in four zones is carried out with respect to the image quality change due to the block substitution, as shown in Figures 7 and 8.

\[ H' = \{B_1, B_2, B_3, \ldots, B_i, \ldots, B_n\} \]  (14)
The Hessenberg transform is an entirely reversible transform that brings the image from the spatial representation to the H matrix and come back without any information loss or change. If this transform is applied on the image several times the same matrices are generated. This data preservation allows us to apply it on the image and use its transformed matrix for watermarking purposes. The Hessenberg matrix is divided in four zones. Each zone produces a specific distortion effect on the image if it is modified. The first zone containing the highest values in the transformed matrix and then contains the main part of the image energy. This zone is represented by the first twenty lines from the top and 150 columns from the left. Substituting blocks in this region of the Hessenberg matrix, affects considerably the image quality by adding to it a distortion look as presented in section 4. The second zone is situated between the first twenty lines from the top and a width between columns 150 and 256; this is a sensitive zone for image watermarking because any change in its values damages the original image considerably by adding to it a blurred effect. The intensity of the blur depends on the gain factor strength used. The first and second zones at the top and the fourth zone at the bottom delimit the third zone shown in Figure 8. In this zone, any watermark embedding followed by an inverse Hessenberg transform, damages the image by adding a noise effect to it. In fact the forms and shapes in the obtained image do no change, but a noise speck appears locally or in the entire image depending on the position of the substituted blocks. The intensity of this noise depends essentially on the magnitude of the gain factor used. Of course in these three mentioned zones if a low gain factor is used as it preserves the range of the watermark values near to the original matrix coefficients no change appears in the image. The fourth zone, which is red, is delimited between lines 160 to 256 in width and between columns 155 to 256 in height, excluding the lower triangle zero values. This zone contains the lower values of the matrix as presented in figure 1c; week energy of the image is transformed and spread in this zone. Because of the decreasing values direction in the Hessenberg matrix, this zone has the smallest values in the entire matrix. It is found to have an insignificant effect on the image quality whatever the change in its values and the increase in the gain factor. In this zone, different sectors can be substituted by a watermark. In our simulations, the sector delimited between lines 220 to 253 and columns 230 to 256 is used. As a result, the watermark insertion will consist in embedding a watermark block in this fourth Hessenberg zone as shown in figure 9 and 10. The gains factor increases up to 35 without any distortions to the watermarked image. Then, embedding a watermark in this zone allows us to increase the watermark robustness against different attacks. The visual imperceptibility threshold is not exceeded and the image quality is preserved. To supply more security, a secret key is provided to the copyright owner, used to determine the position of the watermarked sector.

Based on the detailed previous study, the choice of the embedding zone and the selected block to be substituted with the watermark block is chosen. It must increase the robustness of the embedded watermark against a large set of attacks and decreases the distortions introduced to the watermarked image. The fourth zone in the Hessenberg matrix is found as it satisfies these essential constraints to develop the watermarking algorithm. After watermarking the Hessenberg matrix, an inverse process shown by the following equation is applied to come back to the spatial representation of the image as follows:
\[ \tilde{I}_W = \text{inv}(Q) \cdot H \cdot \text{inv}(Q^T) \]  

(15)

Where \( \tilde{I}_W \) is the watermarked image, \( H' \) the watermarked Hessenberg matrix and \( Q \) is the unitary matrix. The watermark-embedding algorithm is presented in Figure 5.

Fig. 9. The embedded watermark in the Hessenberg matrix.

Fig. 10. Block watermark substituted in the fourth zone of the H matrix.
2.3 Watermark recovery and tests

In order to test the watermark presence, the Hessenberg transformation is applied on the watermarked image to handle the transformed Hessenberg matrix. The secret key is used to detect the position of the watermarked sector. Once this sector is located, the similarity between the extracted and the original watermark ($W'$ and $W$) is determined. The watermark extraction procedure is detailed in figure 6. Two measures of performance can be computed, the first is the (BER) bit error rate as false positive or false negative detection errors. The false positive detection is a false alarm of an incorrect detected watermark. While the false negative detection error consists in a missed detection of an existent watermark. The probabilities of these two types of errors are derived based on a first-order autoregressive image model as shown by:

$$P_{fp} = \frac{1}{2} \text{erfc} \left( \frac{T\sqrt{N}}{\sigma_w \sigma_1 \sqrt{2}} \right) \quad \text{And} \quad P_{fn} = \frac{1}{2} \text{erfc} \left( \frac{\sigma_w^2 - T \sqrt{N}}{\sigma_1 \sqrt{2}} \right)$$

(16)
Where \( erfc(x) = \frac{1}{\sqrt{\pi}} \int_{x}^{\infty} e^{-t^2} dt \), \( \sigma_w \) and \( \sigma_I \) are the watermark and image variances, \( N \) is the total number of pixels in the watermarked image and \( T \) is the detection threshold over which the watermark is set as detected. While the location of the watermark in the Hessenberg matrix is known by the use of the secret key, the second measure based on the normalized correlation is more appropriate in this work. This measure is presented in (17), where \( n \) and \( m \) are the watermark block size.

\[
Corr = \frac{\sum_{i=1}^{n} \sum_{j=1}^{m} W_{i,j} W_{i,j}^*}{\sqrt{\left(\sum_{i=1}^{n} \sum_{j=1}^{m} W_{i,j}^2\right)\left(\sum_{i=1}^{n} \sum_{j=1}^{m} W_{i,j}^* W_{i,j}\right)}}
\]

To test the robustness and the improvement that our method offers, different STIRMARK attacks are applied on the watermarked image. Once the image is attacked, a correlation is computed between the original watermark block and the attacked one. A threshold \( T_h \) fixed equal to 0.85 is applied to decide whether the watermark is detected or not. This threshold is chosen as the mean of the total correlation values corresponding to all synchronous and asynchronous attacks applied on the watermarked image in the simulation study. Some of these tests that provide weak results corresponding to some geometrical attacks are not displayed in Table 1. The used attacks and gathered correlation results are detailed in Table 1. The chosen sector and applied gain factor, giving the best correlation result without causing any visible distortions between the original image and the watermarked one, are shown in the same table. The results prove the high resistance of this method against different attacks, especially JPEG compression, noise adding and convolutions filtering Stirmark attacks. In addition, an improvement against other attacks is noted when compared with other current techniques as shown in figures 18 and 19. Various examples of those attacks are simulated below on the original cameraman image followed by the corresponding peak detection of the watermark block between 1000 other random blocks.

The watermark embedding capacity depends on the required embedding procedure. For a robust watermark embedding only the fourth Hessenberg zone is used. We can embed in the other zones for a fragile watermark embedding method using a low gain factor that avoids damaging the image quality. To establish a more quantitative measure of imperceptibility, we make use of the peak signal to noise ration (PSNR) metric. This measure serves generally as a good rule for the watermark visibility estimation, given by:

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (I_i - \bar{W}_i)^2
\]

\[
PSNR = 10 \log_{10} \frac{255 \times 255}{MSE}
\]

Where MSE is the mean square error, \( N \) is the total number of pixels in the image, \( I \) and \( \bar{W}_i \) are the original and watermarked image. With \( K \) is used equal to 35 and embedding in the fort zone. The PSNR of the watermarked image is maintained in the range of 40–50 dB (so
that $\tilde{I}_W$ is visually indistinguishable from $I$. Generally if the distortions between two images output a PSNR higher than 35 dB, no differences are visually detected. In this work, the computed PSNR from the experimental study is equal to 44.55 dB using the cameraman image, 49.70 dB using the image door and 44.62 dB using the image blood.

<table>
<thead>
<tr>
<th>STIRMARK ATTACKS</th>
<th>Correlation values</th>
<th>STIRMARK ATTACKS</th>
<th>Correlation values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Convolution filter 1</td>
<td>0.9138</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Convolution filter 2</td>
<td>0.9994</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Compression JPEG 20</td>
<td>0.9603</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>Compression JPEG 40</td>
<td>0.9704</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>Compression JPEG 60</td>
<td>0.9802</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>Compression JPEG 70</td>
<td>0.9891</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>Compression JPEG 80</td>
<td>0.9925</td>
<td>14</td>
</tr>
<tr>
<td>15</td>
<td>Compression JPEG 90</td>
<td>0.9999</td>
<td>16</td>
</tr>
<tr>
<td>17</td>
<td>Compression JPEG 100</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td>19</td>
<td>MEDIANCUT 5</td>
<td>0.7538</td>
<td>20</td>
</tr>
<tr>
<td>21</td>
<td>MEDIANCUT 7</td>
<td>0.8634</td>
<td>22</td>
</tr>
<tr>
<td>23</td>
<td>MEDIANCUT 9</td>
<td>0.7565</td>
<td>24</td>
</tr>
</tbody>
</table>

Table 1. Watermark detection responses values (Substituted Block dimension and location: [220:253,230:256], Gain factor: $K = 35$).

<table>
<thead>
<tr>
<th>JPEG quality factor</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
</table>

Table 2. PSNR variation against different JPEG quality factor attacks.

<table>
<thead>
<tr>
<th>Median Filter size</th>
<th>5×5</th>
<th>7×7</th>
<th>9×9</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR (dB)</td>
<td>21.528</td>
<td>20.831</td>
<td>20.381</td>
</tr>
</tbody>
</table>

Table 3. PSNR variation against Median filtering attack.

<table>
<thead>
<tr>
<th>Noise level</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR (dB)</td>
<td>25.763</td>
<td>8.374</td>
<td>6.826</td>
<td>6.015</td>
</tr>
</tbody>
</table>

Table 4. PSNR variation against different noise level adding attack.

The PSNR is also computed between the original image and the different watermarked attacked images. The PSNR variation against different attacks level as JPEG compression, median filtering and noise adding are present in tables 2, 3 and 4. The watermark extracting using the inverse procedure is shown by figure 12.
Fig. 12. The watermark blind detection algorithm after the applied attacks.

2.4 Experimental results and discussion

The results prove the high resistance of this method against different kinds of attacks such as: JPEG compression, noise, rotation, affine transform and other Stirmark attacks. Using this method we exploit the advantages of being robust face to different kind of attacks in the same time we have the guaranty of a secure and undetectable watermark with a rapid embedding and extraction algorithm. After applying the Hessenberg transform on different attacked images we note the values of the H matrix are nearly invariant if the fixed gain factor in the embedding procedure is not exceeded. This explains the fact that the watermark is always detected. The maximum error values resulting from the difference between the H matrix of a watermarked image and this of a watermarked and attacked image by JPEG compression indexed 40 are contained in the range between 7 and 9 in the entire matrix excluding the upper left matrix corner. The matrix resulting of this difference is shown in figures 13. This error pick value varies in the range of $2 \times 10^3$. With regard to this error value occurring in the upper part of the first zone, the error resulting in the zones 2 and 3 represents a ratio limited between 4 and $5 \times 10^{-3}$. The fourth zone presents an error band between the watermarked image and the attacked one contained in the range between -2 and 3 as shown in figure 14. This means that the numerical difference resulting between the watermarked image and the watermarked attacked one in this zone is too week. This difference presents the error resulting from the applied attack. This resulting error presents a ratio of $1 \times 10^{-3}$ when compared with the error pick in the first zone. This week variation in the embedding zone with regards to the other zones composing the H matrix preserves the watermark from loss. On the other hand, the mathematical characteristics concerning the successive iterations of the Hessenberg transform bringing the values of the lower triangular part to zero and transforms the image matrix into a triangular matrix which absolute values varies from $2 \times 10^4$ to 0. We can say that the energy of the image is concentrated in the upper and middle zones. That is why embedding in the fourth zone introduces a week energy to
the image and then a high embedding strength is needed to introduce distortions to the watermarked image.

Fig. 13. Difference resultant between two $H$ matrices belonging respectively to a Watermarked image and JPEG 40 lossy compression attacked image.

Figure 15 and 16 illustrate the presence of the watermark in the fourth zones after the watermarked image has been attacked by JPEG 40 compression and convolution 2 filtering. Because of the very weak variation of the Hessenberg values in the watermarking zones if compared with the others matrix zones, the watermark is always preserved from loss after attacks.

Fig. 14. Error band between the $H$ matrices corresponding to zones 2, 3 and 4.
As shown in figure 18, the proposed method is also more robust to JPEG compression than recent algorithms. From JPEG 70 to JPEG 50 the CHEN algorithm is slightly higher than our algorithm. Nevertheless, when using high compression rates such as JPEG 20 and JPEG 10 the proposed method maintains its robustness by preserving the embedded watermark. The other methods lose their resistance face to this destructive attack. In the same time, when compared with other methods using the DWT domain, high robustness against noise adding is presented. The additional robustness to convolution filtering and different geometrical distortions is also presented. The proposed Hessenberg method provides also a better robustness face to median filtering then many other techniques as shown in figure 19.

Figure 17, presents the correlations values computed between the extracted watermark after seven JPEG compression attacks and the original one, with different quality factors from JPEG 100 to JPEG 20.
As we shown in table 1 this technique is visibly more robust against synchronous attacks than geometrical ones. In fact the synchronous attacks applied on the image modify the values of its intensity values. After applying the Hessenberg transform on it we will extract the same H matrix with a variation of its values from a zone to another. Of course as we demonstrated in the previous section, the fourth zone has the less variation in the entire matrix and that is why we find high robustness if we embed in this zone. Conversely, if an asynchronous attack is applied on the watermarked image a change in the pixels position will happen. Since the Hessenberg transformation is a block-based orthogonal transform, the change in the image pixels position will be reflected on the Hessenberg matrix. The position of the values of the H matrix corresponding to the location of the watermark will be modified by this geometrical transformation increasing the error on the watermark extraction. As the watermark block will be extracted from the same location in the H matrix, it will contain some wrong values introduced by the change of the values position. For this reason, this method is more robust.
against synchronous attacks than asynchronous ones presenting high degrees and levels of distortions. Using the Hessenberg domain, we can provide more robustness against different sets of intentional and malicious possible attacks. Various examples of these attacks are simulated below on the original cameraman image followed by the corresponding correlation values of the detected watermark block between 1000 other matrix blocks. For a robust watermark embedding only the fourth Hessenberg zone is used. We can embed in the other zones for a fragile watermark embedding method using a low gain factor to avoid damaging the image quality. In addition the image appearance can be changed by modifying the Hessenberg blocks matrix with respect to the zone location.

Fig. 19. Robustness against Median Filtering.

2.4.1 Experiment 1: Convolution filtering 1 and 2 attacks

Figures 20a, 20b, 21a, and 21b show applied convolution filters attack and the responses of the watermark detector to 1000 random blocks of the watermarked Hessenberg image matrix. The positive response due to the correct watermark block is much stronger than with incorrect blocks. The detection rates of these attacks are very high when compared

Fig. 20. a) Convolution 1 attack.
with other watermarking domains, such as the spatial domain [8]. Two filtering attacks are proposed: the convolution 1 and 2 filters, where the first represents a gaussian filter and the

Fig. 20. b) Watermark detection result.

Fig. 21. a) Convolution 2 attack.

Fig. 21. b) Watermark detection result.
second a sharpening filters. The parameters of the filters applied on the cameraman image as shown in Fig. 20a and Fig. 21a, is given as the following: CONV 1 filter = 3, 3, 9. Where the two first numbers corresponds to the filter width and high and the third number is the division factor. The matrix filter is:

\[
\begin{bmatrix}
1 & 2 & 1 \\
2 & 4 & 2 \\
1 & 2 & 1
\end{bmatrix}
\]

The parameters of CONV 2 filter are the same, and its matrix is:

\[
\begin{bmatrix}
0 & -1 & 0 \\
-1 & 5 & -1 \\
0 & -1 & 0
\end{bmatrix}
\]

2.4.2 Experiment 2: JPEG compression attacks

Figures 22a and 22b show the results obtained after respectively applying a JPEG 20 and JPEG 60 compression on the image. This technique is found to be robust against this kind of signal processing distortion. A series of different JPEG compression rates are applied, as shown in Table 1, with high rates of watermark block detection. Using this method, the watermarked images are safe face to these unintentional signal processing attacks and the watermark can be entirely get back after this lossy compression.

Fig. 22. a) JPEG 20-compression attack.
2.4.3 Experiment 4: Noise attacks

Gaussian noise with zero mean and varied variances $\sigma$. Different noise magnitudes are added to the watermarked image from (0 to 80), as shown in Table 1, with the corresponding watermark detector responses. In all the cases, the watermark was not removed, and the correlations with the real watermark block were higher. Figures 23a and 23b illustrate two noise attacks (80), with the corresponding normalized watermark detector responses.

Fig. 23. a) NOISE 80 attack.

Fig. 23. b) Watermark detection result.
2.4.4 Experiment 5: Geometrical distortions

Different geometrical distortions are applied as attacks to the watermarked image such as rotations and affine transforms. The rotation attacks change the position of the image pixels and break the correlation between the image and the embedded watermark. Many rotation degrees are applied between which three are showed in the table above: two, forty-five and ninety degrees rotations attacks. The second kind of geometrical distortions attacks are the affine transform. Two kinds of affine attacks are applied indexed as affine 5 and affine 7. This geometrical transform is given by the equation (14).

\[
\begin{bmatrix}
    X \\
    Y
\end{bmatrix}
= \begin{bmatrix}
    a & b \\
    c & d
\end{bmatrix}
\begin{bmatrix}
    X \\
    Y
\end{bmatrix}
+ \begin{bmatrix}
    d \\
    e
\end{bmatrix}
\]  

The variables $a$, $b$, $c$, $d$, $e$ changes with the affine transform index and fixed by the Stirmark tool.

The proposed technique is found to be robust against this kind of signal processing distortion as shown by the correlation results in the table 1. Figures 24a and 25b show the response value of the watermark detection corresponding to the computed correlation between the original watermark block and the detected one after the applied attack, and the attacked watermarked image, respectively. The watermark block resists this image processing with a high correlation value, compared with the other matrix blocks used in the test.

![Fig. 24. a) Affine 7 transform attack.](image)

2.4.5 Effect of changing blocks in different Hessenberg matrix zones

As detailed in section 2, the Hessenberg matrix is divided in different zones. The choice of the zone in which the watermark block is substituted, is very important in order to avoid a possible image characteristics and appearance change. In this section, the influence of each matrix zone is illustrated. The fourth zone, which is indifferent with regard to the image quality when a watermark is embedded in, is also shown, and different images are
Fig. 24. b) Watermark detection result.

Watermarking with various gain factors. All figures belonging to these simulations are detailed below in different sets. In all the sets of figures, the limits of the blocks processed are presented by [lines-limits, Columns-limits], and K represents the gain factor used.

Figures 25: "Image BLOOD", 26: "Image DOOR" and 27: "Image RICE" are the original images used throughout the simulation experiments, in addition to the "Cameraman" image shown in section 3. The images, from 28a to 28h, illustrate the results of changing blocks in the first zone applied to the "cameraman, door and blood" images with different gain factors, varying from 5 up to 35. The examples show the effect of operating in different sectors of zone 1. The damage caused to these images by changing blocks in this first zone results in local or general variable image blurring. In the set of figures, from 29a to 29f, the second zone of the transformed image matrix is changed. The simulation is applied to the different used images with different gain factors, as shown below. When changing a sector belonging to this zone, a string effect appears locally or on the entire image. The intensity of this string effect varies with the level’s value of the gain used. Figures from 30a to 30i represent the results of simulations where the third zone is processed. In fact, this is an interesting zone. The result of changing blocks in zone 3 is shown in Figures 30a, 30b, 30c, 30d and 30g. Embedding a watermark in this zone affects these images by adding a non-uniform noise appearance. The intensity of this noise varies from one image region to another. Figures 30e, 30f, 30h and 30i show the effect of a uniformly distributed noise by changing the sectors detailed with the images.

In all these simulations, dealing with the fourth zone is the most interesting in this proposed Hessenberg watermarking method. From Figures 31a to 31i, the fourth zone of the transformed image matrix is changed. In fact, as we will detail in these figures, it is clear that this zone is the least sensitive to watermark embedding, and can be totally insensitive in some cases to the blocks changing. Figures 31a, 31b, 31c and 31d clearly show that changing the blocks in the fourth Hessenberg matrix zone does not affect the image quality where no visible changes are observed in the watermarked image even though the gain increases from 1 up to 35. As shown in Figure 31e when using the "Cameraman" image, some visible changes begin to appear in the upper left corner of the watermarked image as indicated by the arrow if the applied gain factor reaches the value 38. The same distortions are shown in Figure 31f, with a gain factor that reaches 50. In the figure 31g, the same gain factors is used, and the same block is changed, we note no visible changes appear in the watermarked

Fig. 24. b) Watermark detection result.
"Blood" image. Some other images require higher gain factors to be affected by certain changes. Figures 31h and 31i show the "Door" and "Rice" images, where a gain factor of 210 and 250 respectively, is applied. Until the gain factor reaches these high values, some visible changes begin to appear, as indicated by the arrows on the regions affected by the changes. It is clear that the gain factor used, and which is capable of causing some damage or changes to the watermarked image differs with the image type and characteristics. Of course, using a high gain factor implies higher correlation values and watermark detection between the attacked watermarked image and the original one. The Table 5 presents the different PSNR corresponding to the figures from 31a to 31i. The computed PSNR shows the distortion magnitude introduced to these test images watermarked in the fourth Hessenberg zone.

<table>
<thead>
<tr>
<th>Figures number</th>
<th>21a</th>
<th>21b</th>
<th>21c</th>
<th>21d</th>
<th>21e</th>
<th>21f</th>
<th>21g</th>
<th>21h</th>
<th>21i</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR (dB)</td>
<td>44.72</td>
<td>44.68</td>
<td>44.60</td>
<td>49.70</td>
<td>44.41</td>
<td>44.32</td>
<td>49.65</td>
<td>42.72</td>
<td>43.12</td>
</tr>
</tbody>
</table>

Table 5. PSNR variation against different watermarked test images with variable embedding strength.

Fig. 25. Original image “Blood”.

Fig. 26. Original image “Door”.
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Fig. 27. The original images used in the simulations.

Fig. 28. a) [1:10,10:20], K = 5.

Fig. 28. b) [1:10,10:20], K = 20.
Fig. 28. c) [1:10,10:20], K=5 (Blood).

Fig. 28. d) [1:10,10:20], K=35 (Blood).

Fig. 28. e) [1:10,10:20], K=20 (door).
Fig. 28. f) [1:10, 50:100], K=5.

Fig. 28. g) [1:10, 50:100], K=5 (blood)

Fig. 28. h) [1:10, 50:100], K=35.
Fig. 28. Result of changing blocks in the first zone on the image.
Fig. 29. a) [1:10,230:256], K=5.

Fig. 29. b) [1:10,230:256], K=5.

Fig. 29. c) [1:10,230:256], K=20.
Fig. 29. d) [1:10,230:256], K=20.

Fig. 29. e) [1:10,230:256], K=35.

Fig. 29. f) [1:10,230:256], K=35.
Fig. 29. Result of changing blocks in the second zone on the image.
Fig. 30. a) [30:60, 60:100], K=5.

Fig. 30. b) [30:60, 60:100], K=25.

Fig. 30. c) [30:60, 150:256], K=5.
Fig. 30. d) [30:60,150:256], $K=35$

Fig. 30. e) [100:180,100:180], $K=5$.

Fig. 30. f) [100:180,100:180], $K=20$. 
Fig. 30. g) [100:180,100:180], K=20.

Fig. 30. h) [100:180,100:180], K=35.

Fig. 30. i) [100:180,100:180], K=35.

Fig. 30. Results of changing blocks in the third zone on the image.
Fig. 31. a) $K=5$.

Fig. 31. b) $K=10$.

Fig. 31. c) $K=20$. 
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Fig. 31. d) K=35.

Fig. 31. e) K=38.

Fig. 31. f) K=50.
Fig. 31. g) K=50.

Fig. 31. h) K=210.

Fig. 31. i) K=250.

Fig. 31. Result of changing blocks in the fourth zone on the image.
4. A new watermarking method using the parametric hough transform domain

4.1 Introduction

Different constraints are required in a watermarking method, such imperceptibility and robustness. Besides, lossy JPEG compression remains the most unintended used attacks with data exchange in Internet, for size reduction. It can seriously affect the embedded watermark if the compression rate is high and the used scheme presents a weakness against this attack. So, the best solution resides in exploiting the DCT domain used in the JPEG algorithm in order to dispose of the robustness against this compression or the multi-resolution domain as in. But acting to be robust against this attack reveals automatically the domains of watermark embedding and than increase the possibility of its detection. In this section, a novel watermarking method is proposed. It consists in using the parametric space of the mathematical Hough transform as a watermarking domain. The technique consists in selecting specific maximums in the Hough matrix with respect to a secret key. The peaks are found to be invariant points in the proposed Hough domain especially against lossy JPEG compression. Two signatures are considered; the first is hold in the Hough domain by the transformed space and consists in the locations of the specific chosen invariant points. Whereas, the second is represented by the use of end points of the correspondent detected lines. These end points are used as centers to embed similarities blocks in. The watermarking in this domain is found to be extremely robust against JPEG compression and some geometrical transforms. All these attacks are generated by the STIRMARK tools. This section is organized as the following: In section 2, an overview of the Hough transform is presented. Section 3 details the proposed method in the Hough domains: the carried study and the proposed solutions. In section 4, we study the robustness of this technique against different STIRMARK attacks by testing its capacity to detect the embedded watermark. The privileges offered by this approach are also detailed, and finally we conclude this work.

4.2 Hough transform overview

The Hough transform is a mathematical algorithm used in images processing to detect the presence of parametric forms as ellipses or lines in the image. This technique uses the principle of evidences accumulating to prove the existence of a particular form in the image. For this aim, this transform uses a parametric domain or space to characterize these forms. Each form is represented by its proper parameters in this space. In our work, this transform is coded to be used as lines detector where its parametric space is exploited. It’s important to note that the Hough transform is found to have the capacity to detect the same segments or broken lines in the image, before and after being compressed. This detection invariance is due to the fact of the invariance properties of its parametric space in the case where the image is subjected to JPEG compression and some asynchronous transforms. In the case of lines detecting, the Hough transform is presented as follows:

Each line can be described in the orthonormal space by the equation (1) or (2)

\[ y = a \cdot x + b \]  \hspace{1cm} (1)

\[ \rho = x \cdot \sin\theta + y \cdot \cos\theta \]  \hspace{1cm} (2)
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The parametric space is than composed by two parameters: \( \rho \) and \( \theta \) that forme a space matrix as shown in figure 1.

![Fig. 1. The parametric space \((\rho, \theta)\).](image)

An infinity of lines can pass through a fixed point called \( P \) having \((x,y)\) as coordinates. But if we consider a second point \( P_1 \) having \((x_1,y_1)\) as coordinates, only one line can pass through \( P \) and \( P_1 \) satisfying the same couple of \((\rho, \theta)\). If this principle is applied to the image, the Hough transform of an image generates a parametric space matrix as presented in (3):

\[
H(M) = A(\rho, \theta)
\]

Where \( H \) is the Hough transform, \( M \) is the image matrix and \( A \) is the space parametric resulting matrix. Since this matrix contains a limited number of elements, the number of possible detected lines is with respect to the quantization step of \( \rho \) and \( \theta \) in their respective variation domains. Peaks contained in this space represent an accumulation of evidences indicating the possibility of lines presence with respect to a specific position and orientation.

4.3 The proposed method

In this work, we propose to apply the philosophy of the Hough transform on the image in order to process and manipulate it in the parametric Hough space, and use it as a watermark-embedding domain. If we consider an \((N \times M)\) image; in order to accumulate evidences and define the parametric space, the information source is gathered from the pixels composing the image. More the evidences are accumulated and put in the parametric space matrix; more the chance to identify a real line in the image is high. In the following, we will define the parametric space matrix generated by the Hough transform as the Hough space or Hough domain. The first step consists in applying a high pass filter in order to extract the image edges. In each point belonging to this edge, infinity of lines can pass through it. Accumulating evidences in the parametric space provides the unique position and orientation \((\rho, \theta)\) for which one line can pass through this point. In our case the positions and the orientations are quantified by a step computed with respect to the required precision. The Hough space is than a two-dimensional matrix or map. The size of this map depends on the quantification step as shown in Figure 2.
The quantification steps are computed as follow:

Consider an image with size $N \times M$, $\theta$ can vary in the interval range of $[0, 2\pi]$, the value of $\rho$ is maximum when it’s computed in the image diagonal. The steps and variation domains of $\rho$ are than described by the equations (4, 5, 6 and 7):

$$\rho_{\text{MAX}}^2 = \left(\frac{N}{2}\right)^2 + \left(\frac{M}{2}\right)^2 = \frac{\sqrt{N^2 + M^2}}{2}$$  \hspace{1cm} (4)

$$\rho_{\text{MAX}} \in \left[0, \frac{\sqrt{N^2 + M^2}}{2}\right]$$  \hspace{1cm} (5)

More the quantification steps are decreased, better the resolution is; but the Hough matrix size increase. In order to attend equilibrium between: resolution, computing time and parametric space dimension, we will fix the orientation step depending on the image size. If $\theta$ varies as

$$\theta \in \left[0, \frac{2\pi}{\sqrt{N \cdot M}}\right]$$  \hspace{1cm} (6)

If the image is square the resolution will be as:

$$\theta \in \left[0, \frac{2\pi}{N}\right]; \text{ and } \rho_{\text{MAX}} = \frac{\sqrt{2}}{2} \cdot N; \text{ with } \Delta \rho = \sqrt{2}$$  \hspace{1cm} (7)

In the following, we will consider the $\rho$ step as:

$$\Delta \rho = \frac{\rho_{\text{MAX}}}{100}$$  \hspace{1cm} (8)

$$\Delta \rho = \frac{\sqrt{N^2 + M^2}}{200}$$  \hspace{1cm} (9)

These steps provide an acceptable precision to browse the entire image as shown in Figure 3.
The operation of accumulating evidences in the Hough matrix for potential presence of lines in the image is characterized by the appearance of maximums in the matrix. A threshold is previously chosen to characterize since which values we can consider maximums in the space parametric matrix as peaks. The number of picks and their position in the Hough map is used as secret key. By finding and fixing the peaks number, we extract the correspondent lines and respectively their end points. These end points are used as centres of blocks similarities embedding. In fact in each end point we extract a block of size $((2n+1) \times (2n+1))$. All these blocks are substituted with similarities as shown by the equations (10) and (11). If we consider $B_i$ as the chosen block, $W_i$ the watermark and $B_{wi}$ the watermarked block:

$$W_i = \text{dyn} (B_i) = \frac{B_i - \bar{B}_i}{\max (B_i - \bar{B}_i)}$$  \hspace{1cm} (10)$$

$$B_{wi} = B_i \cdot (1 + \alpha \cdot W_i)$$  \hspace{1cm} (11)$$

Where $\bar{B}_i$ is the indexed block mean and $\alpha$ is the watermark embedding strength. In the experimental results, as will be shown in the next section, the selected peaks (maximums) in the Hough space matrix corresponds to the embedded watermark location in the image. The peaks position in the Hough space and their respective end points in the spatial representation, are completely invariant when the image is attacked by JPEG compression or some geometrical transforms.

4.4 Experimental configuration

In our experiments, the cameraman image is used to simulate the applied method and the chosen attacks. This image is chosen because of its content variation. In fact it contains lines in addition to homogeneous and textured zones. A binarizing method is applied to convert
this image into a binary image. An edge extractor filter is then applied to extract the image edges. Once these edges are taken out, the Hough transform is coded and then applied on the resultant image to browse it and then accumulates evidences in the transformed parametric matrix to decide which maximums corresponds to real lines in the image. In this matrix, the number of chosen peaks and their respective position represents the secret key used to select the ends of the correspondent lines where the similarities blocks are embedded. The position of the peaks are returned and saved to be compared with the same peaks position after the attacks are applied on the image and view if they can be considered as unvaried points with respect to the applied attack. The peaks are defined as the entire matrix maximum that exceeds a fixed threshold. In this work, in order to obtain a better precision, the threshold is fixed as $T_h = 0.7$ and then:

$$P_k = T_h \cdot \max(H)$$

Where $P_k$ represents the returned peaks, $H$ is the Hough matrix. Different peaks can be selected and then view theirs corresponding lines and end points in the image as shown in Figures 4, 5, 6 and 7.

4.5 Simulation results

In the following, the number of peaks is chosen equal to one. The location of the peaks in the Hough parametric space is represented by the respective position in the matrix lines and columns as $(L, C)$.

The first peak is selected and its position is returned as $(-23, 89.2472)$ in the Hough matrix space. That means that $\theta = -23^\circ$ and $\rho = 89.2472$. Figures from 8 to 11 present the detected peaks in the Hough space and their respective positions shown in Table 1. The correspondent detected lines and respectively their end points where the similarities blocks are embedded are shown in these figures. The Table 1 presents the attacks applied on the cameraman image: the JPEG compression and the rot-scale transform. The extracted peaks after the attacks have been applied presented. A total invariance is remarked concerning the peaks positions against lossy JPEG compression.

![Hough parametric space](image)

Fig. 4. The first pick in the parametric Hough space.
Fig. 5. Three detected segments corresponding to the first selected peak presented in Fig. 4.

Fig. 6. Two first picks in the parametric Hough space.

Fig. 7. Detected segments corresponding to the first selected peak presented in Fig. 6.
4.5.1 Experiment 1: JPEG compression

The figures from 8 to 11 show respectively the cameraman image attacked by the JPEG 10, 20 and 40 compression and the obtained result of the detected peaks position leading to the watermark detection. The proposed method based on the Hough parametric space is found to be highly robust against lossy compression. A series of different JPEG compression rates from JPEG 100 to JPEG 10 are applied as shown in Table 1. The distortion caused to the watermarked image by all these attacks hasn’t changed the position of the selected peaks in the Hough space.
Table 1. Invariance of the selected peak position against applied attacks.

<table>
<thead>
<tr>
<th>APPLIED ATTACK</th>
<th>PEAK POSITION IN THE HOUGH SPACE</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPEG 100</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>JPEG 90</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>JPEG 80</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>JPEG 70</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>JPEG 60</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>JPEG 40</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>JPEG 30</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>JPEG 20</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>JPEG 10</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>ROTSCALE –0.25</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>ROTSCALE –0.5</td>
<td>(-23, 89.2472)</td>
</tr>
<tr>
<td>PSNR 100</td>
<td>(-23, 89.2472)</td>
</tr>
</tbody>
</table>

Fig. 10. The position of the detected peak in the JPEG 30 compressed image.

Fig. 11. End points of the detected lines correspondent to the peak in Fig.10.
4.5.2 Experiment 2: Asynchronous attacks

Figures 14 and 16 show the rotation and scale attack, and the correspondent detected peaks position in the Hough space. As shown in the Table 1 and the figures below. The use of this space provides high robustness against these attacks and grant invariance properties to the selected peaks if the image is attacked, especially when dealing with small distortions the invariance of the peaks position is kept unchanged.
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4.6 Evaluation and comments

In this section, we comment the results and compare our proposed methods to other ones. As shown previously, this method is highly robust against JPEG compression. The Peaks positions are unvaried whatever the compression rate used. The image is represented by the Hough parametric space as a new representation domain where the signature is characterized by the unvaried positions of the selected peaks and hold in it. The robustness of this method is picked out from the robustness of this new Hough domain face to JPEG and other attacks. In fact, the parametric Hough space holding the signature cannot be modified by synchronous attacks as JPEG, filtering, i.e. it doesn’t modify the pixels position and then the ends of lines. As a result, the detected peaks after the Hough transform is applied remain unvaried. Conversely, the asynchronous attacks that modify vastly the pixels position change the position of the lines ends and then modify the positions of the Hough space peaks. Figures 16 and 17 show the asynchronous rot-scale attack with two degrees and the correspondent detected peaks.

Fig. 15. End points of the detected lines correspondent to the peak in Fig.14.

Fig. 16. Rot_scale 2° peak position.
5. Conclusion

A new domain and watermarking techniques are proposed in this work. In the first presented approach, sing the mathematical Hessenberg transformation, the original image is transformed in the Hessenberg domain as a triangular matrix which values present specific characteristics. The embedding procedure is applied to a transformed image in a non-sensitive zone that has no effect on the image quality after an inverse transformation is applied. Processing the lowest values in the entire matrix, by modifying them we impose a low variation on the original coefficients of the image and no distortions appears on the watermarked image. A study was carried out to show how the Hessenberg matrix can be
partitioned, and the effect of each matrix zone on the image perception. Many advantages are proposed by the use of this method. In fact it allows the use of a high embedding strength which allows being more robust against attacks than DCT, DFT or spatial methods. Its robustness against lossy JPEG compression exceeds this allowed by the well known and used until now DCT domain. In addition, by choosing the appropriate zone and changing some of its values, this technique is able to give the appearance of a noised, banded or blurred image without really applying these signal processing operations on the image. This technique is found to be very resistant against simultaneous a large set of synchronous and asynchronous signal processing attacks, and the watermark is always present in the entire set of the attacked image. The watermark detection process and the similarities computing presented in this approach are obtained from tests applied on the "Cameraman" image with a gain factor of 35. Evidently, the embedding strength can be highly augmented without exceeding the watermark imperceptibility when dealing with certain kinds of other images presenting different characteristics that allow high gains value without any changes, as shown in Figures 31h and 31i. Markedly, this high gain increases the robustness of the embedded watermark and improves vastly the results of the proposed method. We finally note that we propose a blind watermarking technique; the presence of the host image is not required for watermark detection procedure.

In the second approach, a new watermarking method is presented. Based on the mathematical hough transform, a parametric space matrix is obtained and used as a new space where the image is processed. A secret key is characterized by the number of selected peaks in this space matrix is chosen. These peaks are found to be invariant and robust against jpeg compression and some asynchronous transforms. They are also used to determine the correspondent lines end points where similarities blocks are embedded. The embedded watermark is carried in hough space by the invariant peaks and their position that corresponds to the embedded similarities. This method proposes higher resistance against lossy compression than the previous algorithms based essentially in the DCT domain.
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This collection of books brings some of the latest developments in the field of watermarking. Researchers from varied background and expertise propose a remarkable collection of chapters to render this work an important piece of scientific research. The chapters deal with a gamut of fields where watermarking can be used to encode copyright information. The work also presents a wide array of algorithms ranging from intelligent bit replacement to more traditional methods like ICA. The current work is split into two books. Book one is more traditional in its approach dealing mostly with image watermarking applications. Book two deals with audio watermarking and describes an array of chapters on performance analysis of algorithms.
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