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Evaluation of Mitochondrial DNA Dynamics Using Fluorescence Correlation Analysis
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1. Introduction
Mitochondria are the sites of oxidative phosphorylation and generate ATP when electron is transferred from respiratory substrates to oxygen by a series of redox reaction in which respiratory enzymes pump protons across the mitochondrial inner membrane from the matrix space[1]. In isolated mitochondria as well as in intact cells, respiration frequently produces reactive oxygen species (ROS). Especially, ROS increased if respiration is perturbed, e.g., ischemia-reperfusion injury [2]. ROS can attack almost all biomolecules unspecifically. In case of DNA, ROS causes single- and double-strand breaks, and base damage[3]. Nevertheless mitochondria metabolize them only partially. Due to the defense system, mitochondrial DNA (mtDNA, ~17 kbp) that mitochondria contain independently of nucleus is particularly vulnerable because it is partially associated with the inner mitochondrial membrane as shown in Fig.(1A) [4]. Moreover, mtDNA repair system is weaker than that of nucleus[5]. Since mtDNA codes a part of respiratory enzymes[6], the damages would be harmful to mitochondrial function. On the other hand, because mtDNA forms a complex with proteins and is not naked, a concept that mtDNA have a resistance against ROS is also favored[7]. Therefore, one may need to reconsider mtDNA damage using a newly developed methodology which is able to detect symptoms failed to be found in the previous studies. Among symptoms, the changes in mtDNA dynamics are noticed.

2. mtDNA nucleoid
As shown in Fig.(1B), mtDNA molecules are usually clustered within mitochondria as protein-DNA complexes called nucleoid[8]. Cells contain tens to hundreds of nucleoid dependent on the species, growth conditions, differentiation, developmental stage and so on. Each nucleoid contains several mtDNA copies. Among nucleoid proteins reported previously, main proteins were (i) transcription factor A of mitochondria, TFAM[9], (ii) mitochondrial single-stranded DNA binding protein, mtSSB[10], (iii) mtDNA helicase, Twinkle[11], and (iv) mtDNA polymerase, POLG[8]. These proteins would participate in the maintenance of mtDNA. When a cell divides during cell cycle, daughter cells need to receive mtDNA. However, since mtDNA damage probably affects the interaction with nucleoid proteins, transmission of damaged mtDNA may differ from that of intact mtDNA as discussed in heteroplasm[15]. Indeed, in contrast to neutral polymorphisms, severe mtDNA mutations responsible for diseases in a heteroplasmic state, almost never returned.
to homoplasmy[16]. Large deletions (~5 kb) of mtDNA were very rarely transmitted to the offspring[17]. It was reported that deleterious heteroplasmic mtDNA mutation occurred in early stage of development of primary oocytes from a woman carrying a mtDNA mutation responsible for MELAS, mitochondrial encephalomyopathy with lactic acidosis and stroke-like episodes[18].

Moreover, mitochondria itself are dynamic organelles in post mitotic state as well [12]. When mitochondria move along cytoskeletal tracks, each mitochondrion encounters and undergoes fusion[13]. Consequently, mitochondrial networks spread within an entire cell in some cases. On the other hand, each mitochondrion yields two or more shorter mitochondria when fission occurs[14]. Therefore, in addition to mtDNA damage, mutations in nuclear-encoded genes that play an important role in mitochondria dynamics would also cause changes in mtDNA dynamics. For example, heterozygous mutations in optic atrophy gene 1 product, OPA1, caused autosomal dominant optic atrophy, the most common heritable form of optic neuropathy[19]. Mutations in gene encoding Twinkle or POLG cause the autosomal dominant progressive external ophthalmoplegia[11, 20]. Although the organization of nucleoid proteins in fixed cells was revealed by immunocytochemistry, effects of the organization on mtDNA dynamics remained fully unclear. Methods by which mtDNA dynamics can be evaluated would permit to diagnose biopsy samples from patients suspected of having these diseases. Moreover, when we search candidates for compounds that modulate mtDNA dynamics by high throughput screening, image correlation method is one of the useful methods.

3. Direct measurement of mtDNA dynamics

Time-lapse fluorescence microscopy was successfully used to study mtDNA dynamics. When nucleoids were observed in cells that expressed GFP-Twinkle, the average displacement velocity of GFP-Twinkle spots was 0.01 µm/s [21]. However, in this method,
because only a few mtDNAs selected within a cell were analyzed, it is probably hard to determine mtDNA dynamics in a whole cell. In order to analyze mtDNA dynamics in wide area of cytoplasm, image correlation spectroscopy (ICS) are proper because fluorescent particles, namely mtDNAs, are not selected. ICS is an imaging analog of fluorescence correlation spectroscopy (FCS)\[22\]. Therefore, prior to ICS, principles of FCS are described. In FCS, fluorescent molecules entering a tiny detection area generated by confocal optics emit photons and those exiting the area due to Brownian motion cease to emit them\[23, 24\]. Based on the fluctuations of fluorescence intensity, the motion of fluorescent molecules is evaluated as diffusion constant. As shown in Fig.(2), the fluctuation signal is dependent on molecular weight and the number of molecules.

Fig. 2. Effect of molecule number and molecular weight on fluorescence fluctuation. (A) When fluorescent molecules enter and exit tiny detection area (confocal volume element) due to Brownian motion, fluorescence intensity fluctuates. (B) When the fluorescent molecules decrease, the relative fluctuation of fluorescence intensity against the average value increases. (C) When the fluorescent molecules become larger, the fluctuation become slower.

Since fluorescence intensity fluctuates with only a few fluorescent molecules diffusing in and out of the volume element, the intensity at time \( t \), \( I(t) \), changes into \( I(t+\tau) \), \( \tau \) seconds later. The normalized autocorrelation function commonly used is calculated from the random fluctuation of fluorescence intensity:

\[
G(\tau) = \frac{\langle I(t)I(t+\tau) \rangle}{\langle I(t) \rangle^2}
\]  

(1)

To evaluate the experimentally obtained autocorrelation function, the following analytical expression has been derived \[25\]:
In fact, the equation indicates simple diffusion properties, and then represents the time-dependent correlation function for translational diffusion based on fluorescence fluctuation due to Brownian motion of three dimensions, where $N$ is the average number of molecules in the volume element. $\tau_d$ is the diffusion time that the molecules take to traverse the detection area in the radial direction. $s$ is the ratio of the axial half-axis to the lateral half-width of the detection area and it can be previously obtained with an authentic material such as rhodamine 6G. When Eq. (2) is fitted to the experimentally obtained autocorrelation function, $\tau_d$ and $N$ can be obtained. Although Eq. (2) represents a one-component model for the autocorrelation function, depending on the application, practically, a two-component [26-28] or multicomponent model [29, 30], or even analytical expression for the cross-correlation function [31, 32] is also adopted.

\[
G(\tau) = 1 + \frac{1}{N} \left( 1 + \frac{\tau}{\tau_d} \right)^{-1} \left( 1 + \frac{s^2 \tau}{\tau_d} \right)^{-\frac{1}{2}}
\]

(2)

Fig. 3. Fluorescence correlation analysis of mtDNA damage in vitro. (A) Changes in normalized autocorrelation functions of long PCR products (~17 kbp) for mtDNA isolated from the cells exposed to H$_2$O$_2$ (0 ~ 0.4 mM). For comparison, normalized autocorrelation function of primer is also shown. A decrease in fraction of slow-moving components (long PCR products) shifted normalized autocorrelation function to the left hand side. (B) Effect of restriction digestion on the normalized autocorrelation function of long PCR products for mtDNA. An increase in fluorescent molecules due to the fragmentation resulted in the decrease in amplitude of autocorrelation function.
In order to estimate the vulnerability of mtDNA to oxidative stress, using FCS, the complete mtDNA genome isolated from the cells exposed to H$_2$O$_2$ was amplified by long PCR and the product (~17 kbp) was fluorescently labeled with an intercalating dye, YOYO-1 [34]. As shown in Fig. (3A), normalized autocorrelation function (normalized ($G(\tau) - 1$)) of long PCR for mtDNA product was shifted to the left with the increment of H$_2$O$_2$ concentration. When the data were analyzed by a 2-component model, a decrease in the slow component due to mtDNA damage was revealed. In further study, we quantified size distribution of restriction fragments in long PCR product for mtDNA with Hha I and Hae III [30] (Fig. (3B)), which indicated changes in molecular number due to fragmentation. Using a multi-component model which was considered as a fragment length-weighted correlation function, we calculated the correlation amplitude expected theoretically and compared it to that measured by FCS (refer [30]). Since these were coincident well, the amplitude measured by FCS would be a very useful index for primary screening for alterations in the entire mitochondrial genome using restriction enzymes that have several polymorphic restriction sites.

4. Image correlation spectroscopy

In ICS which is an imaging analog of FCS, the raw data for image correlation analyses is an image series which is recorded as a function of space and time. The images are usually obtained from a confocal laser scanning microscope (LSM), two-photon LSM or evanescent wave imaging[35]. A generalized spatiotemporal correlation function is defined as:

$$r(\xi, \eta, \tau) = \frac{\langle \delta I(x, y, t) \delta I(x + \xi, y + \eta, t + \tau) \rangle}{\langle I(x, y, t) \rangle^2}$$  \hspace{1cm} (3)

where a fluctuation in fluorescence, $\delta I(x, y, t)$, is given by:

$$\delta I(x, y, t) = I(x, y, t) - \langle I(x, y, t) \rangle$$  \hspace{1cm} (4)

where $I(x, y, t)$ is the intensity at pixel $(x, y)$ in the image recorded at time $t$, and $\langle I(x, y, t) \rangle$ is the average intensity of that image at time $t$. Every image acquired on a LSM is a convolution of point spread function (PSF) for the microscope with the point-source emission from the fluorophores due to diffraction [36]. This convolution causes the signal from a point-emitter to be spread over a number of pixels. Correlation of fluctuations arising from fluorescent particles within the microscope PSF also confers some critical limitations on ICS approaches. In ICS introduced here, the spatial correlation function is firstly computed and then number of particle is obtained. Next, using the value, when the temporal correlation function is fitted to an analytical model derived from diffusion theory, diffusion coefficient is calculated.

With spatial ICS, a spatial autocorrelation function is calculated from the intensities recorded in the pixels of individual images (Fig. (4A)). As shown in the colored surface of Fig. (4B), the spatial autocorrelation function of the image is given by Eq. 3 when $\tau = 0$:

$$r(\xi, \eta, 0) = \frac{\langle \delta I(x, y, t) \delta I(x + \xi, y + \eta, t) \rangle}{\langle I(x, y, t) \rangle^2}$$  \hspace{1cm} (5)
where the angular brackets denote spatial averaging over the image, and \( \xi \) and \( \eta \) are spatial lag variables corresponding to pixel shifts of the image relative to itself in the \( x \) and \( y \) directions. The correlation function is then fitted to a 2D Gaussian using a nonlinear least squares algorithm (the grey mesh in Fig. (4B)):

\[
\begin{align*}
    r(\xi, \eta, 0) &= g(0, 0, 0) \cdot \exp \left( -\frac{\xi^2 + \eta^2}{\omega_0^2} \right) + g_\infty \\
\end{align*}
\]

where \( g(0, 0, 0) \) is the zero-lags amplitude, and \( g_\infty \) is the long-spatial lag offset to account for an incomplete decay of the correlation function. Fitted parameters are \( g(0, 0, 0) \) and \( g_\infty \). In Eq. (6), a Gaussian function is used because the laser beam acts as the spatial correlator and has a Gaussian intensity profile. The zero-lags amplitude of the correlation function is inversely proportional to the number of independent fluorescent particles per beam area. The beam radius of the microscope PSF (\( \omega_0 \)) can be determined using methods such as imaging of fluorescent microspheres with diameter less than diffraction limit [36]. Because the size of \( \omega_0 \) is wavelength-dependent, the PSF should be measured at excitation wavelength same as the ICS experiment.

Fig. 4. Image correlation analysis of computer-generated simulations in the case of \( \tau_0 = 0.001 \mu m^2/s \), 0.1 particles/\( \mu m^2 \) and \( \omega_0 = 0.4 \mu m \). (A) Temporal image series with 5 \( \mu m \) × 5 \( \mu m \) / 2 s. (B) The raw correlation function is denoted by the colored surface, and the fitted 2D Gaussian function is denoted by the grey mesh. (C) Intensity at a pixel fluctuates with number of frames separated 2 s interval. (D) Temporal image correlation function derived from temporal image series (A).
Next, as shown in Figs. (4C and D), temporal autocorrelation function of an image series as a function of time lag \( \tau \) is obtained from Eq. 3 when \( \xi = \eta = 0 \):

\[
\langle 0,0,0,0 \rangle \langle 0,0,0,0 \rangle = 0
\]

where the angular brackets denote spatial and temporal averaging. Experimentally, \( \tau \) values are determined by the time between subsequent images in the image series. Depending on the microscope system used, sampling time of image acquisition is usually between 0.03 and 10 s. Here, because it can be assumed that mtDNA in cytoplasm of cells attached strongly on a culture dish behaves as 2D diffusion, the correlation function \( r(0,0,\tau) \) was fitted to a simple one component model which was diffusing freely:

\[
r(0,0,\tau) = \frac{g(0,0,0)}{1 + \frac{\tau}{\tau_d}} + g_{\infty}
\]

where \( g(0,0,0) \) is the zero-lags amplitude dependent on number of fluorescent particles, and \( g_{\infty} \) is the long-time offset. For confocal excitation, the characteristic diffusion time, \( \tau_d \) is related to the diffusion coefficient, \( D \) by:

\[
D = \frac{(a_0)^2}{4\tau_d}
\]

where \( a_0 \) is \( e^2 \) radius of the focused beam of the microscope.

5. mtDNA dynamics

Prior to analysis of mtDNA dynamics in living cells, mtDNA localization was determined by cross-correlation analysis of dual-labeled images with specific dyes for mtDNA (PicoGreen [37], PG) and mitochondria (MitoTracker Deep Red, MT) as shown in Fig. (5A). The cross-correlation function was calculated by shifting the red image over a distance \( \xi \) in the x-direction with respect the green image with \(-4 \leq \xi \leq 4 \mu m \) [38]. For each value of \( \xi \), Pearson’s correlation coefficient \( r_p(\xi) \) was calculated according to:

\[
r_p(\xi) = \frac{\sum [I_g(x,y)-\langle I_g \rangle][I_r(x+\xi,y)-\langle I_r \rangle]}{\left(\sum [I_g(x,y)-\langle I_g \rangle]^2\right)^{1/2}\left(\sum [I_r(x,y)-\langle I_r \rangle]^2\right)^{1/2}}
\]

where \( I_g(x,y) \) and \( I_r(x,y) \) are the intensity of green and red channel at pixel \((x,y)\), and \( \langle I_g \rangle \) and \( \langle I_r \rangle \) are average intensity, respectively. As shown in Fig. (5B), the cross-correlation function was obtained by plotting \( r_p(\xi) \) against \( \xi \). In principle, a cross-correlation function can be determined for shifts in any direction of the x, y, z-space, but shifts in the x,y-plane are
Fig. 5. Localization of mtDNA within mitochondria. (A) fluorescence spectra of suspension of cells dual-stained with PicoGreen (ex. 488 nm) for mtDNA and MitoTracker Deep Red (ex. 633 nm) for mitochondria. A solid line shows each excitation spectrum. Using LSM, the hatched area of emission spectra (broken line) was observed. (B) Confocal images of mtDNA (PG) and mitochondria (MT) are merged. In right panel, cross-correlation analysis of a dual-labeled image is shown in cytoplasmic (filled squares) and nuclear area (open circles).

preferred because of the limited z-resolution of LSM. For simplicity, cross-correlation function for shifts in the x-direction was analyzed here. As shown in Fig. (5B), in contrast to nucleus, PG signals in cytoplasm was partially localized within mitochondria, as confirmed by $r_p(0)$. Therefore, PG signal would show mtDNA.

As shown in Fig. (6), temporal autocorrelation function of mtDNA in living cells could be fitted well using Eq.8. Average of diffusion coefficient of mtDNA was $9.4 \times 10^{-3} \mu m^2/s$ (25 cells), was stable among 0.2~2 s of sampling time, and was comparable to that of mitochondria ($8.2 \times 10^{-3} \mu m^2/s$) although graphical data are not shown. Therefore, using sequential frames acquired by a LSM, ICS allowed evaluating both dynamics simultaneously. Diffusion coefficient of mtDNA in single living cells was two digits smaller than that in vitro [34], and was comparable to that of mitochondria. This suggests that mtDNA would be bound to an internal structure of mitochondria matrix.
6. Concluding remarks

Because diffusion coefficient depends on molecular weight and/or molecular interaction, diffusion coefficient of mtDNA would allow detecting large deletion of ~5 kb and abnormal transmission. In contrast to recent methods studying mitochondrial genetics such as its RNA expression (e.g., [39]), the present technique is useful for quantifying mtDNA dynamics in single living cells.
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