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1. Introduction

This chapter presents the energy dissipation approach for analyzing surface contact damages in various materials, including composite materials. As known, surface contact is a very common phenomenon, which can be found in daily life and many scientific and engineering problems. The contact of different bodies can be modeled as indentation. Analysis of indentation and modeling of the deformation states of indented materials are often difficult because of the complexity of stress distributions within indentation zones. It is also very difficult to evaluate stress states in regions underneath an indented zone. Instrumental indentation has been performed on various materials including composite materials. Experimental studies on indentation of coatings and brittle materials have been reported extensively, but the criterion for evaluating the extent of damage is not unified. Ductile materials deform relatively stable in indentation processes. While brittle materials are sensitive to compressive contact loadings in view of the formation of surface cracks. Therefore, it is difficult to find a unified stress or strain based damage criterion to characterize the damage evolution. Energy dissipation analysis may be more accurate to describe the deformation behavior of such materials. Specifically, under wedge indentation, the analysis should be investigated because the stress field has the singularity which limits the applicability of the strength criterion. In this chapter, the load-displacement relations with elastic-plastic responses of the materials associated with the indentation processes will be obtained to calculate the hysteresis energy. Lattice rotation measurement using electron backscatter diffraction (EBSD) technique will be performed in the region ahead of the indenter tip to measure the dimension of the contact damage zone (CDZ) and the results will be used to define the length scales in contact deformation. A unified criterion using the hysteresis energy normalized by the length scales will be established.

Damage evolution in composite materials is very sensitive to the interaction of reinforcements and matrices in interface regions. For example, the development of damage in glass particle and fiber reinforced epoxy composite materials is strongly influenced by the interface debonding conditions [1]. However, the exact effect of bonding conditions on the performance of particle filled composite materials is still not fully understood. Kawaguchi and Pearson [2] reported that strong matrix-particle adhesion may lower the fatigue crack propagation resistance. While the studies on Si$_3$N$_4$ nanoparticle filled epoxy composites...
under sliding wear conditions showed that the strong interfacial adhesion between Si$_3$N$_4$ nanoparticles and the matrix reduced the wear rate of the composites [3]. Damage in the form of debonding in coated fiber reinforced composites under tension-tension cyclic load was investigated [4]. The bi-interfacial debonding (fiber/coating and coating/matrix) behavior was analyzed using a double shear-lag model. Based on this model, the debond growth rate and strain energy were calculated by finite element method. Non-uniform damage of coating materials was accounted in the analysis. There exists two-interface coupling in debonding. It was found that the strength and thickness of coating materials are the major factors controlling the bi-interfacial crack growth. Numerical simulation of progressive damage evolution in fiber reinforced composites was performed to understand interface stress statistics and the fiber debonding paths development [5]. A meso cell including several hundred inclusions was used to account for the micro structure statistics of the composites. Both the local stress and effective elastic moduli of disordered fibrous composites were computed.

Micromechanics based approaches have been used for debonding damage analysis [6-10]. Cavallini, Bartolomeo, and Iacoviello [6] investigated the damage in three different ferritic-pearlitic ductile cast irons with the main focus on graphite nodules debonding. Chan, Lee and Nicoletta et al. [7] studied the near-tip fracture processes of nanocomposites under cyclic loads. It is found that particle bridging, debonding at the poles of particle/matrix interface, and crack deflection around the particles are the major micromechanics responses to cyclic loadings. Environmental conditions on the subcritical debond-growth rates were also examined [8]. Temperature and relative humidity are sensitive factors. Long term exposure to a moist environment resulted in the time-dependent decrease in adhesion between matrices and reinforcements. Three different interfacial damage models including the shear lag model, the linear degradation model and the modified power degradation model were used to describe the bond decay at steel/concrete interface [9]. The role of internal friction in resisting interfacial debonding was addressed. Micro-level damage in discontinuous fiber reinforced composites were found in the forms of fiber/matrix interfacial debonding and fiber failure [10]. The Weibull damage law was used to predict the microscopic damage behavior of composites with different fiber contents and orientations.

Crack initiation or small crack growth plays a critical role in interface debonding [11]. In small crack growth, plasticity-induced crack closure was observed, but the effect of crack closure in fatigue crack growth predictions was less than the estimation by the classical approaches [12]. In addition to crack closure, the shear deformation of matrix ahead of a small crack slows down the interfacial debonding rate [13]. Interface debonding controlled small crack growth behavior depends on the stress levels [14], and loading rate [15-16]. Microdebonding or subcritical debonding behavior is also dependent on surface chemistry [17] and temperature [18, 19]. To evaluate the surface chemistry effect, subcritical debonding of thin polymer layers from inorganic dielectrics was studied using selected amino- and vinyl-functional silane adhesion promoters [17]. Due to the surface modification, the failure occurs not at the interface but in a region very close to the interface. The effect of temperature on debonding is especially significant in metal matrix composite materials [20-34]. At elevated temperatures, thermomechanical fatigue accounts for the failure of these materials. Alternating plastic shearing of the interface takes place under combined mechanical and thermal stresses [18]. At low temperatures, metal matrices such as Al
typically shows an initial hardening process, while at high temperatures, only cyclic softening is found [19].

Fatigue tests on reinforced titanium composites revealed various interface damage mechanisms [20-27]. Shear frictional sliding [20], interfacial debonding [21], fiber bridging [22], surface embrittlement [23], matrix ligament premature ductile shear [24], and crack deflection [25] are typical damage mechanisms observed. These damage mechanisms could occur simultaneously depending on loading modes, but debonding always exists and is considered as the major mechanism. A stress-based criterion for predicting the debonding behavior was proposed [22]. Rios, Rodopoulos and Yates [26] assessed the initial and final damage states caused by interface debonding and fiber bridging to determine the damage accumulation rates in SiC fiber reinforced titanium composite. Their method was used for damage tolerant fatigue design. Residual stiffness and the post-fatigued tensile strength as a function of microstructural damage were obtained through computer simulation, and the interfacial frictional stress and the critical crack length were also calculated [27]. Under combined thermal and mechanical fatigue loading, carbon fiber/Al and SiC fiber/Al composites were found to fail by a ratchetting mechanism, which is characterized by the progressive plastic deformation increasing with the number of cycles, even at stress levels far below the yield stress [28]. It is further found that the main phenomenon leading to composite failure is ratchetting at high load levels and interface degradation at low load levels.

Short crack growth behavior in steels containing different particle inclusions including Al₂O₃, MnS and Ti₃N₄ was studied by finite element method [29]. Crack-tip displacements and energy release rates were taken as the driving forces. It was found that the energy release rate is the highest for the Al₂O₃ inclusion case with a short through thickness crack. Li and Ellyin [30] studied the fatigue damage and the localization in Al₂O₃ particulate reinforced aluminum composites. The primarily damage forms are particle debonding, fractured particles and matrix cracks. Mesoscale reinforcement defects, such as a clump of large particles were also found causing damage localization. These defects were assumed to be the reason for short crack initiation and extension. In Murtaza and Akid’s work on steel [31], it is reported that debonding at the matrix/inclusion interface is the major mechanism for the formation of short cracks. Stress redistribution at interfaces in alumina/aluminum multilayered composites was investigated [32]. The effects of interfacial debonding or of plastic slip in the metal phase adjacent to strongly bonded interfaces were considered. The results of stress measured around the crack reveal that debonding is much more effective than slip in reducing the stress ahead of the crack. Interaction of short fatigue crack with different types of particles was studied. Stronger interaction of fatigue crack with Si particles, as compared to SiC particles, was observed in particle reinforced A356 casting alloy [33].

Modeling fatigue debonding have been performed by many researchers [34-39]. In Gradin and Bååcklund’s work [34], a unit cell model containing a steel bar and a co-centric epoxy cylinder was used to study the progressive de-bonding between the fiber and the matrix. Energy release rate was correlated to the interfacial debonding length. While in the work shown in [35-37], void formation and growth due to fatigue loading was characterized by the tensile stress at the interface. Three distinguishable debonding stages, two transient ones separated by a steady stage, were defined by Botsis and Zhao [38]. Stress intensity factor may be used to distinguish the steady and the transient stages because the total stress intensity factor was found to be approximately constant at the steady state. Debonding
under different loading modes including mode I, mode II and mixed mode (I & II) was studied by Dessureault and Spelt [39]. It was observed that the debonding rate was the greatest under mixed-mode conditions.

In this chapter, the emphasis on mechanics analysis will be put on the damage initiation and propagation from the debonding of particle/matrix interface. Both macro- and micro-scale analysis will be performed. The macroscale approach based on continuum mechanics will be used to obtain the stress field in the elastic-plastic region within the matrix in front of the debonded particle. Treating the debonded region as a crack, stress intensity solutions can be obtained. In the plastic zone just ahead of the debonded particle, the microscale approach will be used to find the stress solutions. In the classical plasticity theory, the material property at the crack tip is considered to be isotropic and the maximum stress in the plastic zone is assumed to be the yield strength of the material. In this work, the particle-matrix interaction is modeled as surface contact and multiscale approaches are used in the modeling and experiments.

Why the particle-matrix interaction and the debonding in the interface region can be modeled as contact damage under indentation load? The rationale is evident by examining the damage zone. As shown in Figure 1, the particle inclusion is debonded from pearlitic steel matrix. Along the main crack propagation direction (marked as x-direction), two distinct slip regions are found. These regions are denoted as Region I and Region II. In each of these regions, persistent slip lines are found. Although there are also some other slip zones around the particle, the predominant slip activities that determine the main crack speed are from Region I and Region II. Therefore, with a simplified model, the slip in these two regions can be seen as generated by indentation. The hard particle is equivalent to an indenter.

![Fig. 1. Scanning electron microscopic image showing contact damage induced slip zones around a debonded particle. The main crack propagation is along x-axis.](image)

**2. Surface contact damage model**

The first part of the modeling work is on the surface contact damage initiation using a microscale approach. Since the deformation state at the contact point is highly anisotropic, the deformation mechanism of single crystal plasticity is enforced in this stage. The
deformation of the material in the indenter tip region due to the motion of dislocation on different slip systems will be described. Based on such a consideration, we assume that the stresses at the boundary between the elastoplastic region and the plastic zone propagate into the plastic zone. The magnitudes of the stress components are determined. The primary slip lines are assumed to be collinear with the dislocation motion directions. The second part of this section is specifically on the contact damage propagation. Once a short crack from the interface debonding starts growing, how to characterize the fatigue crack growth resistance becomes an important issue. A simulated crack (indenter penetration depth) is used to study the contact damage propagation kinetics. The specific energy of damage, a parameter which is used to characterize the resistance of the material to contact damage, is defined. The relationship between energy release rate and the specific energy of damage is established.

2.1 Contact damage initiation stage: microscale approach

It is assumed that the matrix is elastic-plastic so that in-plane slip is the prevailing plastic deformation mechanism. \( S \) is the unit vector parallel to the slip direction. \( N \) is the unit vector along the slip plane normal. To use indentation to simulate the debonding, the partial debonding and the fully debonded states, as shown in Figures 2(a) and 2(b), respectively, can be treated by the cases with indenter partially penetration and retreating. In order to find the stress solution, the debonded region is considered as a crack. A stress intensity approach is applied to find an approximate solution. Figures 2(c) shows both the global and the local coordinates for deriving the stress solutions in the slip regions.

![Fig. 2. Sketches for particle/matrix interface debonding analysis: (a) partial debonding, (b) complete debonding, (c) configuration of global, local coordinates related to the slip direction and slip plane normal vectors.](image)

In a contact cycle, supposing that plane-strain conditions hold, the non-zero components of the stress field ahead of the particle are calculated by fracture mechanics as

\[
\sigma_{xx} = \frac{K_I}{\sqrt{2\pi r}} \cos \left( \frac{\theta}{2} \right) \left[ 1 - \sin \left( \frac{\theta}{2} \right) \sin \left( \frac{3\theta}{2} \right) \right]
\]  

(1a)
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\[ \tau_{xx} = \tau_{zz} = \frac{K_i}{2\pi r} \cos\left(\frac{\theta}{2}\right) \sin\left(\frac{\theta}{2}\right) \sin\left(\frac{3\theta}{2}\right) \] (1b)

\[ \sigma_{zz} = \frac{K_i}{2\pi r} \cos\left(\frac{\theta}{2}\right) \left[ 1 + \sin\left(\frac{\theta}{2}\right) \sin\left(\frac{3\theta}{2}\right) \right] \] (1c)

\[ \sigma_{yy} = \mu(\sigma_{xx} + \sigma_{zz}) \] (1d)

where \( K_i \) is the stress intensity factor related to the particle shape.

Other stress components are zeros, i.e., \( \tau_{xy} = \tau_{yx} = \tau_{yz} = \tau_{zy} = 0 \). Assuming the material near the tip is fully plastic, the following yielding criterion holds

\[ N \Sigma S = \pm \tau_i \] (2)

where \( \tau_i \) is the shear strength of the \( i \)th slip system, \( \tau_i = \tau_i^I \) for Region I and \( \tau_i = \tau_i^{II} \) for Region II. \( N \) is the surface normal of the slip plane, \( S \) is a unit vector along the slip direction. If the dislocation motion is along positive \( S \), the right hand side takes positive \( \tau_i \), while in the case that the slip occurs along negative \( S \), the negative sign is kept on the right hand side. \( \Sigma \) is the stress tensor. The components of \( N \) are \( N_x, N_y \) and \( N_z \), and \( S \) has the components: \( S_x, S_y \) and \( S_z \). Since only the in-plane slip is considered in this work, the \( z \)-components for both \( N \) and \( S \) are zeros. Therefore, the yield condition is

\[ N_x \sigma_{xx} S_x + N_y \sigma_{yy} S_y = \pm \tau_i \] (3)

where \( S_x = \cos(\phi_i), S_y = \sin(\phi_i), N_x = -\sin(\phi_i), N_y = \cos(\phi_i), \phi_i = \phi_i^I \) for Region I and \( \phi_i = \phi_i^{II} \) for Region II. Substituting these relations into Eq. (3) yields

\[ -\frac{\sigma_{xx} - \sigma_{yy}}{2} \sin(2\phi_i) = \pm \tau_i \] (4)

Eq. (4) provides the yield function related to the slip angle and the stress field when the material is in a fully-plastic state. For the partial debonding case, along the radial line \( \theta = 0 \), the in-plane stresses are

\[ \sigma_{xx} = \frac{K_i}{2\pi r} \] (5a)

\[ \tau_{xy} = 0 \] (5b)

\[ \sigma_{yy} = \pm \frac{2\tau_i}{\sin(2\phi_i)} + \sigma_{xx} \] (5c)

where \( r' \) is the distance from the origin to an arbitrary point on the \( \theta = 0 \) radial line, and \( K_i = \frac{1.12}{\pi} \sqrt{\pi(a - c)} \sigma_{xx} \).
Once the stress field along the radial line $\theta = 0$ is obtained, it is straightforward to find the stress state within the slip region. One of the ways is to follow the slip line analysis [40] to solve the stress components in Region I and Region II.

### 2.2 Contact damage propagation stage: macroscale approach

In this part, evaluation of the contact damage propagation behavior based on experimentally determined irreversible work and energy dissipation is presented. The energy dissipated into damage formation is considered as the indentation penetration driving force. A materials parameter, the specific energy of damage is used as the contact damage tolerance criterion as previously introduced for some materials in [41-46]. Correlation between the contact damage tolerance and the microstructure of the material is made.

Considering indenter penetration region and its surrounding damage zone in the material as a thermodynamic entity, the following relationship can be obtained based on entropy and energy balance considerations.

$$ T\dot{S} = (\dot{J}^* - \dot{\gamma}) \frac{da}{dN} + D $$

(6)

where $T$ is the ambient temperature and $\dot{S}$ is the rate of change of the entropy of the system comprising the indenter penetration region and the surrounding damage zone. $\dot{J}^*$ is the energy release rate. $\gamma$ is the specific damage of energy. $a$ is the nominal indenter penetration depth or developed contact length between the indenter and the indented material. $da/dN$ is the indenter penetration speed. $N$ is the number of indentation cycles. $D$ is the rate of energy dissipation into contact damage formation associated with the damage zone evolution.

At minimum entropy, $T\dot{S} = 0$. Eq. (6) can be rearranged as

$$ \frac{da}{dN} = \frac{D}{\dot{\gamma} - \dot{J}^*} $$

(7)

Under force control indentation conditions, the energy release rate $\dot{J}^*$ can be evaluated by

$$ \frac{da}{dN} = \frac{1}{B} \frac{\partial P}{\partial a} $$

(8)

where $P$ is the potential energy (area above the unloading curve) at the indenter penetration depth $a$, and $B$ is the specimen thickness. The cyclic rate of energy dissipation, $D$ associated with contact damage zone evolution can be evaluated by the difference between the hysteresis energy related to indentation and the hysteresis energy dissipated into the bulk of the material. It can be expressed as:

$$ D = \frac{H_n}{B} $$

(9)

where $H_n$ is the hysteresis energy. Rearranging Eq. (7) yields
The quantities \( J^* \), \( da/dN \), and \( a \), can be obtained from indentation experiments. The relationship expressed in Eq. (10) can be plotted in a two dimensional domain, directly giving the value of the specific energy of damage, \( \gamma \), which is the intercept of the straight line. \( \gamma \) can be used as a material property related parameter. By examining Eq. (10), as the contact damage propagates, the energy release rate increases, thus the change of the left term \( J^*/a \) can be leveled by both the increasing of \( J^* \) and the indentation penetration depth, \( a \). The variation of the term in the right side of Eq. (10), \( D/[a(da/dN)] \), depends on several factors. These are the indentation depth, \( a \), the indentation speed, \( da/dN \) and \( D \), the cyclic rate of energy associated with the damage formation. The indentation speed changes with the indentation depth. From energy balance analysis, it is clear that the value of \( D \) changes with the indentation depth, \( a \). Thus, the variation of \( D \) is well balanced by the change in both \( a \) and \( da/dN \). Thus, on the \( J^*/a \) vs \( D/[a(da/dN)] \) plot, a straight line which is almost parallel to the \( D/[a(da/dN)] \) axis can be obtained.

3. Experimental

The materials used include two types. One type is copper for indentation penetration zone measurement. The other one is a medium carbon steel with inclusions for simulated surface damage propagation analysis. A hardened tool carbon steel by heat treatment was used to make the wedge indenter. The indentation configuration is shown in Figure 3. The indenter has a 90° apex angle. The indentation process was conducted under cyclic loading conditions. During indentation, the load and the displacement was recorded by an Xplorer GLX data acquisition unit. These data can be used to plot and show the relation of the indentation load v.s. the nominal indenter penetration depth.

![Fig. 3. Indentation set-up for performing simulated surface contact damage tests.](www.intechopen.com)
There exists difficulty in measuring the actual damage zone size by direct visual observation. We examined indented copper crystal using scanning electron microscopy (SEM) and measured the damage zone size. The copper polycrystal was etched in warm HCl/SnCl$_4$ solution. Further investigation of the damage zone using electron backscattering diffraction (EBSD) technique to reveal the contact damage zone in single crystal copper was also performed.

4. Results and discussion
The indentation cyclic load vs time is shown in Figure 4(a). Time-dependent indentation penetration depth was recorded and shown in Figure 4(b). The relation of the indentation load v.s. the indenter penetration depth at a typical cycle is shown in Figure 4(c). From the load-displacement curves, we can calculate the potential energy and the hysteresis energy associated with the contact damage processes as schematically shown in Figure 4(d). The indentation penetration depth, $a$, versus the number of indentation cycles, $N$, for three steels was plotted. The slope of the $a$ versus $N$ curves was used to calculate $da/dN$, and establish the relationship of indentation speed, $da/dN$, and indentation depth, $a$.

![Fig. 4. Calculating energy dissipation terms from indentation test data: (a) cyclic loading profile, (b) time-dependent displacement, (c) load-displacement relationship, (d) illustration showing how to determine the potential energy and hysteresis energy.](https://www.intechopen.com)
The potential energy, $P$, was calculated from the loading and unloading curves recorded at intervals of number of cycles as the area above the unloading curve (see Figure 4(d)). On this basis, the relationship between the potential energy and the indentation depth, $a$, can be established. The relationship between $P$ and $a$ is used to determine the energy release rate, $J^*$, using Eq. (8). The hysteresis energy at each indentation cycle $H_n$ is determined from the area of the hysteresis loop recorded as schematically shown in Figure 4(d). Based on the value of hysteresis energy and the relationship between $a$ versus $N$, the quantity of $D$, the cyclic rate of energy dissipation into contact damage zone evolution is determined using Eq. (9).

Figure 5 shows the fatigue crack growth behavior of three medium carbon steels (named as materials $A$, $B$ and $C$) due to the interface debonding of particle inclusions and the pearlite matrix. The carbon content of the three steels is 0.77% in weight. However, the heat treatment conditions are not the same, which affected their fatigue property. Steel $A$ was heat treated at the highest cooling rate. $B$ has a much lower cooling rate than $A$, while $C$ has an even lower cooling rate, but close to that of $B$. Tension-tension fatigue tests with cyclic loading ratio of $R = 0.1$ were performed. It is found that the energy release rate and the cyclic energy dissipation rate change constantly for each of the materials during the fatigue crack growth. We also found that the critical value of energy release rate is very difficult to determine as shown in Figure 5(a), the energy release rate, $J^*$, versus the crack length for the three steels. The increase of the crack length, $a$, causes the increase of the values of $J^*$ for the three steels. Therefore, the energy release rate can not be considered as a materials parameter for comparing the fatigue damage tolerance of different materials because a unified value for each material can not be found.

![Fig. 5. The fatigue crack propagation data of three medium carbon steels: (a) the energy release rate, $J^*$, versus the crack length, $a$, (b) the cyclic rate of energy dissipation, $D$, versus the crack length, $a$, (c) crack speed versus the energy release rate.](image)

The irreversible energy dissipation during fatigue damage of the three steels was also calculated. Based on the measured hysteresis energy for both notched and unnotched specimens and the relationship between crack length $a$ versus fatigue cycle $N$, the quantity of $D$, the cyclic rate of energy dissipation into damage zone evolution was determined. The relationships of $D$ and the crack length, $a$, for the steels, are shown in Figure 5(b). Material $A$ displayed much higher value of the cyclic rate of energy dissipation into the active zone evolution. The other two steels, $B$ and $C$ demonstrated very similar behavior. For all of the three steels, it is evident that with the increase in crack length, the values of $D$ increase.
The fatigue crack propagation speed versus the energy release rate for the three steels is shown in Figure 5(c). Steel A displayed the highest crack growth speed in the entire energy release rate range. In most part of the energy release rate range, for say, $J^*$ less than 12 kJ/m$^2$, steel B and C have the crack speed very close to each other. In the energy release rate range of higher than 12 kJ/m$^2$, B has higher crack speed than C. It can also be seen from Figure 5(c) that the three curves display the similar two-stage crack growth behavior which are corresponding to the stable crack growth stage and the unstable crack growth stage of the specimens from the three steels. A threshold stage was observed only in the pre-crack initiation stage for A and B. But it extended to the beginning of the stable crack propagation stage for the specimens from C. In the stable crack propagation stage, the decreased acceleration in crack speed is an indicative of material damage within the area in front of the crack tip associated with fatigue crack propagation.

The damage tolerance is evaluated by the specific energy of damage $\gamma$. The parameters $\gamma$ was calculated using the experimental data generated from fatigue tests including $a$, $da/dN$, $J^*$, and $D$. A plot of $J^*/a$ versus $D/(da/dN)$ can be generated for each material. Based on the results of the three steels, A, B and C, we generated Figure 6. Three straight lines which are almost parallel to the horizontal axis were obtained for the three steels. The intercepts of the three lines give the values of $\gamma$ for each layer. From the results shown in Figure 6, the value of $\gamma$, being a material property related parameter, is suitable for characterizing the fatigue damage tolerance.

Due to the microstructure change with heat treatment conditions, the specific energy of damage for each of the steels is different. Steel A with hardening treatment, has the lowest $\gamma$, while C shows the highest $\gamma$ due to tempering treatment. The specific energy of damage of steel B, heat treated at very low air cooling rate, is close to that of C. Since $\gamma$ is almost a constant for each material tested, it can be taken as a parameter characteristic of the fatigue damage tolerance for evaluating the resistance to fatigue crack growth.

Although the indentation penetration depth is fairly straightforward to be recorded, it is challenge to measure the actual damage zone size. Figure 7(a) is the scanning electron microscopic (SEM) image of the copper polycrystal after etching in warm HCl/SnCl$_4$ solution. It can be seen that the grain boundaries are etched away by the solution. The precision polishing helped to expose the etching pits and islands on the surface of the
specimen. These features come from the selectively dissolving of materials located near the ends of the dislocation lines. However, the indented damage zone is still unclear.

Further investigation of the damage zone using electron backscattering diffraction (EBSD) technique reveals different features within the contact damage zone. For example, the band contract map, Figure 7(b), provides the features of subgrain formation and recrystallization of the single crystal grain under wedge indentation after annealing. Since the intensity of the backscatter electrons changes from grain to grain, the grain boundary can be revealed by the band contrast change. Thus, it is possible to identify the microstructure in the area close to the indentation tip. By this method, the subgrain formation due to severe contact damage and plastic deformation can be revealed. The average size of the subgrains shown in Figure 7(b) is about 10 to 15 µm. It is also found there is an elliptical region in front of the indentation tip, which corresponds to the strain hardened elastic-plastic zone. Deeper into the indentation region, it is the fully plastic deformation zone, as shown by the in-plane lattice rotation map in Figure 7(c). Such EBSD results will provide us the insight into how to determine the size of the damage zone. For example the conservative measurement will give us the size of the damage zone the same as the indenter penetration zone (IPZ) as shown by the elliptical region in Figure 7(b). A more accurate measurement should account for the extended plastic region as shown in Figure 7(c). The distance from point A to point C or E instead of just from point O to A should be considered as the damage zone size, which is about 5 times larger than the indenter penetration zone (IPZ). This EBSD measurement results were used to correct the damage tolerance calculation by adding the contact damage zone size to the indenter penetration depth or crack length, a. Consequently, the indenter penetration speed \( \frac{da}{dN} \) was modified as the damage zone expansion speed.

Fig. 7. Measuring the size of indentation contact damage zone via electron microscopy: (a) scanning electron microscopic measurement, (b) band contrast map of the indentation penetration zone obtained by electron backscatter diffraction (EBSD) measurement, (c) in plane lattice rotation map generated by electron backscatter diffraction (EBSD) measurement.

5. Conclusions
The energy dissipation approach is applicable for analyzing surface contact damages in various materials, including composite materials. The contact of different bodies can be modeled as indentation. Analysis of indentation and modeling of the deformation states of indented materials at different scales are performed. The stress distributions within indentation zones are described by fracture mechanics, and single crystal plasticity solutions
to the stress states in regions underneath the indented zone are obtained. Instrumental indentation performed on copper materials with different grain sizes reveals both the indentation zone and damage zone. The reason for choosing copper is the high ductility of copper which allows deformation develops in a stable way during the indentation processes.

Based on the experimental studies of fatigue crack growth on three steels, the criterion for evaluating the extent of damage is identified. Although it is difficult to find a unified stress or strain based damage criterion to characterize the damage evolution, energy dissipation analysis provides a more accurate way to describe the deformation behavior of the materials. Under wedge indentation, the analysis shows advantage because the stress field has the singularity which limits the applicability of the strength criterion. The load-displacement relations with elastic-plastic responses of the materials associated with the indentation processes were obtained. The hysteresis energy was also determined. Lattice rotation measurement using electron backscatter diffraction (EBSD) technique in the region ahead of the indenter tip is an effective way to measure the dimension of the contact damage zone (CDZ) and the results can be used to define the length scales during contact deformation. A unified criterion using the hysteresis energy normalized by the length scales has been established. The above mentioned indentation tests in this work caused deformation of significant amount of materials. For further studies, comparison of deep indentation and nanoindentation should be performed.

6. References


Continuum Mechanics is the foundation for Applied Mechanics. There are numerous books on Continuum Mechanics with the main focus on the macroscale mechanical behavior of materials. Unlike classical Continuum Mechanics books, this book summarizes the advances of Continuum Mechanics in several defined areas. Emphasis is placed on the application aspect. The applications described in the book cover energy materials and systems (fuel cell materials and electrodes), materials removal, and mechanical response/deformation of structural components including plates, pipelines etc. Researchers from different fields should be benefited from reading the mechanics approached to real engineering problems.
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