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Electrostatics in Protein Engineering and Design
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1. Introduction

The electrostatic interactions between charged atoms in natural proteins play a central role in specifying protein topology, modulating stability of the molecule, and allowing for the impressive catalytic properties of enzymes. In this chapter, we discuss how protein engineers use the principles of electrostatics and computational protein modeling to develop new proteins for biomedical and biotechnological applications. First, a general introduction is given to familiarize the reader with the important factors to consider in protein electrostatics, and the nature of these electrostatic forces. The next section describes various levels of theory used for modeling electrostatics in proteins. The last sections focus on specific applications in two conceptual classes: the engineering of ionic interactions (1) on protein surfaces, and (2) within the hydrophobic protein core. In both cases, the aim is to promote stability or to control molecular recognition.

2. Important factors influencing protein electrostatics

Interacting ionic species undergo rearrangement of their charge distributions under the influence of each other and their local environment. In electrostatics, we consider the static electrical field that is formed between these charged species once charge rearrangement has occurred. In the context of a protein, this amounts to looking at the many interactions among the polar and/or charged residues scattered throughout the three dimensional structure. Uncharged polar residues can form hydrogen bonding interactions with the hydroxyl (serine and threonine) and amide (asparagine and glutamine) hydrogen bond donors and acceptors on their side chains. Ionizable, or charged, residues have the following titratable side groups: carboxyl (aspartate and glutamate), sulfhydryl (cysteine), hydroxyl (tyrosine), guanidino (arginine), amino (lysine), and imidazole (histidine). The ionization state of a titratable residue depends on its pKₐ value or proton affinity, which represents the pH at which there is equilibrium between the neutral and charged forms of their respective functional groups.

Electrostatic interactions with the local environment influence the pKₐ values of titratable residues. These factors are manifested in the following relationship for the pKₐ of a buried residue (Bashford and Karplus 1990; Kaushik et al. 2006):
The pKₐ value for each model residue (pKₐ,model) has been experimentally determined. This value represents the pKₐ of the residue when it is completely surrounded by water. Adjustments to the pKₐ,model as the residue becomes buried are due to the following three factors. The first is the ΔpKₐ,desolv, which is the change in pKₐ due to the unfavorable removal of an ionized residue from water to the hydrophobic protein core (i.e., a desolvation penalty). The second is the ΔpKₐ,back, which is the change in pKₐ due to interactions of the buried ionized residue with background charges present within the protein. Background charges are defined as the partial charges of atoms that are manifested as either permanent or induced dipoles in molecules. Examples of background charges are the permanent dipole of a water molecule or the permanent dipole that is formed by an α-helical domain of the protein. The third is the ΔpKₐ,coulomb, which is the change in pKₐ due to charge-charge interactions among buried ionized residues (or with metal ions, if present). The signs of these ΔpK values will depend on whether the ionized residue is positive or negative, and on the strength of the electrostatic interactions.

The dominant forces to consider in protein electrostatics are the ion-ion, hydrogen bonding, ion-permanent dipole, and permanent dipole-permanent dipole interactions. The strength of these interactions are distance-dependent, as shown in Table 1, with the force of ion-ion pairing being exerted over a significantly longer range compared to weak non-electrostatic forces. For example, the electrostatic force between two charged residues Lys⁺ and Glu⁻ decreases over a distance as 1/r, whereas the van der Waals attraction between uncharged atoms decreases over a distance as 1/r⁶, where r is on the order of atomic distance. The attraction between the oppositely charged residues, such as Lys⁺ and Glu⁻, forms a salt bridge, where by definition, both the centroids of their side groups and the charged atoms lie within a range of 4-8 Å (Kumar and Nussinov 2002). Salt bridges, hydrogen bonding, and background charges are commonplace in protein structures, yet proteins are stabilized not only by these electrostatic forces but also by non-electrostatic interactions as well. Examples of non-electrostatic interactions are hydrophobic interactions, van der Waals interactions, disulfide bridges, or covalent bonds.

Two other important factors influencing electrostatics in proteins are (1) the dielectric properties of the protein and its surrounding aqueous environment, and (2) the ionic strength of the aqueous environment. The dielectric coefficient (ε) is an indication of polarizability – how readily dipoles can reorient within the medium. In an aqueous environment, the dielectric coefficient is between 80 and 85 for proteins. A reduction in dielectric coefficient (ε) (e.g., in the presence of lipid bilayers) will increase the net electrostatic force between charged groups. The ionic strength (I) is a measure of the concentration of dissolved ions that can screen the electric field. A decrease in ionic strength will increase the electrostatic force between charged groups.
environment, the dipoles of water molecules are free to reorient, hence the dielectric coefficient of water is relatively high with a value of ~78. In contrast, the dielectric coefficient of the protein is lower due to the limited mobility of the protein chain and the nonpolar nature of many amino acid residues. The dielectric coefficient within a protein varies with location, with values of 2-4 for regions having residues that are virtually inaccessible to water (i.e., the hydrophobic core), increasing to values of ~37 near the surface of the protein (Anslyn and Dougherty 2006). As a rule of thumb, we consider the range of electrostatic interactions to be dependent on the dielectric property of the medium according to the plots shown in Figure 1. For example, the energy between point charges in water (ε ≈ 78) cannot be discriminated from baseline thermal energy at a separation of ~2 Å as a result of the charge screening by dipoles of water molecules. In the region below the protein surface (ε ≈ 10) the effective separation increases to ~14 Å, and within the hydrophobic core (ε ≈ 4) the effective range can be greater than 30 Å. This difference implies that polar and charged residues have greater electrostatic potential when they are buried within the protein. The other factor influencing electrostatic interactions is the ionic strength which also has a screening effect of charge, particularly at the surface of the protein.

Here we focus on the treatment of electrostatics in protein engineering design. For a more general discussion of electrostatics in proteins, we refer the reader to several excellent reviews (Neves-Petersen and Petersen 2003; Bosshard et al. 2004; Jelesarov and Karshikoff 2009; Pace et al. 2009; Kukic and Nielsen 2010).

Fig. 1. The change in free energy (ΔG) associated with separating two point charges of opposite sign when surrounded by a medium of dielectric coefficient ε in the absence of salt. The values are calculated using Coulomb’s law based on point charges of +0.5 and -0.5. The dashed line represents the baseline thermal energy at 298 K, k_BT, where k_B is the Boltzmann constant and T is the temperature.
3. Theory and modeling of electrostatics in protein engineering

Mechanical modeling of protein structure and dynamics requires a force field, a set of atomic and inter-atomic parameters that define how atoms interact in the context of the macromolecule. Among these parameters are the radius and partial charge of specific atom types, optimal bond lengths for atom pairs or optimal angles between groups of three atoms. These parameters are combined in an objective energy function which includes bonding (covalent) and nonbonding (electrostatics, van der Waals, hydrogen bonding) interactions to reflect the stability of a specific protein configuration:

\[
E = \sum_{\text{bonds}} K_b \left( r - r_{eq} \right)^2 + \sum_{\text{angles}} K_\theta \left( \theta - \theta_{eq} \right)^2 + \sum_{\text{dihedrals}} \frac{V_n}{2} \left[ 1 + \cos \left( n \phi - \gamma \right) \right] + \\
\sum_{\text{atoms} i,j} \left[ \frac{A_{ij}}{r_{ij}^6} - \frac{B_{ij}}{r_{ij}^{12}} + \frac{q_i q_j}{r_{ij}} \epsilon_{ij} \right]
\]

The first three summations incorporate harmonic or periodic potentials for bond vibrations, bond angle constraints and dihedral (bond rotation) constraints. The final term describes nonbonding interactions, including a van der Waals term that prevents atomic clashes, and an electrostatic term. A detailed explanation of the terms and coefficients for this objective energy function can be found in Cornell (Cornell et al. 1995).

Fig. 2. Charge-pair interactions can be inferred from the sequence for fibrous proteins with periodic structure. (LEFT) The seven-residue heptad of the repeat of the α-helix coiled-coil places acidic (red) and basic (blue) amino acids adjacent in structure. In this case, the interaction between two chains of a three-chain homotrimeric protein are shown (Ogihara et al. 1997). (RIGHT) The collagen triple-helix is another type of periodic structure where charge-pairs adjacent in structure can be inferred directly from the sequence. A theoretical model structure of two chains in the triple helix are shown highlighting an extensive charge-pair network. E = glutamic acid, D = aspartic acid, K = lysine.

The objective energy function can be used to predict the lowest energy configuration of a protein chain and to model molecular motions over short (nanosecond to microsecond) periods of time. Electrostatic interactions in the protein are calculated as the sum of all pairwise atomic interactions. In treating electrostatics this way, two assumptions are made: the partial charge is located at the center of mass of the atom (point charge approximation), and other terms of the multipole expansion beyond ion-ion interactions are disregarded. As
physical chemical methods for measuring protein structure, thermodynamic stability and molecular motions improve, the corresponding force fields that model these processes are updated, improving their predictive power. In protein engineering, the modeling task becomes significantly more difficult relative to molecular dynamics, as we are not only concerned with determining the optimal molecular configuration, but also varying the amino acid sequence to modulate properties of the protein. Even for small proteins, the number of possible sequences to consider is immense: for example, a 100-residue protein has 20 possible amino acid choices at each position, resulting in a total space of $20^{100} \approx 10^{130}$ sequences. Combine this with the configurational degrees of freedom of the protein chain and it is clear that an enumeration of all possible states is computationally impossible. To circumvent this search problem, a number of simplifications or coarse graining approaches are used, and no single level of chemical accuracy is universally applied to all protein engineering problems. The requirements of the design problem dictate the level of theory to use. We present several models of electrostatics with varying levels of chemical accuracy that are employed in protein engineering.

The simplest electrostatics treatments do not incorporate atomic detail and assign discrete values to classes of interactions. This reduces a three-dimensional modeling problem to one dimension and is most useful in the design of molecules where positions that are adjacent in structure can be directly inferred from the amino acid sequence. This scenario is found in fibrous proteins such as $\alpha$-helical bundles and collagen fibrils (Spek et al. 1998). Due to the structural periodicity of the $\alpha$-helix and the collagen triple-helix, it is possible to anticipate which sequence positions are adjacent in structure (Figure 2). Using this information, a scoring function can be used to optimize these interactions. In many cases, the interactions are designed manually without computation (Berger et al. 1996; Lombardi et al. 1996; Bryson et al. 1998; Olson et al. 2001; Shi et al. 2001). Amino acids of opposite charge are introduced at adjacent positions such that the maximal number of charge pairs is satisfied. When the design goal is of sufficient complexity that computational intervention is required discrete scores are assigned to interactions (Nautiyal et al. 1995). One simple scoring function recently applied to both collagen and $\alpha$-helical proteins is:

$$
\begin{align*}
\text{Arg / Arg} & \quad +2 \\
\text{Glu / Glu} & \quad +3 \\
\text{Arg / Glu} & \quad -1
\end{align*}
$$

In this scenario, any structurally adjacent arginine (Arg) pairs are penalized by two kcals/mole. The penalty for adjacent glutamates (Glu) is greater in anticipation of their shorter side chains which bring repulsive charges in closer proximity. Only favorable Arg/Glu interactions are rewarded. The total energy for a given sequence is the sum of all residue-pair scores. If the number of sequences to sample is small, sequence-space can be fully searched. For larger design problems, Monte Carlo methods such as simulated evolution are often used (Hellinga and Richards 1994). Because they ignore molecular details, these scores are far from accurate, but they allow the rapid evaluation of large ensembles of sequences. The discrete scoring function in equation 3 has been used to design stable helical oligomers with specific composition – e.g. combining $\alpha$-helical chains A and B yielded an $A_2B_2$ tetramer, without forming $A_4$ or $B_4$ species (Summa et al. 2002). The same scoring function was recently extended to design of collagen heterotrimers where three
peptides A, B and C combine specifically to form an ABC heterotrimer (Xu et al. 2011). Molecules such as these are now finding applications as synthetic biomaterials where the electrostatic control of self-assembly is responsible for directing the formation of protein fibers (Pandya et al. 2000; O’Leary et al. 2011).

When it is necessary to include some level of atomic detail in modeling ion-ion interactions, the simplest potential is Coulomb’s law:

$$E = 332 \frac{q_i q_j}{\varepsilon \cdot |r_{ij}|}$$  \hspace{1cm} (4)

where the interactions of atoms $i$ and $j$ are a function of charge $q$ and the distance of separation $r$. The constant of 332 converts the units of energy to kcals/mole. This can be applied to all atoms in the protein as described in equation 2, or restricted to side chains with a net formal charge. In full-atom implementations, the point charge is located at the center-of-mass of the atom, whereas residue-level charges are often placed at the center of the chemical moiety carrying the partial charge, i.e. the center of the guanidino group of the arginine sidechain. The choice of charge is determined by the force field used.

The strength of a charge-charge interaction is influenced by the polarity of the surrounding medium which is reflected by the choice of dielectric coefficient used. In cases where the structural context is known, often a fixed constant dielectric (e.g. 5-10 for the protein interior and ~78 for the surface) is used. One empirical approximation is to use a distance-dependent dielectric ($\varepsilon = 40 \cdot r_{ij}$) based on the premise that the greater the separation between atoms, the more solvent can access the intervening space and screen electrostatic forces (Mayo et al. 1990; Gordon et al. 1999). In cases where it is desirable to include the effect of counterions, Debye-Huckel and Coulombic terms can be combined to include an ionic strength parameter (Lee et al. 2002).

In addition to charge-charge interactions within the protein, solvent-protein interactions are an important electrostatic component of the free energy of folding. Burial of charged side chains in the protein core comes at the cost of desolvating the sidechain ion. These energies can be modeled with reasonable accuracy using finite difference methods applied to the Poisson-Boltzmann equation (Sharp and Honig 1990), but are infrequently used in protein design applications due to the computational burden. Many software packages dedicated to protein design use an atom or residue-level solvation energy that scales with the fraction of accessible surface area buried upon folding. Although these are grossly approximate calculations, rapid algorithms for calculating solvent-exposed surface area make them attractive for evaluating large numbers of candidate sequences. A number of analytic and empirical methods continue to be developed that are finding applications in protein modeling and design (Flohil et al. 2002; Morozov et al. 2003; Pokala and Handel 2004; Jaramillo and Wodak 2005; am Busch et al. 2008). The assumption that atoms have point charges localized to the atom center of mass becomes problematic when designing proteins where electronic polarizability is important, such as the design of metalloproteins where the solvent reorganization energy around the metal can be important for tuning redox properties (Papoian et al. 2003), and enzymes where accurate modeling of the transition state and surrounding ligands is critical for an effective design (Tantillo et al. 1998). In this case,
the use of quantum mechanics calculations is warranted. This approach has been used in the engineering of novel protein catalysts where the active site and substrate transition state are modeled using semi-empirical density functional methods (DFT), and the remaining protein treated using standard molecular mechanics and knowledge based potentials (Jiang et al. 2008; Rothlisberger et al. 2008).

Modeling hydrogen bonding with reasonable accuracy is an important challenge in protein design. Although primarily electrostatic in nature, hydrogen bonds also have partial covalent character which mediates their linearity in molecular structures. Such properties can only be modeled using quantum mechanical (QM) methods, which is computationally infeasible as these are distributed throughout the protein. Instead, empirical functions are often used that include both proximity and orientation terms. These have been refined using the extensive database of high-resolution protein structures to develop knowledge-based potentials that can capture subtle properties (Kortemme et al. 2003). QM methods can also be used to explore the role of other types of electrostatic interactions such as cation-π interactions between ions and aromatic amino acids. In the next sections, several examples of protein engineering of electrostatic properties are presented, highlighting the application of various levels of theory as needed to achieve the design objective.

4. Surface charges in protein electrostatics

It was long thought that surface electrostatics do not make a significant contribution to protein stability because the interactions of polar residues with water in the unfolded state are as energetically favorable as their interactions with each other in the folded state. However, recent work has demonstrated that surface charge optimization can offer significant stability increases to a wide range of proteins (Schweiker and Makhatadze 2009). Surface charge optimization is an attractive option for protein engineering and design because surface positions are generally much more permissive to mutation compared to buried positions, where side chains are prone to clashing as they pack tightly into the protein core. Nature also takes advantage of this evolutionary flexibility at surface positions, modifying surface charge interactions to modulate energetic folding barriers (Halskau et al. 2008) and to stabilize thermophilic proteins.

The hypothesis that surface electrostatics can be important for stability is supported by the observation that thermophilic proteins generally contain more charged surface residues than their mesophilic analogs (Kumar and Nussinov 2001). Thermophilic proteins have evolved to be active at high temperatures, and their structures must therefore be very stable. This stabilization is achieved through a number of different strategies, including enriching the sequences in charged surface residues and buried hydrophobic residues at the expense of polar residues. This adaptive response to evolutionary pressure for increased stability has been reproduced in computer simulations of simple lattice model proteins (Berezovsky et al. 2007). As a result, the number of salt bridges in a protein is correlated with the temperature of the environment in which its host organism lives (Kumar et al. 2000). In one study, mutations to two surface residues of a mesophilic cold shock protein (one of which eliminated an unfavorable electrostatic interaction) yielded a mutant that nearly matched the stability of the thermophilic version of the protein (Perl et al. 2000). The stability change was greatly reduced in the presence of 2M NaCl, confirming the importance of electrostatic interactions (which are sensitive to the screening effects of salt) in stabilizing the mutant.
Designed and engineered proteins can also benefit from the stability gains that are possible by optimizing surface electrostatics. The generality of this strategy for protein stabilization was demonstrated experimentally in a study in which the surface residues of a diverse set of five proteins were modified (Strickler et al. 2006). A computational algorithm was used to search for mutations to surface positions that would provide the maximum improvement to the energy by adding favorable interactions or alleviating unfavorable ones. Because the combinatorial space of possible surface charges is too large to cover exhaustively, a genetic algorithm was used to search for near-optimal sequences. Genetic algorithms efficiently sample sequence space by mimicking the natural evolutionary process. A population of sequences is generated and evaluated with an energy function - in this case, the energy function was based on a solvent accessibility-corrected Tanford-Kirkwood model. The top-scoring sequences are kept, multiplied, and diversified by random mutations within sequences and crossover or recombination events in which sections are swapped among multiple sequences. At the end of the process, sequences containing between three and eight mutations were selected. One to three designs were constructed for each target protein, synthesized, and purified. Protein unfolding was then monitored by circular dichroism spectroscopy. Remarkably, an increase in stability relative to the wild-type was observed for each of the designed sequences. The largest increase in stability was 4.4 kcal/mol. Another recent study applied this approach to the surface electrostatics optimization of two enzymes. The activity of enzymes is often highly sensitive to even small perturbations to the active site. Nonetheless, human acylphosphatase (AcPh) and human cell-division cycle 42 factor (Cdc42) were successfully stabilized by surface charge optimization with no loss in enzymatic activity (Gribenko et al. 2009). Mutant sequences were chosen that maximized the improvement in electrostatic energy while limiting the number of mutations from the wild-type sequence to ~5% of the total residues. The stability of each modified protein was ~10°C higher than their corresponding wild-type protein, while the structures, monomeric nature, and enzymatic activities were retained. This study demonstrated the possibility of increasing the stability of an enzyme by making rational mutations to surface residues on the basis of electrostatic calculations, without disturbing the protein core or the enzymatic activity.

In addition to influencing the intramolecular stability of engineered proteins, electrostatics are important in intermolecular interactions. The balance of charged and hydrophobic residues in a protein sequence is important in determining the tendency of that sequence to aggregate when unfolded (Calamai et al. 2003; Chiti et al. 2003; Pawar et al. 2005). Charged residues within otherwise hydrophobic regions can act as “sequence breakers” that prevent those regions from aggregating. The ability of like-charge repulsive interactions to discourage aggregation is the basis of a surface electrostatics engineering strategy called “supercharging” (Lawrence et al. 2007). Amino acids at surface positions of a supercharged protein are mutated to charged residues so that the net charge of the protein is maximized. Net positive and net negative supercharged proteins have both been shown to be less prone to aggregation than their corresponding wild-types. For example, the green fluorescent protein (GFP) is unable to refold into a fluorescent state after thermal denaturation because of aggregation with neighboring unfolded chains. However, the extremely high net charges of supercharged GFP chains disfavor interactions with other unfolded chains of like charge (Figure 3). When a GFP variant supercharged to a net charge of +36 was thermally or chemically denatured, the sample was able to regain up to 62% of its initial fluorescence, confirming that the high net charge of the protein disfavored interchain aggregation.
Streptavidin and glutathione-S-transferase were also successfully supercharged to yield highly aggregation-resistant engineered variants. The supercharging process often involves a relatively large number of mutations, but because the hydrophobic core of the protein is undisturbed, protein folding is typically not significantly adversely affected. For example, the -7 net charge of superfolder GFP was pushed to extremes of +48 (by 36 mutations) or -30 (by 15 mutations). Remarkably, despite the repulsion that would be expected from gathering so many like charges on the surface of a protein, and the stability to be gained by optimizing surface charges demonstrated by the studies presented earlier, the supercharged GFPs were able to fold and fluoresce normally, with only slight decreases in thermodynamic stability. The destabilizing effect of the high concentration of like charges at the surface may be limited by equal or greater destabilization of competing states within the denatured state ensemble (Pace et al. 2000). The intuitive electrostatics-based supercharging strategy has already become a popular choice among protein engineers for stabilizing de novo designed proteins and therapeutic peptides against aggregation.

Another major limitation of peptide therapeutics is the difficulty of transporting peptides and proteins across the cell membrane. Currently, the leading strategy to improve cellular uptake is to express the target protein as a fusion with one of several polycationic amino acid sequences derived from natural cell-penetrating peptides (Heitz et al. 2009). In a recent study, positively supercharged GFP was shown to be capable of entering a range of mammalian cells, and of delivering fused protein payloads more effectively than the standard cationic fusion tags Tat, Arg_{10}, and penetratin (Cronican et al. 2010).

Fig. 3. Supercharging decreases the tendency of unfolded proteins to aggregate by increasing like-charge repulsion. Thermally denatured green fluorescent protein (center) is capable of refolding into the fluorescent state (left) or aggregating with other unfolded chains (right). In the case of the wild-type protein (top), aggregation dominates. In contrast, a sample of a supercharged version of GFP with a net charge of +36 (bottom) regained 62% of its fluorescence following thermal denaturation. The like-charge repulsion between the positive charges on each denatured supercharged polypeptide mitigated aggregation.
5. Electrostatics with buried polar or charged residues

Proteins can tolerate the burial of ionizable residues when environmental modification of the pK_a of the buried side chains prevents them from assuming the charged state. In a series of studies using 96 variants of an engineered form of staphylococcal nuclease, hydrophobic buried residues were individually mutated to lysine, glutamate, or aspartate (Isom et al. 2008; Isom et al. 2010; Isom et al. 2011). The apparent pK_a values of these residues were determined by curve fitting plots of the changes in free energy associated with individually charging the mutants relative to a reference state as a function of pH. In general, the pK_a values of these buried residues were shifted by the environment so that they existed in neutral form within the hydrophobic core.

Protein function can be improved by the burial of a polar residue if the conformation of an associated ligand can be stabilized by electrostatic interactions. Enhanced cyan fluorescent protein (ECFP) was optimized as a FRET^1 donor molecule by mutating several of its residues – S72A^2, Y145A and H148D (Rizzo et al. 2004; Malo et al. 2007). The new protein variant was called Cerulean. The authors describe the contribution of the H148D substitution of Cerulean in stabilizing a single conformation (i.e., the cis-form) of its associated chromophore. Unlike the histidine residue in ECFP, the buried aspartate side group stabilized the cis-conformation of the internal chromophore as part of an extended network of hydrogen bonding which included forming a bifurcated hydrogen bond with the indole nitrogen of the chromophore (Figure 4A). The pK_a of the buried aspartate was estimated to be ~6 allowing the residue to remain protonated (i.e., neutral form) for hydrogen bonding, and the smaller size of the aspartate (relative to the histidine) aided in packing of the core. Other hydrogen-bonding interactions were made with nearby polar side groups and with bound water which provided a cage-like enclosure for the internal chromophore (not shown in the figure). The cis-conformation of the chromophore placed the six-membered ring of the indole in close proximity to the imidazolinone ring, enhancing energy transfer. The result of the H148D substitution was an engineered molecule that had relatively homogeneous exponential fluorescence emission decay, a property which is necessary for fluorescence-lifetime measurement studies.

The burial of an ionized residue in a protein is an unfavorable event that can be countered by stabilizing electrostatic interactions such as the formation of hydrogen bonding networks. The enzyme ribonuclease T1 is an example of a protein that contains an ionized buried residue, D76, that lacks an ion-pairing partner with which it can form a stabilizing salt bridge. The measured pK_a of D76 is extremely low (pK_a~0.5), ensuring that it always remains fully charged. As a result, it forms a hydrogen bonding network with nearby polar residues T91, Y11, and N9, and with bound water molecules in the protein (Giletto and Pace 1999). This local conformation is depicted in Figure 4B. The wild-type ribonuclease has been shown to have better thermal and chemical stability when compared to uncharged variants D76N, D76S and D76A of the enzyme. In this instance, having a buried charge within a polar microenvironment is advantageous.

---

^1FRET = Förster Resonance Energy Transfer
^2The standard one-letter code is used to designate the amino acid residues
Fig. 4. (A) The key placement of a buried titratable residue can enhance protein function. The cis-conformation of the indole ring of the Cerulean chromophore (shown in yellow) is stabilized by a substituted buried aspartate (shown in green) (PDB code 2q57). The chromophore is comprised of two rings, an indole and an imidazolinone, connected by a methylene bridge. The structure is further stabilized by a network of hydrogen bonding with backbone residues and bound water molecules surrounding the chromophore (not shown). (B) A buried ionized residue that is unable to form a salt-bridge can be stabilized by a hydrogen-bonding network. A charged aspartate residue (shown in green) is stabilized by a network of hydrogen bonding among three polar residues (shown in yellow) within the hydrophobic core of ribonuclease T1 (PDB code 9rnt). (C) The burial of a charged residue can be used to destabilize the protein structure. Glutamate is substituted for leucine (L50E; shown in green) within the hydrophobic core of ubiquitin (PDB code 1ubq). The buried glutamate is surrounded by a hydrophobic microenvironment (shown as yellow residues within 8 Å). The ionization of glutamate results in unfavorable conditions for the charged residue leading to local unfolding in the protein. This charge burial strategy was used to stabilize high-energy folding intermediates of ubiquitin. (D) Residues that become buried following protein-protein interaction can form stabilizing hydrogen-bonding networks. A buried two-carboxylate aspartate of Hsp90 C-terminal peptide (shown in green) is stabilized through its interactions with the polar residues of HOP (shown in yellow) at the protein interface (PDB code 1elr). The Hsp90 peptide is further stabilized along its length by hydrogen bonding with the side chains of the HOP helices (not shown). All figures are generated with PyMOL (Schrodinger, LLC) using a color scheme of red for oxygen and blue for nitrogen, and black dotted lines are used to indicate hydrogen bonding. Hydrogen atoms are not explicitly shown.
Native proteins can be unfolded by ionized residues buried within the hydrophobic core if there are no stabilizing electrostatic interactions to counter the charge. This notion was exploited in a charge burial strategy where “foldons” (regions of secondary structures that cooperatively unfold) of ubiquitin were selectively destabilized in order to trap high-energy intermediate folded states of the protein (Zheng and Sosnick 2010). A strategically located hydrophobic buried residue was substituted with glutamate which was subsequently ionized (Glu) during pH titration. In the case of an L50E substitution located at the C-terminal end of the β5 strand, the Glu was placed in a microenvironment that was dominantly hydrophobic, with no nearby polar residues or backbone nitrogens to stabilize the charge (Figure 4C). Structural change within the protein caused by the Glu was monitored by nuclear magnetic resonance spectroscopy where the authors were able to detect the sequential unfolding of the β5 strand and an adjacent 310-helix. Interestingly, these unfolded intermediates could be stabilized by pH, and it was possible to refold the protein back to its native structure by neutralizing Glu.

Protein-protein interfaces rely on electrostatic interactions to stabilize their previously exposed charged or polar residues. A study on the binding interaction between heat shock protein (Hsp)-organizing protein (HOP) domain TPR2A and the C-terminal end of Hsp90 (MEEVD) revealed the formation of an extensive network of hydrogen bonding between the ionized residues on Hsp90 and polar groups on TPR2A (Kajander et al. 2009). As an example, we illustrate the stabilization of the two carboxyl groups of the C-terminal aspartate residue, which is clamped by polar side chains from the TPR2A α-helices and forms hydrogen bonds with K229, N233, Q298 and K301 (Figure 4D). Of these polar groups, N233 was found to be one of several significant binding surface residues that become buried. Similar electrostatic interactions were found along the length of the binding cavity, demonstrating how interfacial residues are stabilized.
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