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1. Introduction

In recent years, quantum computing and quantum information science have become one of the most important and attractive research areas in a variety of disciplines, e.g., mathematics, information science, physics, chemistry, etc. These new kinds of technologies are predicted to be much more advantageous compared with the classical computers and classical information science and the benefit obtained by these technologies is assumed to be beyond measure in our every-day life. For instance, quantum computers are predicted to be able to solve mathematical problems that today’s fastest computers could not solve in years. In particular, entanglement or entangled state plays a key role for quantum computing and quantum information processing. For example, arbitrary quantum states of two-level system can be teleported through classical communication with the help of maximally entangled Bell state from one place to other macroscopic distant places (quantum teleportation), which has no counterpart in classical mechanics. As opposed to the quantum teleportation, classical information can be teleported by using the maximally entangled Bell state (superdense coding). Needless to say, entanglement is also an essential ingredient in quantum computing.

At present, theoretical investigations of the mechanism of quantum computing and quantum information science have become mature although some of the important theoretical problems, e.g., definition of entanglement degree of multipartite systems, have not yet been solved and are still controversial. Yet, one can say that we are now reaching a stage of experimental realizations of quantum computing and quantum information processing proposed and investigated theoretically and numerically. To apply quantum computing and quantum information processing to realistic quantum systems, a number of microscopic quantum systems have been proposed. Just to mention a few, cavity quantum electrodynamics (cavity QED), trapped ions, neutral atoms trapped in optical lattices, nuclear magnetic resonance (NMR), superconducting circuits, silicon-based nuclear spin, diamond-based quantum computer are some of the promising candidates of quantum computing devices.

However, investigation of utilization of molecular internal degrees of freedom for quantum computing and quantum information science, in particular, electronic, vibrational, and rotational degrees of freedom, is still in its infancy. Although molecules are also quantum systems, very few chemists have yet examined how to use molecular internal degrees of freedom.
freedom for quantum computing and quantum information science from the chemical viewpoint. The pioneering numerical investigation of usage of molecular vibrational states for constructing elementary quantum gates was reported by de Vivie-Riedle and coworkers at the beginning of this century\textsuperscript{15}. Later on, they have stick to pursuing “molecular vibrational” quantum computing in a number of papers\textsuperscript{16 - 21}. Soon after their works, some of the other research groups have extended their works and have proposed new ideas of quantum computing and quantum information science\textsuperscript{22 - 30}. The purpose of many of these works is to numerically construct elementary gate pulses using optimal control theory (OCT)\textsuperscript{31}. Instead of using tailored laser pulses, Teranishi and coworkers have developed a quantum computation scheme to process arbitrary quantum gate operations by using the free propagation of the wavepacket of I\textsubscript{2} molecule\textsuperscript{32}. Anyway, OCT that has originally stemmed from the necessity of control of chemical reactions has become one of the main procedures for constructing the quantum gates.

Although the “vibrational” quantum computers are the mainstream for the investigations of molecular quantum computing, two-qubit system consisting of one vibrational and one rotational modes of molecules has also been investigated by several researchers\textsuperscript{33, 34}. In\textsuperscript{33}, single- and two- qubit operations, e. g., NOT and CNOT gates, within rotational and vibrational states of a diatomic molecule using strong-field molecular alignment is proposed. Numerical calculations of IR quantum gate pulses for $^{12}$C\textsubscript{16}O molecule using a genetic algorithm instead of employing OCT have been investigated by Momose and coworkers\textsuperscript{34}. Another possibility is to use intermolecular states instead of the intramolecular states mentioned above. In\textsuperscript{35}, one of the methods of realizing quantum phase gate and generation of entanglement rotational modes of two polar molecules coupled by dipole-dipole interaction has been proposed. Unlike their research, we have numerically constructed several universal gates and applied them to the Deutsch-Jozsa algorithm\textsuperscript{36}.

On the other hand, attempts of experimental realizations of quantum computers using molecular internal degrees of freedom have also begun to be done in recent years. For example, Vala and coworkers experimentally demonstrated the Deutsch-Jozsa algorithm for three-qubit functions by utilizing pure coherent superposition states of L\textsubscript{2} rovibrational eigenstates\textsuperscript{37}. Rovibrational wave-packet manipulation using phase- and amplitude- modulated midinfrared femtosecond laser pulses for $^{12}$C\textsubscript{16}O and $^{14}$N\textsubscript{16}O molecules have been investigated experimentally and numerically by Momose and coworkers for the purpose of applying their techniques to quantum computing\textsuperscript{38}. Ohmori and coworkers experimentally demonstrated coherent control of wavepacket interference, wavepacket interferometry, using vibrational wavepackets of I\textsubscript{2} molecule with the aim of retrieving quantum information such as amplitudes and phases of eigenfunctions involved in the wavepacket\textsuperscript{39 - 43}.

This present situation mentioned above implies that the research of quantum computing using molecular internal degrees of freedom is gradually attracting many physical chemists and chemical physicists in quite recent years. Interesting aspects of molecules compared with physical systems such as atoms, photons, electron spins, nuclear spins, etc. are that they possess a variety of quantum mechanical internal degrees of freedom. If we restrict ourselves only to two-qubit systems, several kinds of combinations of modes can be considered. The two-qubit combination studied most frequently is vibrational-vibrational qubit combination as mentioned above. Since the investigation of molecular quantum computers is still immature, we predict that there will
be a number of unsolved problems up to now and recommend chemists to investigate molecular quantum computing in more detail in the future although many of the chemists including us have already contributed to the improvement of the molecular quantum computers. For example, we may expect that scalable quantum computing using many internal degrees of freedom will be realized in the future.

The present chapter is organized as follows. In Section 2, we first introduce some of the basic concepts of quantum computers for the convenience of those who are not familiar with quantum computers. One of the most important quantum algorithms, Deutsch-Jozsa algorithm, is also explained shortly. Then, for this chapter to be self-contained, OCT will briefly be reviewed because molecular quantum computing strongly relies on OCT as mentioned above. In Section 3, our development of free-time and fixed end-point optimal control theories (FRFP-OCTs) without and with dissipation is presented and the theory and the algorithm are applied to entanglement generation and maintenance. One will find that the FRFP-OCT is more convenient and advantageous than the conventional fixed end-point optimal control theory (FIFP-OCT). Finally, Section 4 is devoted to concluding remarks.

2. Quantum algorithms

2.1 Quantum gates

Quantum gates are the counterparts of logic gates of classical computer circuits. The definition of operations of the classical single bit logic gates is given by truth table. For example, the operation of NOT gate is to flip the bits: $0 \rightarrow 1$ and $1 \rightarrow 0$.

In what follows, we list some of the most important quantum gates that are usually used in quantum circuits:

- **Hadamard gate:** $H_{dm} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}$ for single-qubit gate,
- **NOT gate:** $NOT = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$ for single-qubit gate,
- **CNOT (controlled-not) gate:** $CNOT = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{bmatrix}$ for two-qubit gate,
- **ID gate:** $ID = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$ for single-qubit gate,
- **Z gate:** $Z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}$ for single-qubit gate,
- **$\pi / 8$ gate:** $T = \begin{bmatrix} 1 & 0 \\ 0 & \exp(i\pi / 4) \end{bmatrix}$ for single-qubit gate,
- **phase gate:** $S = \begin{bmatrix} 1 & 0 \\ 0 & i \end{bmatrix}$ for single-qubit gate,
Toffoli gate: 
\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & i \\
0 & 0 & 0 & 0 & 0 & 0 & -i
\end{bmatrix}
\]
for three-qubit gate.

For processing the quantum computation, the two-level unitary gates such as shown above must be universal\(^4\). Here, the term “universal” means that one can implement an arbitrary two-level unitary transformation on the space of arbitrary numbers of qubits. For example, using the Gray codes, it has been proven that single qubit and CNOT gates are universal\(^1\). It should be emphasized that the global unitary transformations such as CNOT gate cannot be reduced to the direct product of two single-qubit gates. Therefore, if the total Hamiltonian can be reduced to the product of two single-qubit unitary transformations, it is impossible to perform universal quantum computation and quantum information processing.

### 2.2 Deutsch-Jozsa algorithm

So far, several quantum algorithms have been proposed which outperform the corresponding classical algorithms. These include the Grover’s algorithm, Shor’s algorithm, the quantum Fourier transform, the Deutsch-Jozsa algorithm, etc.\(^1\). For example, the Shor’s algorithm is a quantum algorithm for integer factorization\(^5\). On a quantum computer, to factor an integer \(N\), Shor’s algorithm takes polynomial time in \(\log N\), specifically \(O((\log N)^3)\), demonstrating that integer factorization is in the complexity class BQP. This is exponentially faster than the best-known classical factoring algorithm.

For instance, the flowchart of the two-state Deutsch-Jozsa algorithm is shown in Fig. 1. In short, the story of the Deutsch-Jozsa algorithm is as follows. Let us assume two persons, Alice and Bob. Alice holds the so-called query register while Bob holds the so-called answer register. First, they come close together and they make some promises before they go far apart from each other. When they are close together, Alice promises to send the number 0 or 1 to Bob and he promises to calculate some function \(f\) and to send her the answer 0 or 1. At this time, Bob promises to use two kinds of functions \(f\). That is, he sends her the same number for all the numbers that he obtains from her (constant function) or he sends 0 for half of the numbers that he obtains from her and 1 for the remaining half (balanced function). After that, they go far apart from each other. The purpose of this algorithm is that Alice must clarify whether the function \(f\) that Bob applies is constant or balanced, which is contained in the oracle denoted by \(U_f\). It is known that classically the algorithm scales as \(O(2^n)\), while quantum-mechanically it scales as \(O(n)\), where \(n\) is the number of qubit registers that Alice holds. This demonstrates the significant speedup of quantum parallelism compared with classical algorithms, in particular, when \(n\) is very large. In other words, the advantage of quantum parallelism is obtained when the quantum circuit becomes very large.

In the flowchart of Fig. 1, the initial state of the whole Hilbert space is \(|00\rangle\). First, Bob applies the NOT gate and the transition \(|00\rangle \rightarrow |01\rangle\) occurs. Bob then applies the Hadamard
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Initial State: $|00\rangle$

- $\text{NOT}_R |01\rangle$
- $\text{Hdm}_R |00\rangle - |01\rangle$
- $\text{Hdm}_V |00\rangle - |01\rangle + |10\rangle - |11\rangle$

$U_f$

- i) ID $|00\rangle - |01\rangle + |10\rangle - |11\rangle$
- ii) $\text{NOT}_R |01\rangle - |00\rangle + |11\rangle - |10\rangle$
- iii) $\text{CNOT}_{VR} |00\rangle - |01\rangle + |11\rangle - |10\rangle$
- iv) $\text{ACNOT}_{VR} |01\rangle - |00\rangle + |10\rangle - |11\rangle$

Hdm$_V$

- $|00\rangle - |01\rangle$
- $|00\rangle + |01\rangle$
- $|10\rangle - |11\rangle$
- $|10\rangle + |11\rangle$

Measurement$_V$

- $|0\rangle: \text{Constant}$
- $|1\rangle: \text{Balanced}$

![Diagram of quantum gates and operations](image-url)

Fig. 1. The two-state Deutsch-Jozsa algorithm

gate $\text{Hdm}_R$ and Alice the Hadamard gate $\text{Hdm}_V$. At this moment, the state of the whole system becomes $|00\rangle - |01\rangle + |10\rangle - |11\rangle$. To this quantum superposition state, the unitary transformation, the so-called oracle,

$$U_f : x, y \rightarrow x, y \oplus f(x),$$

is applied. Here, $\oplus$ denotes addition modulo 2. The rule of Eq. (1) must be applied for all four possible definitions of $f$. According to the four definitions, $U_f$ is defined by the four operations (i) ~ (iv) in Fig. 1. Alice then applies the Hadamard transformation $\text{Hdm}_V$. If she recognizes that she obtains the state $|0\rangle$ by her own measurement, $f$ is constant, while $f$ is balanced if she obtains the state $|1\rangle$. These states can be distinguished by measuring her own qubit as shown in Fig. 1.

In Fig. 1, the subscripts of the first and the second entries for elementary quantum gates refer to control bit and target bit, respectively. Here, the abbreviations, V, and R, stand for vibrational and rotational states, respectively.

2.3 Optimal control theory (OCT): General theory and application to molecular quantum computers

As already mentioned in Section 1, to process quantum computing, it is necessary to tailor elementary gate laser pulses appropriately. This particularly holds for molecules. This is because unlike spins molecular modes of internal degrees of freedom are essentially
"qudits", not "qubits." In this section, we will briefly review conventional OCT and multi-target OCT (MTOCT). For more details, we recommend the readers to refer to\textsuperscript{52,53}.

If the purpose is just to drive one specific wave function $\psi_i(t)$ to the desired wave function $\Phi(T)$ at the fixed time $t = T$, the objective functional to be maximized is given by\textsuperscript{52}

$$J = \left| \langle \psi_i(T) | \Phi(T) \rangle \right|^2 - \alpha_0 \int_0^T (E(t))^2 \, dt$$

$$-2\Re \left[ \langle \psi_i(T) | \Phi(T) \rangle \times \int_0^T \langle \psi_i(t) | \frac{\partial}{\partial t} + i[H_0 + V - \mu E(t)] | \psi_i(t) \rangle \, dt \right],$$

(2)

where $H_0$ is the zero-th order Hamiltonian, $V$ is the potential energy, $\mu$ is the transition dipole moment, $E(t)$ is the laser pulse to be optimized, and $T$ is the fixed final time of the laser pulse. The second term restricts the laser intensity, where $\alpha_0$ is usually called the penalty factor. $|\psi_i(t)\rangle$ is the Lagrange multiplier for $|\psi_i(t)\rangle$.

To incorporate the effect of slow turn-on and turn-off of the laser pulses adequate for practical experimental tailoring, the penalty factor in Eq. (2) is replaced by\textsuperscript{53}

$$-\alpha_0 \int_0^T \frac{(E(t))^2}{s(t)} \, dt,$$

(3)

where

$$s(t) = \sin^2(\pi t / T).$$

(4)

In this case, the optimized external field is expressed as

$$E(t) = -\frac{s(t)}{\alpha_0} \frac{\partial}{\partial t} \text{Im} \left\{ \langle \psi_i(t) | \psi_i(t) \rangle \langle \psi_i(t) | \mu | \psi_i(t) \rangle \right\}.$$ (5)

Although the above formalisms may be applicable to tailoring the gate laser pulses for any quantum control problems, they are not appropriate for tailoring general-purpose global gate pulses that are required for quantum computing. In other words, the given gate pulse has to process the given quantum gate for any input states and the corresponding output states. In this case, one of the best choices is to resort to multi-target optimal control theory (MTOCT)\textsuperscript{54}. For MTOCT, the objective functional to be maximized is given by

$$J_{\text{MTOCT}} = \sum_{k=1}^z \left| \langle \psi_{ik}(T) | \Phi_{ik}(T) \rangle \right|^2 - \alpha_0 \int_0^T \frac{(E(t))^2}{s(t)} \, dt$$

$$-2\Re \left\{ \langle \psi_{ik}(T) | \Phi_{ik}(T) \rangle \times \int_0^T \langle \psi_{ik}(t) | \frac{\partial}{\partial t} + i[H_0 + V - \mu E(t)] | \psi_{ik}(t) \rangle \, dt \right\},$$

(6)

where $z$ is the number of control targets, $k$ denotes the number of targets ranging from 1 to $z$, $|\Phi_{ik}(T)\rangle$ is the $k$-th target at time $t = T$, $|\psi_{ik}(t)\rangle$ is the wavefunction of the system of the $k$-th target, and $|\psi_{ik}(t)\rangle$ is the Lagrange multiplier for $|\psi_{ik}(t)\rangle$. In this case, the optimal external field reads
The number of the control targets \( z \) has to be chosen as follows. Recently, de Vivie-Riedle and coworkers\(^{17}\) proposed a method for phase-correct and basis-set-independent quantum gates in order to perform the correct universal quantum computing. As far as we know, their work is the first one where the phase correction was taken into account adequately. The requirement of the phase-correct quantum gate is that, for example, the NOT operation for the superposition state,

\[
00 + 01 + 10 + 11 \rightarrow (01) + (00) + (11) + (10) e^{i\phi_0},
\]

must be optimized in addition to the following four conventional pure basis state optimizations,

\[
\begin{align*}
00 & \rightarrow 01 e^{i\phi_0}, \\
01 & \rightarrow 00 e^{i\phi_0}, \\
10 & \rightarrow 11 e^{i\phi_0}, \\
11 & \rightarrow 10 e^{i\phi_0}.
\end{align*}
\]

If we do not impose the requirement of Eq. (8), the superposition state will evolve as:

\[
00 + 01 + 10 + 11 \rightarrow 01 e^{i\phi_0} + 00 e^{i\phi_2} + 11 e^{i\phi_3} + 10 e^{i\phi_4},
\]

which is not the correct NOT operation, because in general \( \phi_1 \neq \phi_2 \neq \phi_3 \neq \phi_4 \). Likewise, we must impose additional constraints for the other quantum gates we have in mind. As de Vivie-Riedle and coworkers pointed out\(^ {17}\), the phase correction of quantum gates is one of the key issues for the implementation of quantum algorithms. Therefore, for two-qubit systems, \( z \) has to be more than 4.

There are two methods to measure the gate fidelities: the average transition probability given by

\[
\bar{P} = \frac{1}{z} \sum_{k=1}^{z} \left| \langle \Phi_{\beta}(T) | \psi_{\beta}(T) \rangle \right|^2,
\]

and the fidelity expressed as

\[
F = \frac{1}{z^2} \sum_{k=1}^{z} \left| \langle \Phi_{\beta}(T) | \psi_{\beta}(T) \rangle \right|^2.
\]

The average transition probability cannot take into account the phase relation between \( \psi_{\beta}(T) \) and \( \Phi_{\beta}(T) \), while the fidelity can. If one uses the average transition probability, the phase correction cannot be determined, while the fidelity is useful for clarifying the phase.
correction. Therefore, we must define the laser pulses that have the largest fidelity as the optimal gate pulses.

3. Free-time and fixed end-point optimal control theory (FRFP-OCT)

In a series of our publications, we have found that the entanglement generation in general quantum systems crucially rely on the strength of entangling interactions among distinct quantum systems. We have stressed that if the entangling interactions are strong, the maximally entangled state can be created in a short time. This in turn implies that if the strength of the entangling interactions is weak, long laser fields are necessary for creating the maximally entangled states. Approximately, the time duration of the laser pulses by which the maximally entangled states can be created is inversely proportional to the strength of the entangling interaction. Therefore, it can easily be recognized that we need a new OCT that works well even if we do not know the necessary time duration of the laser pulses to create the maximally entangled state efficiently because the actual entangling interactions are usually much more complicated in molecular systems. If this is the case, the necessary OCT will become free-time and fixed end-point optimal control theory (FRFP-OCT) since the optimal temporal duration of the laser pulses is not known exactly in advance. Currently, OCT in quantum systems proposed so far has been limited to the fixed-time and fixed end-point optimal control theory (FIFP-OCT). Consequently, we have constructed one of the versions of FRFP-OCTs that can optimize the objective functional and the temporal duration of the laser pulses simultaneously. One of the advantages of our theory is that one does not need to try various final fixed times to achieve the best control of quantum dynamics. To demonstrate the utility of our theory it has been applied to the optimization of laser pulses that can create maximally entangled states efficiently, but it may also be applied to various physical and chemical quantum control problems.

On the other hand, realistic quantum systems that we observe experimentally and calculate theoretically are always interacting with surrounding environment by way of entangling interactions. If the whole quantum system is the sum of the system of our interest and the huge surrounding environment, the quantum state is maintained in pure state (no decoherence). However, the surrounding environment is traced out and our attention is paid only to our small quantum system, our system becomes mixed state (decoherence). This can be easily verified by using, e. g., the von-Neumann entropy used to measure entanglement degree of the pure state of composite systems. In many quantum control problems, the decoherence is unfavorable and should be suppressed. Quantum computing and quantum information science are also not exceptions. It was pointed out that the decoherence might become one of the crucial obstacles for quantum computers and entanglement generation and manipulation because quantum information processing must be performed in pure states in most cases. Therefore, to achieve accurate quantum computing and quantum information processing in the quantum system in contact with the surrounding environment, it is crucial to maintain the coherence by external active manipulation of the target quantum system. At present, there are two methods to suppress decoherence that are proposed theoretically. One of these is to utilize quantum error correcting code. The other promising and efficient method of preventing decoherence is the so-called bang-bang control by shining repetitive intense laser pulses on the target quantum system.
Although the methods mentioned above are proposed to be applied to simple two-level quantum systems (qubits), most quantum systems are composed of many eigenstates (qudits), e.g., molecular internal degrees of freedom. Therefore, the analytical approaches of the error correcting code and the bang-bang control cannot easily be extended to qudits such as molecular modes. If this is the case, one has to resort to other methods for the purpose of decoherence suppression of the realistic molecular systems. One of the advantageous methods will be to OCT and apply it to concrete calculations of realistic multi-level quantum systems in order to control the dissipative quantum dynamics most efficiently.

In fact, OCT for dissipative quantum dynamics has attracted much attention in recent years. This is because it is possible to construct laser pulses that can manipulate quantum dynamics efficiently in the presence of the surrounding environment and because it is difficult to predict by intuition what kind of laser pulses are the most appropriate for achieving the target dissipative quantum dynamics. OCT for the dissipative quantum dynamics has been developed and improved by many researchers. For example, the OCT for dissipative quantum systems was constructed in a fully systematic and rigorous fashion by Cao and coworkers for the first time. However, their theory can only be applied to the weak response regime. Almost at the same time, the OCT in the strong response regime was developed in terms of the Liouville-space density matrix. Ohtsuki and coworkers developed a monotonically convergent algorithm for dissipative quantum systems and applied their theory to the control of wavepacket dynamics under the influence of dissipation. Recently, there have appeared several numerical applications of OCT in realistic dissipative media for a variety of purposes. For example, simulations of molecular quantum computers using the vibrational modes of molecules including dissipation have been performed by Ndong and coworkers. Seideman and coworkers have applied dissipative OCT to manipulate rotational wavepacket dynamics in a dissipative environment. From the experimental viewpoint, dissipative OCT was used for the quantum control of I$_2$ in the gas phase and in condensed phase solid Kr matrix.

Also for the quantum control in the dissipative environment, only FIFP-OCTs have been developed. Dissipative quantum dynamics can be regarded as on of the most time-sensitive processes. The reason is that the decoherence rate $\Gamma$ governs the decoherence degree versus time. Therefore, FRFP-OCT also has a significant importance for dynamical control of dissipative quantum dynamics. If this is the case for the quantum system under investigation, the equation of motion should be replaced by, e.g., the Liouville-von Neumann equation in the framework of the density matrix representation. Consequently, one of the main purposes here is to generalize FRFP-OCT suitable only for pure states to mixed state FRFP-OCT following the general Master equation in both Markov approximation and without any approximations.

3.1 FRFP-OCT in pure state

We assume that the quantum system of our interest is separated from the surrounding environment so that our system can adequately be described by the Schrödinger equation. The objective functional of our problem to be maximized is just given by

$$ J = \left| \langle \Psi_i (T) | \Phi_f \rangle \right|^2, $$

(13)
where $|\Psi_i(t)\rangle$ is time-dependent wavefunction at time $t$ and $|\Psi_i(T)\rangle$ is the time-dependent wavefunction at the target final time $t = T$. On the other hand, $|\Phi_f\rangle$ is the final target wavefunction at time $t = T$. Our purpose is to maximize the objective function, $J$, at some time $T$. Note that we do not fix $T$ while $J$ should be maximized. This kind of problem has not yet been investigated in control problems in quantum mechanics so far. It should be noticed that the objective functional given by Eq. (13) is different from that of the optimal control theory investigated so far. In the conventional FIFP-OCT, the objective functional is usually given by

$$ J = \left(\langle\Psi_i(T)|\Phi_f\rangle\right)^2 - \alpha \int_0^T E(t)^2 \, dt ,$$

where $E(t)$ is the external laser fields and $\alpha$ is usually called penalty factor that is added to minimize the strength of the external laser fields. Defining the objective functional as Eq. (14) and adding the constraints that the system obeys, Rabitz and coworkers proposed, e. g., monotonically convergent OCT\textsuperscript{52}.

Let us now derive the quantum mechanical FRFP-OCT that is necessary, e. g., for entanglement generation as mentioned above. First, we introduce real time $t$ and fictitious time $\tau$, which are related by the following equality:

$$ t = T(\tau),$$

where $\tau$ is a dimensionless parameter that ranges from zero to unity In addition, we have included the implicit dependence of $T$ on dimensionless parameter $\tau$ in Eq. (15). The time-dependent equation for $|\Psi_i(t)\rangle$ is given by the conventional real-time Schrödinger equation:

$$ i\hbar \frac{\partial |\Psi_i(t)\rangle}{\partial t} = \{\hat{H} - \hat{\mu} \cdot \vec{E}(t)\} |\Psi_i(t)\rangle ,$$

where $\hat{H}$ is the zero-th order Hamiltonian and $-\hat{\mu} \cdot \vec{E}(t)$ is the laser-molecule interaction. Using the relationship of Eq. (15) for Eq. (16), we obtain

$$ i\hbar \frac{\partial |\Psi_i(\tau)\rangle}{\partial \tau} = \{\hat{H} - \hat{\mu} \cdot \vec{E}(\tau)\} |\Psi_i(\tau)\rangle T(\tau) .$$

We may call Eq. (17) as fictitious-time Schrödinger equation. Usually, the objective functional to be maximized or minimized is constrained by some of the factors, e. g., the equation of dynamics that the problem in mind follows. In this case, we can add such constraints into Eq. (17) using Lagrange multipliers and we obtain the new objective functional,

$$ \hat{J} = \left(\langle\Psi_i(\tau = 1)|\Phi_f\rangle\right)^2 - 2 \text{Re} \left[ \int_0^1 \langle\Psi_i(\tau)| \left\{ i \hat{H} - \hat{\mu} \cdot \vec{E}(\tau) \right\} |\Psi_i(\tau)\rangle T(\tau) \, d\tau \right] $$

$$ + \int_0^1 \nu_T(\tau) \frac{\partial T(\tau)}{\partial \tau} \, d\tau .$$
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Then, we introduce the variational principle for Eq. (18). In order for $\hat{J}$ to be maximized, we can deduce the following equations:

$$i\hbar \frac{\partial \hat{\Psi}_i(t)}{\partial \tau} = \{\hat{H} - \hat{\mu} \cdot \hat{E}(\tau)\} |\hat{\Psi}_i(t)\rangle T(\tau)$$

subject to the initial condition

$$|\Psi_i(\tau = 0)\rangle = |\Phi_i\rangle,$$  \hfill (19)

where $|\Phi_i\rangle$ is the initial given state.

$$i\hbar \frac{\partial \hat{\Psi}_f(t)}{\partial \tau} = \{\hat{H} - \hat{\mu} \cdot \hat{E}(\tau)\} |\hat{\Psi}_f(t)\rangle T(\tau)$$

subject to the initial condition

$$|\Psi_f(\tau = 1)\rangle = |\Phi_f\rangle,$$  \hfill (20)

subject to the initial condition

$$\nu_T(\tau = 1) = 2 \text{Re} \left\{ |\Psi_f(\tau = 1)\rangle \langle \Phi_f| \hat{\Psi}_f(\tau = 1) \hat{\Psi}_f(\tau = 1) \right\}.$$  \hfill (21)

When Eqs. (19)~(21) are satisfied, we have

$$\delta \hat{J} = \int_0^1 d\tau \omega \delta \varepsilon(\tau) + \nu_T(\tau = 0) \delta T(\tau = 0),$$  \hfill (22)

where we have defined

$$\varepsilon(\tau) = \frac{2}{\hbar} \text{Im} \left\{ \langle \Psi_f(\tau) | \hat{H} - \hat{\mu} \cdot \hat{E}(\tau) | \Psi_i(\tau) \rangle \right\}.$$  \hfill (23)

If the correction of the laser amplitude $E(\tau)$ is represented as $\delta E(\tau)$, we define

$$\delta E(\tau) = \alpha g(\tau).$$  \hfill (24)

On the other hand, if we defined the correction of $T(\tau)$ as $\delta T(\tau)$, we choose

$$\delta T(\tau) = \beta \nu_T(\tau = 0).$$  \hfill (25)

When Eqs. (24) and (25) are inserted into Eq. (22), we obtain

$$\delta \hat{J} = \int_0^1 d\tau \alpha \delta g(\tau) + \beta \nu_T(\tau = 0)^2.$$  \hfill (26)
If both $\alpha$ and $\beta$ are positive, it is expected that the objective reaches maximum monotonically as is clearly understood from Eq. (26). On the other hand, if both $\alpha$ and $\beta$ are negative, it is expected that the objective reaches minimum monotonically.

Based on the above equations, we have constructed the following FRFP-OCT in pure state following the Schrödinger equation. In what follows, the superscript $(j)$ is used to denote the quantities for the $j$-th iteration.

i. One chooses initial guess external fields $E^{(0)}(\tau)$ and nominal $T^{(0)}$ that is the final time of quantum dynamics. Here and in the following, the superscript $(j)$ is used to denote the quantity of the $j$-th iteration. In addition, the trial positive parameters $\alpha$ and $\beta$ are given because our purpose is to maximize Eq. (13).

ii. The Schrödinger equation, Eq. (19), is propagated forwardly in time from $\tau = 0$ to $\tau = 1$ and the obtained wavefunction $\Psi^{(j)}(\tau)$ is stored. At the same time, the objective functional $J^{(j)} = \left\langle \Psi^{(j)}(T) \right| \Phi_f \right\rangle^2$ is calculated.

iii. Equations (20) and (21) are propagated backwardly in time from $\tau = 1$ to $\tau = 0$ and the wavefunction $\Psi^{(j)}(\tau)$ is stored. In addition, $\nu_T(\tau = 0)$ is calculated.

iv. Using Eqs. (24) and (25), the laser amplitude $E^{(j)}(\tau)$ and $T^{(j)}$ are updated as follows,

$$E^{(j+1)}(\tau) = E^{(j)}(\tau) + \alpha g(\tau),$$

and

$$T^{(j+1)} = T^{(j)} + \beta\nu_T(\tau = 0).$$

v. One sets the convergence criterion $\eta$ and if the following criterion

$$\left| J^{(j+1)} - J^{(j)} \right| \leq \eta$$

is met, the calculation is terminated.

vi. If the convergence is not sufficient, one updates $E^{(j)}(\tau)$ and $T^{(j)}$ to $E^{(j+1)}(\tau)$ and $T^{(j+1)}$, and loops back to the step (ii).

To show how our theory works concretely by showing calculation results, we have applied the above algorithm to tailoring optimal laser pulses that can create the maximally entangled Bell states between NaCl and NaBr molecules coupled by dipole-dipole interaction. One of the calculation examples is shown in Fig. 2.

In Fig. 2, we show the numerical results for the optimization of the quantum transfer $|0,0\rangle \rightarrow (|0,0\rangle + |1,1\rangle) / \sqrt{2}$ with the nominal $T^{(0)} = 300$ ps. From panel (a), we can see that the rate of the monotonic convergence of the transition probability is better for FRFP-OCT than that for FIFP-OCT. In addition, the finally obtained transition probability is better for FRFP-OCT. On the other hand, from panel (b), it is seen that the temporal duration of the laser pulse becomes longer with the optimization iteration. This reflects the fact that the longer temporal duration of the laser pulse is more favorable than the shorter one because the nominal $T^{(0)}$ was too short to reach a high transition probability. It is clear from panels (d) and (f), the maximally entangled Bell state cannot be created by both FRFP-OCT and FIFP-
OCT. This is because the tailored laser pulses have a short temporal duration so that it is difficult to reach the maximally entangled state as mentioned above. However, it is clearly seen that FRFP-OCT has attained much higher transition probability than FIFP-OCT has (see panel (f)). The optimal time duration of the laser pulse obtained by FRFP-OCT was 327.95 ps. It is expected that the behaviors shown in these figures are also universal to controls of other physical and chemical phenomena.

![Graphs showing transition probability versus iteration number, temporal duration, and optimized laser pulse for FRFP-OCT and FIFP-OCT.](image)

From the above numerical results, we can conclude that our FRFP-OCT is much more efficient than the conventional FIFP-OCT because the temporal duration of the laser pulse can also be optimized accurately, which makes OCT more flexible.

### 3.2 FRFP-OCT in dissipative media

Next, we are interested in the situation where the quantum system of interest is affected by the surrounding environment so that it is necessary to describe the quantum system in the density-matrix representation. In such a case, we start from the assumption that the objective functional to be maximized is simply given by

\[
J = \langle \hat{W} | \hat{\rho}(T) \rangle,
\]

\[(30)\]
where $\hat{\rho}(t)$ represents the time-dependent reduced density matrix at time $t$, $\hat{\rho}(T)$ is the time-dependent reduced density matrix at the target final time $t = T$, and $\hat{W}$ is the objective reduced density matrix. The notation in Eq. (30), $\langle \hat{B} | \hat{C} \rangle$ for arbitrary matrices $\hat{B}$ and $\hat{C}$, is defined by

$$
\langle \hat{B} | \hat{C} \rangle = \text{Tr} \left( \hat{B} \hat{C} \right).
$$

Equation (31) measures the degree of closeness between the matrices $\hat{B}$ and $\hat{C}$. Then, our purpose is to maximize the objective function, $J$, at some time $T$. Note that we do not fix $T$ while $J$ should be maximized. It should be noticed that the objective functional given by Eq. (30) is different from that of the conventional FIFP-OCT. In the theory, the objective functional is usually given by

$$
J = \left\{ \hat{W} \left| \hat{\rho}(T) \right. \right. \right. - \frac{1}{\hbar A} \int_0^T \left( \hbar E(t) \right)^2 dt, \quad (32)
$$

where $E(t)$ is the external laser field and the positive constant $A$ is the penalty factor to weigh the significance of the pulse fluence. Because of this difference, our derivation of the OCT in dissipative media is also quite different from theirs.

For the FRFP-OCT, we will again introduced the fictitious time defined by Eq. (15). In real time, the time-dependent equation for the reduced density matrix, $\hat{\rho}(t)$, is expressed as:

$$
i\hbar \frac{\partial \hat{\rho}(t)}{\partial t} = \left( \hat{L}_0 + \hat{L}_{\sigma}(t) - i\hbar \hat{\Gamma} \right) \hat{\rho}(t), \quad (33)
$$

where

$$
\hat{L}_0 \hat{\rho}(t) = \left[ \hat{H}_0, \hat{\rho}(t) \right], \quad \hat{L}_{\sigma}(t) \hat{\rho}(t) = \left[ \hat{H}_\sigma(t), \hat{\rho}(t) \right], \quad (34)
$$

and $\hat{\Gamma}$ is the damping operator due to the interaction between the system of interest and the surrounding environment. $\hat{H}_0$ is the zeroth-order Hamiltonian and $\hat{H}_\sigma(t) = -\hat{\mu} \cdot \vec{E}(t)$ is the laser-molecule interaction with $\hat{\mu}$ being the transition dipole moment. Using the relationship of Eq. (15) for Eq. (33), we obtain the so-called fictitious time Master equation,

$$
i\hbar \frac{\partial \hat{\rho}(\tau)}{\partial \tau} = \left( \hat{L}_0 + \hat{L}_{\sigma}(\tau) - i\hbar \hat{\Gamma} \right) \hat{\rho}(\tau)T(\tau). \quad (35)
$$

When the objective functional to be optimized is constrained by some equations, we should sum up such constraints into Eq. (30) using Lagrange multipliers. Then, we obtain the following new objective function,

$$
J = \left\{ \hat{W} \left| \hat{\rho}(\tau = 1) \right. \right. \right. - \frac{1}{\hbar A} \int_0^T \left( \hbar E(t) \right)^2 dt, \quad (36)
$$

where $E(t)$ is the external laser field and the positive constant $A$ is the penalty factor to weigh the significance of the pulse fluence. Because of this difference, our derivation of the OCT in dissipative media is also quite different from theirs.

For the FRFP-OCT, we will again introduced the fictitious time defined by Eq. (15). In real time, the time-dependent equation for the reduced density matrix, $\hat{\rho}(t)$, is expressed as:

$$
i\hbar \frac{\partial \hat{\rho}(t)}{\partial t} = \left( \hat{L}_0 + \hat{L}_{\sigma}(t) - i\hbar \hat{\Gamma} \right) \hat{\rho}(t), \quad (33)
$$

where

$$
\hat{L}_0 \hat{\rho}(t) = \left[ \hat{H}_0, \hat{\rho}(t) \right], \quad \hat{L}_{\sigma}(t) \hat{\rho}(t) = \left[ \hat{H}_\sigma(t), \hat{\rho}(t) \right], \quad (34)
$$

and $\hat{\Gamma}$ is the damping operator due to the interaction between the system of interest and the surrounding environment. $\hat{H}_0$ is the zeroth-order Hamiltonian and $\hat{H}_\sigma(t) = -\hat{\mu} \cdot \vec{E}(t)$ is the laser-molecule interaction with $\hat{\mu}$ being the transition dipole moment. Using the relationship of Eq. (15) for Eq. (33), we obtain the so-called fictitious time Master equation,

$$
i\hbar \frac{\partial \hat{\rho}(\tau)}{\partial \tau} = \left( \hat{L}_0 + \hat{L}_{\sigma}(\tau) - i\hbar \hat{\Gamma} \right) \hat{\rho}(\tau)T(\tau). \quad (35)
$$

When the objective functional to be optimized is constrained by some equations, we should sum up such constraints into Eq. (30) using Lagrange multipliers. Then, we obtain the following new objective function,

$$
J = \left\{ \hat{W} \left| \hat{\rho}(\tau = 1) \right. \right. \right. - \frac{1}{\hbar A} \int_0^T \left( \hbar E(t) \right)^2 dt, \quad (36)
$$

where $E(t)$ is the external laser field and the positive constant $A$ is the penalty factor to weigh the significance of the pulse fluence. Because of this difference, our derivation of the OCT in dissipative media is also quite different from theirs.
For $J$ to be maximized, it is possible to deduce the following equations by applying variational principle to Eq. (36):

$$i\hbar \frac{\partial \hat{\rho}(\tau)}{\partial \tau} = \left(\hat{L}_0 + \hat{L}_\alpha(\tau) - i\hbar \hat{\Gamma}\right) \hat{\rho}(\tau)T(\tau)$$

subject to the initial condition

$$\hat{\rho}(\tau = 0) = \hat{\mathcal{W}}_0,$$

where $\hat{\mathcal{W}}_0$ is the initial fixed reduced density matrix,

$$i\hbar \frac{\partial \hat{\sigma}(\tau)}{\partial \tau} = \left(\hat{L}_0 + \hat{L}_\alpha(\tau) - i\hbar \hat{\Gamma}\right)^\dagger \hat{\sigma}(\tau)T(\tau)$$

subject to the initial condition

$$\hat{\sigma}(\tau = 1) = \hat{\mathcal{W}},$$

where the superscript, $^\dagger$, denotes Hermitian conjugation,

$$\frac{\partial v_\gamma(\tau)}{\partial \tau} = \left\langle \frac{i}{\hbar} \left\{ \hat{L}_0 + \hat{L}_\alpha(\tau) - i\hbar \hat{\Gamma} \right\} \hat{\rho}(\tau) \right\rangle$$

subject to the initial condition

$$v_\gamma(\tau = 1) = \frac{1}{T(\tau = 1)} \left\langle \left\{ \hat{\mathcal{W}} \left[ i\hbar \hat{\rho}(\tau = 1) / \hat{\sigma}(\tau) \right] \right\} \right\rangle.$$  

When Eqs. (37) - (39) are satisfied, we have

$$\delta J = \int_0^1 d\tau g(\tau) \delta E(\tau) + v_\gamma(\tau = 0) \delta T(\tau = 0),$$

where we have defined

$$g(\tau) = \frac{i}{\hbar} \left\langle \frac{\delta \hat{\rho}(\tau)}{\delta E(\tau)} \right\rangle T(\tau).$$

Note that $g(\tau)$ is real. If the correction to the laser amplitude $E(\tau)$ is expressed as $\delta E(\tau)$, we define

$$\delta E(\tau) = \alpha g(\tau).$$

On the other hand, if we define the correction to $T(\tau)$ as $\delta T(\tau)$, we put

$$\delta T(\tau = 0) = \beta v_\gamma(\tau = 0).$$

By inserting Eqs. (42) and (43) into Eq. (40), we obtain

$$\delta J = -\int_0^1 d\tau \alpha g(\tau)^2 + \beta v_\gamma(\tau = 0)^2.$$
From this equation, it is clear that if \( \alpha \) is negative and \( \beta \) is positive, the objective function reaches a maximum monotonically. On the other hand, if \( \alpha \) is positive and \( \beta \) is negative, the objective functional reaches minimum monotonically. Here, it should be noted that the units of \( \alpha \) and \( \beta \) are Wcm\(^{-2}\) and fs\(^2\), respectively.

From the above derivation, we have constructed the following FRFP-OCT in dissipative media following the Master equation. In what follows, the superscript \((j)\) is used to denote the quantity for the \(j\)-th iteration.

i. An initial guess is selected for the external field \( E(0) \) and initial \( T(0) \) that is the final time of the quantum dynamics. In addition, the trial negative and positive parameters, \( \alpha \) and \( \beta \), are given because our purpose is to maximize Eq. (30).

ii. The Master equation of Eq. (37) is propagated forward in time from \( \tau = 0 \) to \( \tau = 1 \) and the obtained density matrix \( \hat{\rho}(1) \) is stored. At the same time, the objective function

\[
J_{\omega \tau} = \langle \hat{H} \rangle_{\hat{\rho}(1)} = \int_0^1 \langle \hat{H} \rangle_{\hat{\rho}(\tau)} d\tau
\]

is calculated.

iii. Equations (38) and (39) are propagated backward in time from \( \tau = 1 \) to \( \tau = 0 \) and the density matrix \( \hat{\sigma}(0) \) is stored. At the same time, \( v_\tau(\tau = 0) \) is calculated.

iv. The laser amplitude \( E(j) \) and the temporal duration of the external field \( T(j) \) are updated as follows,

\[
E(j+1) = E(j) + \alpha g(\tau),
\]

and

\[
T(j+1) = T(j) + \beta v_\tau(\tau = 0).
\]

v. One sets the convergence criterion \( \eta \) and when the following criterion

\[
|J(j+1) - J(j)| \leq \eta
\]

is met, the calculation is terminated.

vi. If the convergence criterion of Eq. (47) is not satisfied, \( E(j) \) and \( T(j) \) are updated to \( E(j+1) \) and \( T(j+1) \), respectively, and loop back to step (ii).

To apply the theory and the algorithm developed above and demonstrate numerical tests, we will employ the vibrational degrees of freedom of carbon monoxide adsorbed on the copper (100) surface, CO/Cu(100). In this case, the total Hamiltonian \( \hat{H} \) in the absence of the laser fields is expressed as

\[
\hat{H} = \hat{H}_0 + \hat{V}
\]

where \( \hat{H}_0 \) is the kinetic energy operator and \( \hat{V} \) is the potential energy operator defined in the next section. When we introduce three coordinates \( r \), \( Z \), and \( X \) for CO stretch, CO-surface stretch, and frustrated translation modes, respectively, \( \hat{H}_0 \) is given by

\[
\hat{H}_0 = -\frac{\hbar^2}{2\mu_{\text{CO}}} \frac{\partial^2}{\partial r^2} - \frac{\hbar^2}{2m_{\text{CO}}} \frac{\partial^2}{\partial Z^2} - \frac{\hbar^2}{2m_{\text{CO}}} \frac{\partial^2}{\partial X^2}
\]
where the masses are

\[ \mu_{\text{CO}} = \frac{m_\text{C}m_\text{O}}{m_\text{C} + m_\text{O}} = 6.856 \text{ amu}, \quad m_{\text{CO}} = m_\text{C} + m_\text{O} = 27.995 \text{ amu}. \] (50)

The eigenstates and eigenenergies of the Hamiltonian, \( \hat{H} \), are calculated from

\[ \hat{H} |n, n_Z, n_X\rangle = E_n |n, n_Z, n_X\rangle, \] (51)

where we have used the abbreviation \( |n\rangle = |n, n_Z, n_X\rangle \) and \( E_n \) is the eigenenergy of the state \( |n\rangle \). Here, \( n, n_Z, \) and \( n_X \) denote the quanta of vibrational modes, CO stretch, CO-surface stretch, and frustrated translation, respectively.

The Liouville-von Neumann equation in the Markov approximation in the energy representation is explicitly expressed as

\[
\frac{d\rho_{nn}(t)}{dt} = -i\hbar E_z(t) \sum_{i=1}^{N} \left[ \mu_{mi} \rho_{in}(t) - \rho_{mi}(t) \mu_{in} \right] + \sum_{i=1}^{N} \left[ \Gamma_{i-n} \rho_{ni}(t) - \Gamma_{n-i} \rho_{ni}(t) \right],
\] (52)

for the diagonal elements (populations) of the reduced density matrix and

\[
\frac{d\rho_{mn}(t)}{dt} = -i\omega_{mn} \rho_{mn}(t) - \frac{i}{\hbar} E_z(t) \sum_{i=1}^{N} \left[ \mu_{mi} \rho_{in}(t) - \rho_{mi}(t) \mu_{in} \right] - \gamma_{m\rightarrow n} \rho_{mn}(t)
\] (53)

for the off-diagonal elements (coherences). Here, we have defined the energy gap,

\[ \omega_{mn} = (E_m - E_n) / \hbar. \] (54)

The total dephasing rate is given by

\[ \gamma_{mn} = \sum_{i=1}^{N} \left( \Gamma_{m\rightarrow i} + \Gamma_{n\rightarrow i} \right) / 2 + \gamma_{m\rightarrow n}^*, \] (55)

where \( \gamma_{m\rightarrow n}^* \) is the pure dephasing rate and \( \Gamma_{m\rightarrow n} \) is the population transfer rate from the state \( m \) to the state \( n \). The values of these parameters were taken from \(^7_8\). For the pure dephasing rate, we have taken into account \( \gamma_{(0,0,0)\rightarrow(1,0,0)} \approx \gamma_{(1,0,0)\rightarrow(2,0,0)} \approx \gamma_{(0,0,0)\rightarrow(2,0,0)} / 4 \) with values taken from Table IV of \(^7_2\). For the same reason as mentioned in \(^7_2\), the precise values of the pure dephasing rates are of no concern in the present calculations.

To check the mixedness of the reduced density matrix in the Hilbert space of our interest (CO stretch and CO-surface stretch modes), we explicitly define it by

\[ \text{mixedness} = 1 - Tr_{\text{frust}} \left( \rho(t)^2 \right), \] (56)

where \( Tr_{\text{frust}} \) denotes the trace over the frustrated translation mode that is of no concern.

Note that we can apply our algorithm to other types of Master equations in addition to the Liouville-von Neumann equation mentioned above.
We have investigated the configuration of the CO/Cu(100) system shown in Fig. 3. We have taken into account two layers of copper atoms and in each layer the nearest nine Cu atoms in the same manner as in Ref. 73.

The purpose here is two-folds. First, we shall tailor the optimal laser pulses that create maximally entangled Bell state \( \left( |0,0,0\rangle + |1,1,0\rangle \right) / \sqrt{2} \) from the separable state \( |0,0,0\rangle \). Of course, this is of fundamental importance for quantum computing and quantum information science. Second, we assume that the maximally entangled state, \( \left( |0,0,0\rangle + |1,1,0\rangle \right) / \sqrt{2} \), is prepared at \( t = 0 \) fs. We shall examine by what kinds of laser pulses this state is maintained in the presence of dissipation. That is, our target transition is \( \left( |0,0,0\rangle + |1,1,0\rangle \right) / \sqrt{2} \rightarrow \left( |0,0,0\rangle + |1,1,0\rangle \right) / \sqrt{2} \). This problem seems to be important to study in detail because it may be necessary to maintain some specific entangled sates during other processes in large-scale quantum computers composed of many qubits. Because the effect of decoherence generally seems to be negligible in low temperatures, it may be difficult to show the influence of dissipation on the optimal control. Therefore, we shall mainly present numerical results at high temperatures in the following.

In Fig. 4, we show the case where the initial temporal duration of the laser pulse, \( T(0) \), is 1000 fs. The maximum transition probability is attained at \( T = 996.219 \) fs, as shown in panel (c). In this case, the incident laser pulse has a shape quite different from that of the other cases. As is clear from panel (a), the laser amplitude from the initial time \( t = 0 \) fs to around the time \( t = 800 \) fs is quite small (~4 MV cm\(^{-1}\)). Therefore, we can hardly observe the population transfer due to the laser pulse. Instead, we can see a significant population transfer from the state \( |0,0,0\rangle \) to the state \( |0,0,1\rangle \) because of the large population transfer rate, \( 1 / \Gamma_{(0,0,0)ightarrow(0,0,1)} = 3.3 \) ps. This transition represents the absorption of the single reservoir quantum by the frustrated translation mode. From the time \( t = 800 \) fs to the optimal final time \( T = 996.219 \) fs, the amplitude of the optimized laser pulse is quite large (~60 MV cm\(^{-1}\)) so that a significant population transfer from the state \( |0,0,0\rangle \) to the target state \( |1,1,0\rangle \) takes
place and coherence between the states, $|0,0,0\rangle$ and $|1,1,0\rangle$, builds up during this period. These trends are reasonable because if the transition to the target state $|1,1,0\rangle$ occurred much earlier as the result of intense laser pulses, the damping of the population of the state $|1,1,0\rangle$ to other states and the decoherence could be quite significant, which would lead to much larger mixedness and a lower transition probability.

![Figure 4](image-url)

Fig. 4. (a) optimized laser pulse with $a$ and $\beta$ being equal to $-1.755 \times 10^9$ W cm$^{-2}$ and $5.851 \times 10^2$ fs$^2$, respectively, (b) population transfer induced by the optimized laser pulse of panel (a), (c) temporal duration of the optimized laser pulse versus iteration number. The initial $T(0)$ was set to be 1000 fs. The temperature was 300 K. The target transition $|0,0,0\rangle \rightarrow (|0,0,0\rangle + |1,1,0\rangle) / \sqrt{2}$ was optimized.

When the initial temporal duration, $T(0)$, is 1000 fs and the temperature is 300 K, we observe that the temporal duration becomes a little bit longer, $T = 1040.56$ fs, as can be seen in Fig. 5. The transition probability and the mixedness at the final time are 66.3430% and 0.50711 for the free-time case and are 65.8890% and 0.50515 for the fixed-time case, respectively. In both the free-time and fixed-time cases, the shape of the optimized laser pulses is interesting (here, we do not show the results for the fixed-time case). For the initial half time of total duration, the amplitude of the laser pulse is strong. In the middle of the temporal duration, it becomes weak. After that, the amplitude of the laser pulse becomes stronger with time. This tendency can be explained as follows. Because it is known that the population of the state $|0,0,0\rangle$ can be excited to the state $|0,0,1\rangle$ during the time evolution because of the
Fig. 5. (a) optimized laser pulse with $a$ and $\beta$ being equal to $-1.755 \times 10^9$ Wcm$^{-2}$ and $5.851 \times 10^2$ fs$^2$, respectively, (b) population transfer induced by the optimized laser pulse of panel (a), and (c) temporal duration of the optimized laser pulse versus iteration number. The initial $T^{(0)}$ was set to be 1000 fs. The temperature was 300 K. The target transition
\[
\langle 0,0,0 | 1,1,0 \rangle / \sqrt{2} \rightarrow \langle 0,0,0 | 1,1,0 \rangle / \sqrt{2}
\]
was optimized.

dissipative effect as mentioned above, the population of the state $|0,0,0\rangle$ has to increase for the initial half time of total duration using the large intensity of the laser pulse. During this period, almost all the population of the state $|1,1,0\rangle$ contributes to the population increase of the state $|0,0,0\rangle$. For the last half period of the total duration, because of the large intensity of the laser pulse, almost all the population of the state $|0,0,0\rangle$ is excited to the state $|1,1,0\rangle$, as in the cases shown above, and the optimized laser pulse tries to recover the initial maximally entangled state, $\langle 0,0,0 | 1,1,0 \rangle / \sqrt{2}$, as much as possible. The reason for the lengthening of the temporal duration compared with the initial guess is that the additional time duration required by the initial recovery of the state $|0,0,0\rangle$ was absent for the target transition $|0,0,0\rangle \rightarrow \langle 0,0,0 | 1,1,0 \rangle / \sqrt{2}$ shown in Fig. 4.

Figure 6 shows the case where $T^{(0)}$ is 1000 fs and the temperature is 10 K. Comparing panel (a) with panel (a) of Fig. 5, the pulse shapes are rather similar although the temperatures are quite different. However, because of their small difference, the optimized laser pulse in Fig. 6
Fig. 6. (a) optimized laser pulse with $\alpha$ and $\beta$ being equal to $-1.755 \times 10^9$ W cm$^{-2}$ and $2.340 \times 10^1$ fs$^2$, respectively, (b) population transfer induced by the optimized laser pulse of panel (a). The initial $T_0$ was set to be 1000 fs. The temperature was 10 K. The target transition $|0,0,0\rangle \rightarrow |1,1,0\rangle / \sqrt{2}$ was optimized.

creates the population of the state $|0,0,0\rangle$ as much as possible until around $t = 200$ fs. Unlike panel (b) of Fig. 5, that of Fig. 6 does not show any significant change of population of the state $|0,0,0\rangle$ during the period when the laser pulse is almost off (from around $t = 200$ fs to around $t = 900$ fs). This is also due to the small population transfer rate, $1/\Gamma_{(0,0,0)\rightarrow(0,0,1)} = 85300.0$ ps. Therefore, the transition probability is much larger and the mixedness is much smaller than in the case of Fig. 5. That is, the transition probability and the mixedness at the final time are 86.9429% and 0.22626 for the free-time case and are 86.7598% and 0.23058 for the fixed-time case, respectively. In addition, the optimal temporal duration is also longer than the initial guess: $T = 1041.12$ fs. The reason is the same as that for Fig. 5.

4. Concluding remarks

In the present chapter, we have reviewed our recent main theoretical and numerical contributions to the development of molecular quantum computing and quantum information science. In particular, we have paved a new way for extending the conventional FIFP-OCT to FRFP-OCT.

Now, quantum computing and quantum information science have become an unshakeable important research topics, ranging among a variety of disciplines. However, some basics of the theoretical aspects have not yet been solved and are still debatable. For instance, the definition of multipartite entanglement degree in pure and mixed states is still discussed in the recently published papers. In addition, scalability and decoherence of quantum states in quantum computers have gradually become obvious to be extremely challenging with the rapid development of experiments and theories. At the same time, the experimental realization of quantum computers based on the theories is also very important in order to extremely outperform the present-day classical computers. Although there are a number of experimental data for physical systems, at present there are few experimental evidences for molecules which chemists are interested in. Therefore, we suspect that there may be a
number of rooms for improvement in molecular quantum computers. We chemists hope that molecular quantum computing will be investigated in more detail from the chemical viewpoint in future. In particular, we expect that our and other’s theoretical and numerical results will provide important guides to experimental realization of quantum computers and quantum information processing.

Although we have applied our FRFP-OCT to two specific control problems as shown in Section 3, the theory is so general that it may be possible to apply it to a variety of quantum control problems with and without dissipation in future. An experimental application of FRFP-OCTs developed by us for the first time could be expected in the same manner as closed-loop quantum learning control experiments\textsuperscript{74-77}. Finally, as for the recent advancement of free-time and fixed end-point multi-target optimal control theory, the readers are referred to\textsuperscript{78}.
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