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1. Introduction

Over the last decade, vehicle localization has been attracting attention in a wide range of applications. A number of localization techniques have been developed to serve a variety of applications Al-Bayari & Sadoun (2005); Aono et al. (1998); Bouju et al. (2002); Cramer (1997); Dao et al. (2002); Drawil & Basir (2010); Jabbour, Cherfaoui & Bonnifait (2006); Lai & Tsai (1996); Nishimura et al. (1996); Sliety (2007); Stockus et al. (2000). In recent years, the focus has been on localization accuracy improvement – an issue considered crucial, specially in mission critical applications. For instance, for emergency response systems, such as the eCall system, to deliver on their task they need reliable and accurate localization capabilities. These capabilities are becoming as important in other applications, including, accident avoidance and management, navigation systems, location sensitive billing systems, location based services.

The focus of much recent research in localization has been on improving accuracy through the use of multiple localization modalities. This chapter provides a review on multi-modality based localization techniques and establishes a categorization of such techniques based on the type of measurement and the strategy employed to fuse measurements from multiple localization sources.

Although these techniques have demonstrated significant performance improvement, there remain situations that give rise to degraded localization accuracy. Moreover, current localization systems lack in their ability to reliably quantify the accuracy of localization estimates, neither the means by which sources of localization information are properly discounted based on reliability/accuracy merits.

In this chapter, a novel framework is proposed to tackle the aforementioned issues. The proposed framework fuses different localization techniques in order to improve their location estimates, and provides a location reliability assessment that captures the integrity of the estimates. Knowledge about estimate integrity allows the system to plan the use of its localization resources so as to match the target accuracy of the application. The proposed framework provides the tools that would allow for modeling the impact of the operation conditions on estimate integrity, as such it enables more robust system performance.

2. Motion and GPS measurement data fusion

Differential GPS (DGPS) and Assisted GPS (A-GPS) are two advanced types of GPS technologies that provide a high level of accuracy and fast retrieving rate. Nevertheless, using
a GPS receiver as the sole vehicle localization measurement source may turn to be unreliable, especially in urban canyons and other areas where the satellite signal can be distorted or lost. A number of solutions have been reported in the literature that proposed augmenting GPS measurements with information about the vehicle’s motion in order to improve localization accuracy. In what follows we provide a summary of a number of such solutions.

2.1 Dead Reckoning (DR) and GPS integration

A DR is a localization method that estimates the next location of a mobile object over a series of short time intervals, given the object’s direction, speed, and previous location. DR is simple and known for producing incremental error and hence needs to be reset periodically. It is therefore suitable for use over short periods of time.

One approach to resetting the accumulative localization error is to combine DR with GPS whereby GPS measurements are used to reduce the DR accumulative error; when the GPS measurement is unavailable, the DR estimates the location using sensors such as wheel odometers, a flux-gate compass, a gyroscope, and an accelerometer Kao (1991).

2.2 Inertial Navigation System (INS) and GPS fusion

Basically, INS operates as a DR system. INS employs a computing unit and motion sensors to estimate its location without relying on any external reference once it is initialized using for example a GPS measurement. To avoid the accumulated error caused by the measurements of internal sensors in INS, the INS location estimate is fused with measurement data from other sources. As discussed in Skog & Handel (2009) fusing INS and GPS can take the form of a loosely or tightly coupled system architecture.

An example of a system that fuses INS and GPS is the real-time kinematic global positioning system (RTK GPS) Bouvet & Garcia (2000) which uses an Extended Kalman Filter (EKF) to fuse data. In this system, GPS latency is defined as the time required for the satellite signals to travel to Earth and the time required for the computation of the location; GPS latency varies with the number of observed satellites. Therefore, the GPS latency is encapsulated in the EKF state so that the fusion of the INS and GPS data is synchronized with the readings of the sensors.

It is possible to fuse standard GPS and INS by means of a KF as well Honghui & Moore (2002). In this case the computational complexity of the EKF can be reduced by preprocessing the INS measurements and inputting them into the KF as a linear component. However, preprocessing the INS measurement adds to the computational cost of the solution.

2.3 Other motion sensors and DGPS fusion

Integrating the INS of a dynamic model with a DGPS is also investigated in Rezaei & Sengupta (2005). To deal with the nonlinearity of the dynamic model, an EKF is used. Due to the accelerometer noise other motion sensors, such as six wheel-speed encoders, a steering angle encoder, and an optical yaw rate gyro, are used instead. Localization accuracy of 0.9 m on 100 m driving track was reported for situations where the system relies on the dynamic model more than it does on the GPS measurements. The multipath effect is not addressed as the experiment was conducted in an open space environment.

In Aono et al. (1998) a method of positioning a vehicle on undulating ground by fusing DGPS data and motion sensor data is proposed. A fibre optic gyro, a roll pitch sensor, and wheel
encoders are used as motion sensors. The positioning accuracy is improved by compensating for the error for each sensor. The error is determined by means of a KF, which is also utilized as a fusion unit.

In Sharaf et al. (2005) an Artificial Neural Network (ANN) is chosen as a tool for detecting errors and noises in INS measurements using a DGPS as a guide to the true location of the vehicle during a training phase. The work reported in Sharaf et al. (2005) is similar to that reported in Bouvet & Garcia (2000) in that preprocessing operations are performed on the measurements before they are fused. An assumption that is made in this method is that the DGPS data is always either available or unavailable due to an outage in satellite signal. However, in urban areas, satellite signals are often available but quite often are contaminated by multipath noises, which effects the quality of the ANN learning.

3. Fusion of landmark, INS, and GPS measurements

Detecting and recognizing landmarks provide spatial information related to the local environment. It is therefore possible to integrate spatial information with localization measurements from DR and GPS in order to improve localization accuracy Fuerstenberg & Weiss (2005); Jabbour, Bonnifait & Cherfaoui (2006); Jabbour, Cherfaoui & Bonnifait (2006); Rae & Basir (2007); Weiss et al. (2005). Two approaches for detecting and augmenting landmarks to vehicle localization systems are presented next along with another localization technique that attempts to detect visible satellites for use in the positioning process.

3.1 Laser scanners, digital maps, and GPS/DR

Due to the accumulated error caused by the long satellite outages in GPS/DR localization systems, digital maps are utilized to perform localization during such outages Weiss et al. (2005). A laser scanner mounted on a vehicle scans major objects in the vehicle environment. The system matches these landmarks with other landmarks in the digital map that represent the region of interest. If there is a match, the vehicle location is estimated by correlating the identified landmarks.

However, segmentation is not a trivial job specially in situations where landmarks are merged with background objects. Moreover, the system must be trained by having it traverse the regions of interest Fuerstenberg & Weiss (2005) to extract landmarks (features, such as traffic signs and the posts of traffic lights) that can later be used as a reference points.

In Jabbour, Bonnifait & Cherfaoui (2006), a vehicle equipped with an autonomous navigation system and a laser scanner is reported. The laser scanner is used to detect the edges of sidewalks and estimate the distance between the edge of the sidewalk and the vehicle. Distance measurements are utilized to improve the accuracy of a localization system that comprises GPS, DR, and Geographic Information System (GIS). The GIS data contains digitized information such as abstract road maps, road edges, and other landmarks. Landmark information is created through a learning stage. During the testing stage, the EKF fusion technique produces an innovation value from which the system determines whether to accept the fusion location estimate. If the GPS data is corrupted by multipath signals or is unavailable, only the DR location estimate utilized. The vehicle location estimate is used to select the region of interest from the GIS database that contains the landmark information. To improve the vehicle location estimate, a matching scheme is performed to compare the GIS-extracted landmarks (i.e., sidewalk edges) with those extracted by the laser scanner, and
the estimated distances between the sidewalk edge and the vehicle are then used in fixing the vehicle location. Although the memory constraints are overcome by using the GIS, the accuracy of the estimate of the distances is not consistent due to occluding objects between the laser scanner and the edge of the sidewalk. The training phase required for any traversed region is also not insignificant.

3.2 Vision, digital maps, and GPS/DR

Visual data is also utilized in localization techniques since digital images can provide a wide range of information about the surrounding environment. Due to the time required for image processing Jabbour, Cherfaoui & Bonnifait (2006), only key images are maintained and linked to the GIS database Jabbour, Bonnifait & Cherfaoui (2006). Again, both GPS/DR are used and the proximity of the vehicle location estimate to the roads in the GIS database is examined. The road segment closest to the location estimate is then selected, and key images of that road are extracted in order to compare their features with the features of the images taken during the navigation stage. The weakness of this strategy appears when the curvature of the vehicle’s path is significant, especially when the vehicle turns in orthogonal intersections.

Visual features can, however, be blended with other location measurements, such as GPS and DR data in the EKF formulation Rae & Basir (2007). The main advantage of this strategy is that the uncertainty of all the information sources is kept local to the EKF, namely, in the error covariance matrix, which guarantees a minimum mean square error estimates. In Rae & Basir (2007), the EKF structure is derived and validated where the curvature of the roads is employed as a visual feature. It is shown that when the roads are curvy, the vehicle location estimate is dramatically improved. On the other hand, if the road traversed is not curved, then the accuracy of the location estimate remains the same as that produced by the GPS/DR fusion localization technique.

3.3 Satellite visibility and DGPS

In urban areas, GPS multipath signals cause unpredictable localization errors due to the NLOS satellite signals. Another approach is the localization system which is driven by tracking visible GPS satellites using an infrared camera. An omni-directional infrared camera mounted on the top of a vehicle is used to recognize obstacles and their height and to detect visible satellites by observing their positions with a satellite orbit simulator Meguro et al. (2009). This method allows the system to exclude any radio waves emitted by invisible satellites to improve the localization accuracy.

The vehicle localization system used in this approach has high degree of accuracy since it employs a DGPS receiver. However, in high rise building areas, the availability of location estimates is low due to the lack of enough visible satellites, and even with enough visible satellites, the geometric configuration of the constellation may result in a high Dilution of Precision (DOP).

4. Cooperative localization

Cooperative Localization is a recent location estimation approach that has been implemented in vehicular positioning and wireless communication systems. This localization scheme is suitable for scenarios which involve the coexistence of several entities that independently provide location information. The goal is to localize a mobile node or to enhance its location
estimate given that it shares relative spatial information with nearby nodes (e.g., other vehicles or mobile network towers).

4.1 Radio signal measurement data fusion

Radio localization methods have been studied extensively for cellular networks in a wide range of applications (e.g., for CDMA networks see Al-Jazzar & Caffery (2004); Caffery & Stuber (1994; 1998); Caffery (2000); Le et al. (2003); McGuire et al. (2003); Porretta et al. (2008); Sayed et al. (2005); Venkatraman et al. (2002); Wang et al. (2003); Wylie & Holtzman (1996) and for GSM networks see Chen et al. (2006)). An example of these systems is a localization system that estimates the locations of emergency calls initiated by cellular phones. The system operates on the principle that measurements from different Base Stations (BS’s) are combined in order to compute the location of a Mobile Station (MS). The BS’s typically have different levels of uncertainty in their measurements, which are minimized as a result of the fusion process. The relative spatial information in this system is based on the measurements from radio signals, such as Time of Arrival (TOA), Time Difference of Arrival (TDOA), Angel of Arrival (AOA), Received Signal Strength (RSS). In some of these GPS-less approaches, a mix of two or more different types of radio signal measurements is utilized in order to relax constraints such as the synchronization of the BS’s.

In the following subsections detailed models for some of these techniques are given. \( (x_m, y_m) \) signifies the MS location. The locations of \( n \) base stations: \( \text{BS}_1, \text{BS}_2, \text{BS}_3, \ldots, \text{BS}_n \) are denoted by \( \{(x_1, y_1), (x_2, y_2), (x_3, y_3), \ldots, (x_n, y_n)\} \), respectively. For simplicity and without loss of generality, locations are represented by two coordinates, \( x \) and \( y \), in the Cartesian coordinate system.

4.1.1 TOA data fusion

Time of arrival measurements are based on the time of flight of a signal as it travels between a source and a destination. Since the signal travels at the speed of light \( (c) \), it is possible to compute the distance between the two points as follows:

\[
d_i = (t_i - t_m)c
\]  

(1)

where \( t_m \) signifies the signal sending time from the MS, \( t_i \) signifies the signal arrival time at the BS\( _i \), and \( i \) signifies the BS’s index (i.e., \( i \in \{1, 2, \ldots, n\} \)).

According to Caffery & Stuber (1998), the TOA technique can be employed using three BS’s, the minimum number of reference points in two dimensions (Figure 1), in order to estimate the MS location by computing the distances between each BS and the MS (i.e., \( d_1, d_2, d_3 \) ), as per Equation 1, and then formulating the following optimization problem:

\[
(x_m, y_m = \arg \min_{x_m, y_m} \sum_{i=1}^{n} \left( d_i - \sqrt{(x_i - x_m)^2 + (y_i - y_m)^2} \right)^2
\]  

(2)

Nevertheless, due to possible NLOS propagation conditions, the actual Euclidean distances between the MS and the BS\( _i \) is less than or equal to \( (t_i - t_m)c \). This inequality creates more than one solution for the optimization problem in 2, all of which reside in a bounded area, as shown in Figure 1. A constrained version of the optimization problem in 2 is proposed in Caffery (1999); Porretta et al. (2008) in order to increase the localization accuracy; however, the
Fig. 1. The TOA localization method.

The geometric arrangement of the BS’s may produce a poor location estimates due to the shape of the bounded area that contains the MS. This shortcoming might be avoided using more BS’s. The next method described below utilizes more than three BS’s in estimating the MS location so that ambiguity in the distance computation is reduced.

In Caffery (2000); Sayed et al. (2005) the Cartesian coordinate system is represented as follows. The location of one of the base stations is assumed to be the origin (e.g., BS\(_1\) be the origin: (\(x_1, y_1\)) = (0, 0)) and the locations of the other objects in the network are computed with respect to the origin. Hence, the distances \(d_1, d_2, d_3, \ldots, d_n\) can be used to estimate the location of the MS by solving the following set of equations:

\[
d_1^2 = x_m^2 + y_m^2 \\
d_2^2 = (x_2 - x_m)^2 + (y_2 - y_m)^2 \\
d_3^2 = (x_3 - x_m)^2 + (y_3 - y_m)^2 \\vdots \\
d_n^2 = (x_n - x_m)^2 + (y_n - y_m)^2
\]  

(3)

After rearranging terms, the above equations can be written as follows:

\[
\begin{bmatrix}
x_2 & y_2 \\
x_3 & y_3 \\
\vdots & \vdots \\
x_n & y_n \\
x_m & y_m
\end{bmatrix} \begin{bmatrix}
x_n \\
y_n
\end{bmatrix} = \frac{1}{2} \begin{bmatrix}
k_1^2 - d_2^2 + d_1^2 \\
k_2^2 - d_3^2 + d_1^2 \\
\vdots \\
k_n^2 - d_n^2 + d_1^2
\end{bmatrix}
\]  

(4)
where $k_i^2 = x_i^2 + y_i^2$. Equation 4 can be expressed in a matrix form

$$Hx = b$$  \hspace{1cm} (5)

where

$$H = \begin{bmatrix} x_2 & y_2 \\ x_3 & y_3 \\ \vdots & \vdots \\ x_n & y_n \end{bmatrix}, \quad x = \begin{bmatrix} x_m \\ y_m \end{bmatrix}, \quad \text{and} \quad b = \frac{1}{2} \begin{bmatrix} k_2^2 - d_1^2 + d_2^2 \\ k_3^2 - d_1^2 + d_3^2 \\ \vdots \\ k_n^2 - d_1^2 + d_n^2 \end{bmatrix}.$$

Equation 5 represents an overdetermined system (i.e., $n > 2$). Practically, such a system has no exact solution. Therefore, a linear least squares method is used to estimate the location of the MS as follows:

$$\hat{x} = (H^T H)^{-1} H^T b$$  \hspace{1cm} (6)

where $(.)^T$ signifies matrix transpose and $(.)^{-1}$ signifies matrix inverse.

Alternative techniques, such as the maximum likelihood are reported in McGuire et al. (2003); Wang et al. (2003).

4.1.2 TDOA data fusion

TDOA is preferable to the TOA due to the fact that TDOA does not require synchronization between the MS and BS’s, Figure 2. Instead, it takes advantage of the synchronization of the CDMA cellular network BS’s to compute the difference between the time of arrivals of the MS

$$d_{21} = c(t_2 - t_1) \quad d_{31} = c(t_3 - t_1) \quad d_{i} = c(t_i)$$

Fig. 2. The TDOA localization method.
signal at the BS$_i$ and BS$_1$, where $i \in \{2, 3, \ldots, n\}$. The difference in the distance is therefore defined as follows:

$$
\begin{align*}
    d_{i1} & \equiv d_i - d_1 \\
    & = (t_i - t_m)c - (t_1 - t_m)c \\
    & = (t_i - t_1)c
\end{align*}
$$

It can be seen that the difference is not affected by errors in the MS clock time $t_m$. Equation 7 in Equation 3, and then expanding and rearranging the terms produce the following set of equations:

$$
\begin{bmatrix}
    x_2 & y_2 \\
    x_3 & y_3 \\
    \vdots & \vdots \\
    x_n & y_n \\
\end{bmatrix}
\begin{bmatrix}
    x_m \\
    y_m \\
\end{bmatrix}
= d_1
\begin{bmatrix}
    -d_{21} \\
    -d_{31} \\
    \vdots \\
    -d_{n1} \\
\end{bmatrix}
+ \frac{1}{2}
\begin{bmatrix}
    k_2^2 - d_{21}^2 \\
    k_3^2 - d_{31}^2 \\
    \vdots \\
    k_n^2 - d_{n1}^2 \\
\end{bmatrix}
$$

which can be expressed in a matrix form as follows:

$$
Hx = d_1c + r
$$

where $H = \begin{bmatrix}
    x_2 & y_2 \\
    x_3 & y_3 \\
    \vdots & \vdots \\
    x_n & y_n \\
\end{bmatrix}$, $c = \begin{bmatrix}
    -d_{21} \\
    -d_{31} \\
    \vdots \\
    -d_{n1} \\
\end{bmatrix}$, and $r = \frac{1}{2} \begin{bmatrix}
    k_2^2 - d_{21}^2 \\
    k_3^2 - d_{31}^2 \\
    \vdots \\
    k_n^2 - d_{n1}^2 \\
\end{bmatrix}$.

Similarly, Equation 9 can be solved using the following linear least squares formulation:

$$
\hat{x} = \left(H^T H\right)^{-1} H^T (d_1c + r)
$$

The solution of Equation 10 is determined in two steps. First, the estimate of the MS is determined in terms of $d_1$, which is substituted in the quadratic expression $d_1^2 = x_m^2 + y_m^2$ to compute $d_1$. Second, the value of $d_1$ is substituted back in Equation 10 to solve for $\hat{x}$ Sayed et al. (2005).

### 4.1.3 AOA data fusion

AOA techniques estimate the location of an MS by measuring the angle of signal arrival from the MS at several BS’s by means of an antenna array. The MS location is then estimated through the intersection of the straight paths leaving from at least two BS’s, as depicted in Figure 3. However, combining only two AOA measurements may introduce a large amount of uncertainty with respect to the MS location estimate, especially when the MS is close to the line connecting the two BS’s. Moreover, this localization method requires the MS to be in LOS with the participating BS’s, since reflected or diffracted signals result in misleading information. For this reason, it is preferable for the AOA to be combined with another localization method, such as TOA or TDOA.

### 4.1.4 RSS data fusion

RSS based localization is a method that employs mathematical models that describe the path loss as a function of distance. Since these models translate the received signal power into a
distance between an MS and a BS, the MS must lie on a circle centered at the BS. Employing three or more BS’s provides an estimate for the MS location.

RSS is well known for being drastically affected by multipath fading and shadowing (multipath signals). The error caused by multipath signals can be reduced by using prior knowledge available on the contours of the signal strength centered at the BS’s Smith (1991). However, such knowledge assumes a specific surrounding environment that can change due to change in whether, moving objects, such as trucks, as well as new buildings and other barriers.

4.1.5 Fingerprinting

This localization method is a pattern recognition, or pattern matching, technique. The underlying concept of fingerprinting is that the radio signal propagation characteristics of an MS are unique in terms of TOA, AOA, and RSS when captured at different BS’s Chen et al. (2006); Porretta et al. (2008). These characteristics can therefore be used as a signature to indicate the location of an MS. The fingerprinting method has two phases: a training phase and localization phase. In the training phase, a database is created to index the different patterns in the characteristics of the radio signal propagation. In the localization phase, the signature of the MS is matched with the patterns in the database. The challenging aspect of this method is assuring that the system can distinguish between similar patterns that represent different locations.

Of course, the more exhaustive is the training phase (i.e., recording a signature for every small area in the environment), the more accurate is the MS location estimate. The main drawback of this method is the requirement to continually update the database as the configuration of

---

Fig. 3. The AOA localization method.
the BS’s changes when BS’s are removed or new ones are added. Nevertheless, this method is becoming more attractive for indoor applications because the database creation can be more comprehensive and manageable.

4.2 VANET localization using relative distances measurements

This approach takes advantage of the emerging VANET environments. The distances between VANET nodes are estimated and exchanged among vehicles along with preliminary estimates of the vehicles’ locations. Vehicles can then use this information to construct local relative position maps that contain the vehicles and their neighbours. This strategy has initially emerged in Wireless Sensor Networks (WSN), but recently, a number of solutions have been proposed for use in VANET Benslimane (2005); Drawil & Basir (2008); Parker & Valaee (2007)

4.2.1 Vehicle localization in VANET

A VANET based localization method was introduced in Benslimane (2005) for localizing vehicles with no GPS receivers, or those whose location can not be determined because satellite signals have been lost, for instance, in a tunnel. With this method, vehicles that are not equipped with GPS determine their own locations by relying on information they receive from vehicles that are equipped with GPS. Vehicles within transmission range can measure the distances between each other using one of the radio-location methods presented in Caffery & Stuber (1998). By finding its closest three neighbours the unequipped vehicle can compute its position using trilateration.

4.2.2 Cooperative vehicle position estimation

The work reported in Parker & Valaee (2006) presents a method of distributed vehicle localization in VANET. The method utilizes RSS measurements to estimate the distances between one vehicle and others in its coverage area. It is assumed that vehicles initially estimate their own locations using a GPS receiver and then exchange their location information so that they can perform an optimization technique in order to improve their location estimates.

This technique demonstrates robustness of location estimates. However, it lacks the ability to detect and avoid the effect of multipath signals in the GPS measurements, which drastically degrades the localization accuracy in multipath environments (e.g., urban canyons).

In Drawil & Basir (2010) an algorithm called InterVehicle-Communication-Assisted Localization (IVCAL) is proposed to mitigate the multipath effect in the location estimates of vehicles in VANET. A KF and an inter-vehicle-communication system collaborate in order to increase the robustness and accuracy of the localization of every vehicle in the network. The two main components that allow the inter-vehicle-communication system and the KF to interact are the Multipath Detection Unit (MDU), which detects the existence of a multipath effect in the output of the KF, and the Localization Enhancement Unit (LEU), which obtains the neighbours’ information from the inter-vehicle-communication system and feeds an optimized location estimate back to the KF (Figure 4). As in Jabbour, Cherfaoui & Bonnifait (2006) and Jabbour, Bonnifait & Cherfaoui (2006), KF innovation is used as an indication of the contamination of the GPS measurement, and it has therefore been used as a learning pattern for the MDU in IVCAL. An uncertainty measure is also utilized in order to specify a subset of the most accurate network neighbours that can be used as anchors to enable vehicles to improve their location estimates.
Lack of adequate location anchors and/or prolonged multipath conditions remain unsolved problems that continue to degrade localization accuracy.

5. Multi-level fusion approaches

As it has been reported above, a variety of multi-modality localization methods have evolved in recent years. Typical modalities include satellite signals, VANET communication, vision features, laser rays, etc. This variety of information has motivated the concept of multi-level fusion.

For instance, in Boukerche et al. (2008), a data-fusion model is proposed in the form of a three-level fusion localization system. In the first level, a variety of location information is gathered as raw data and processed separately using local filters that are suitable for each type of location information. As with the system in Skog & Handel (2009), the second level combines the output of the first level and produces a better location estimate. In Boukerche et al. (2008), the results are then fused in the third level based on contextual information (e.g., digital maps and traffic information). In this scheme, the final location estimate is fed back to the second level in order to improve future estimations.

Multi Level fusions aims to tackle data fusion as a hierarchical process so as to allow for combining measurements at various levels of abstraction in a simple manner. Nevertheless, if the estimates in the lowest-level filters are evaluated for reliability, the fusion of these estimates in higher-level filters will then be more robust.

6. Integrity of localization systems

Due to the inherent errors in the positioning information, a level of uncertainty in location estimates is inevitable. Therefore, it is essential to measure the reliability of the positioning information in order to identify any hidden anomalies. To achieve this task, a level of trust, integrity, in every estimate must be determined.

In the last two decades, a significant effort has been made in aviation to develop integrity monitoring systems Hewitson (2003); Walter & Enge (1995). Integrity is defined as a measure

![Fig. 4. Block diagram of the inter-vehicle-communication-assisted localization technique.](www.intechopen.com)
of the trust which can be placed in the correctness of the information supplied by the total system; integrity includes the ability of a system to provide timely and valid measurements to users ESA (n.d.). Three key components have been proposed for integrity monitoring: 1) fault detection, 2) fault isolation, and 3) removal of faulty measurement sources from the estimates Hewitson et al. (2004). The European Geostationary Navigation Overlay Service (EGNOS) and the Wide Area Augmentation System (WAAS), Hewitson (2003), are developed to form a redundant source of information for the Global Navigation Satellite Systems (GNSS) in order to perform integrity monitoring by providing correction information.

During the last decade, monitoring the integrity of land-vehicles’ localization has attracted attention due to the increasing demand for highly reliable accurate location data. Since roving in dense urban environments may limit access to the signals from augmentation systems such as EGNOS or WAAS, other means of measuring integrity have been proposed Schlingelhof et al. (2008).

For instance, Toledo-Moreo et al. (2006) presents a localization solution based on the fusion of GNSS and INS sensors. In this fusion process an interactive multimodel method is used. Different covariance matrices are used as a response to change in the noise behaviour. The proposed integrity measure is based on the covariance matrix of the EKF estimation error. Relying on the error covariance matrix can be misleading especially when experiencing unmodeled environment noise. In other words, it is not possible in many cases to detect, isolate, and remove the estimation faults, let alone the unavoidable false alarms.

Also, in Jabbour et al. (2008) a binary integrity decision-maker is proposed for a map-matching localization technique in which multihypothesis road-tracking method combines proprioceptive sensors (odometers and gyrometers) with GPS and map information. In this work, the integrity represents high or low confidence of the location estimate. The candidate tracks or roads are associated with a probability that is computed using the multihypothesis road-tracking method. If one credible road exists and the normalized innovation is below a prespecified threshold, the technique declares high confidence location estimate. However, the lack of granularity in the integrity measure limits the range of the integrity-level based application that can use this method.

Integrity monitoring of map-matching localization has also been proposed and tested in Quddus (2006). However, in this work three indicators has been monitored to achieve this task: distance residuals, heading residuals, and an indicator related to uncertainty of the map matched position. Due to the linguistic nature of these indicators, they have been combined using a fuzzy inference model to produce a value between 0 to 100 to indicate the integrity of the system. The integrity threshold has been determined experimentally to be 70, where the type of the environment experienced during the experiment was not specified. The value of the threshold thus can be considered specific to the environment of the experiment. Therefore, the approach might not guarantee a robust integrity monitoring. In other words, it is possible to come across an environment that influences the system to produce both an integrity value above the threshold and a location estimate mismatch.

7. Performance criteria and benchmarking

From the discussion above it is clear that vehicle localization is an increasingly growing area of research. Nevertheless, there is a number of outstanding issues that still need to be addressed.
In order to put these outstanding issues in practical context the following performance criteria are proposed.

7.1. **Accuracy**: Accuracy of a vehicle location estimate is defined as the degree of closeness of a vehicle’s location estimate to its actual (true) location.

7.2. **Availability**: Availability of a vehicle location estimate is defined as the ratio of the number of estimates produced to the number of estimates expected per one unit of time.

7.3. **Response Time**: Response time is the time required by a localization technique to produce a location estimate.

7.4. **Integrity**: Integrity is defined as the level of confidence that can be placed in the correctness of the location estimate (Bakhache & Nikiforov (2000); ESA (n.d.); Quddus (2006)).

Based on the above performance criteria, a benchmark can be established in order to compare the performance of different localization techniques based on reported best achievable accuracy localization performance. Localization performance is compared with respect to reliability as well. Table 1 provides a summary of the comparison in terms of modality used, best case accuracy, environmental constraints, synchronization requirements, and dependency on infrastructure. Table 2 reports emerging applications and their requirements.

<table>
<thead>
<tr>
<th>Modality(ies)</th>
<th>Best Case Accuracy (m)</th>
<th>Availability</th>
<th>Synch. Infrast.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPS</td>
<td>10-20 (Hoshen (1996); Leva (1996))</td>
<td>Out Door-Open Sky</td>
<td>Yes</td>
</tr>
<tr>
<td>DeadReckoning (DR)</td>
<td>Worsen with time Kao (1991)</td>
<td>Anywhere</td>
<td>No</td>
</tr>
<tr>
<td>DGPS with Visible Satellites</td>
<td>0.01-7.6 Moguro et al. (2009)</td>
<td>suburban-Open Sky</td>
<td>Yes</td>
</tr>
<tr>
<td>DGPS+DeadReckoning+Map Matching</td>
<td>0.5-5 Lahrech et al. (2005)</td>
<td>Out Door-Open Sky</td>
<td>N/A</td>
</tr>
<tr>
<td>GPS+Vision+Map Matching</td>
<td>0.5-1 Chausse et al. (2005); Jabbour, Benaffait &amp; Cherfaoui (2006)</td>
<td>Out Door-Open Sky</td>
<td>No</td>
</tr>
<tr>
<td>Cellular Localization</td>
<td>90-250 Chen et al. (2006); 25-69 Porelletta et al. (2008)</td>
<td>Under Network Coverage</td>
<td>Yes</td>
</tr>
<tr>
<td>Location Services</td>
<td>Submeter Zhang et al. (2008)</td>
<td>Indoor</td>
<td>N/A</td>
</tr>
<tr>
<td>Relative Ad hoc Localization</td>
<td>2-7 (Simulation Drawil &amp; Basir (2008); Parker &amp; Valaee (2006))</td>
<td>Suburban</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 1. Specifications of Localization Techniques.

with respect to localization accuracy. It is evident from Tables 1 and 2 that current localization techniques do not live up to the required integrity and availability performance. In other words, the delivered performance of the localization techniques listed in Table 1 is not always above the target performance specified by the applications, and that is due to the unavailability of their measurements or the decrease in their accuracy in some environments, such as urban canyons, foggy weather, and dark areas.

Hence, performance needed by applications can constitute a challenging issue in the fusion process of a multi-sensory system. Therefore task driven integrity issues relevant to vehicle localization are highlighted next.

8. **Task driven localization integrity**

From the above discussion it is obvious that for localization systems to meet the expectations of emerging applications it is imperative that they employ diverse location measurement sources and effective strategies to fuse these sources so as to achieve the Quality of Service expected of them. Of course this Quality of Service is multi-dimensional as it pertains to expected accuracy, availability, response time and integrity. The Quality of Service as a function of these performance criteria is application and task dependent. The more stringent is the required Quality of Service with respect to a given performance criterion, the more resources are needed and the higher is the computational cost. This presents a challenge for
the system as calls for effective use of resources to achieve the target Quality of Service. For example, there are applications where accuracy can be traded for faster response time. On the other hand, there are applications where response time is not as important as accuracy (offline vehicle track mapping). There are also applications where both requirements, accuracy and response time, can not be compromised for any other gain.

Indeed, task or goal driven localization is about effective allocating system resources and planning of localization tasks such that the system mission is achieved with maximum integrity possible. This strategy to performance is a key issue to the new trends of hybrid localization systems. In order for this strategy to work it is imperative that the impact of the environment is not ignored. Without modeling the impact of the environment on the system, the system can not be guaranteed to achieve its target performance, and even worst as it may falsely determine its task is accomplished. Thus, modeling the impact of the environmental conditions on the system is a central issue to the following proposed framework.

9. Task-driven localization through integrity assessment and control

It is well understood that the reported techniques can estimate the location of vehicles relatively accurately in some situations if they are given adequate time to perform the task. However, they may not perform as well in other situations. The deficiencies of these localization techniques are uncorrelated as they are expected to be of diverse phenomena, and/or utilize different algorithmic paradigms. This motivates the development of systems that can take advantage of this diversity to achieve a reliable and accurate performance.

In this section, a high level concept of a novel framework for fusing different localization techniques is proposed, Figure 5. What distinguishes this framework from existing ones is its ability to take in account the impact of the measurement conditions on the individual techniques. Thus, it is able to optimize the fusion process so as to maximize the accuracy and integrity of the localization estimates. The framework consists of three logical layers: (1) Primary Localization layer which provides preliminary location estimates using the available localization techniques; (2) Integrity Monitoring layer which computes the reliability of the vehicle’s location estimates produced by the Primary Localization layer- a process that captures the impact of measurement conditions; and (3) Estimate Fusion and Management layer which interacts with the application task to ensure that the task’s expected localization

<table>
<thead>
<tr>
<th>Application</th>
<th>Required Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Message Routing (VANET)</td>
<td>X</td>
</tr>
<tr>
<td>Data Dissemination</td>
<td>X</td>
</tr>
<tr>
<td>Map Localization</td>
<td>X</td>
</tr>
<tr>
<td>Coop. Cruise Control</td>
<td>X</td>
</tr>
<tr>
<td>Coop. Intersection Safety</td>
<td>X</td>
</tr>
<tr>
<td>Blind Crossing</td>
<td>X</td>
</tr>
<tr>
<td>Platooning</td>
<td>X</td>
</tr>
<tr>
<td>Collision Warning Sys.</td>
<td>X</td>
</tr>
<tr>
<td>Vision Enhancement</td>
<td>X</td>
</tr>
<tr>
<td>Automatic Parking</td>
<td>X</td>
</tr>
<tr>
<td>Road Pricing</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 2. Applications Requirement for Location Estimates Boukerche et al. (2008).
9.1 Primary localization layer

The primary localization layer comprises of the system’s localization techniques which are partitioned in the form of a set of Primary Localization Units (PLUs), as can be seen in Figure 6. Any localization technique, such as those mentioned above, can be used in any given PLU. These primary localization units receive localization requests from the Estimate Fusion and Management layer. Each PLU is constructed from techniques that are based on different phenomena/algorithms to ensure minimum correlation. A primary localization unit can share its information sources with other units; it can constitute a single modality or multiple-modalities. An example of a single modality PLU is one that estimates the vehicle location from a GPS information source. IVCAL is an example of a PLU that utilizes three modalities: GPS, INS, and Inter-Vehicle-Communication.

9.2 Integrity Monitoring layer

Central to the proposed framework is the integrity monitoring layer. Here, an Integrity Monitoring unit (IMU) is used to monitor the performance of a primary localization unit (Figure 7). The monitoring process takes in consideration the impact of the measurement conditions on the PLU. For example, to indicate the reliability of an estimate DOP measure...
and/or the signal to noise ratio can be utilized when a GPS receiver is used, light intensity can be utilized when vision features are used, and KF innovation can be utilized when IVCAL is used. Various tools can be employed in this layer based on the type of the localization technique. Fuzzy inference systems and probabilistic models for reliability are two examples of these tools.

9.3 The Estimate Fusion and Management Layer

The Estimate Fusion and Management layer (EFM) is responsible for determining an effective integration (Meta-Fusion) strategy for fusing the estimates produced by the different primary localization units so as to achieve the required localization accuracy and integrity (Figure 8). The estimate fusion and management processes the location estimates produced by the different primary localization units in conjunction with their integrity assessments. Since the vehicle is expected to be performing localization while moving, it is imperative for the fusion process to perform spatial and temporal alignment of the estimates produced by the different PLUs. Therefore, this layer employs a synchronization handler to manage timing issues among the different PLUs. Given the task’s target accuracy and integrity, as well as
that of the various PLUs, a management and fusion scheme is computed such that the scheme produces a location estimate that meets the task requirements.

To overcome the problems of this layer, first of all, PLU estimates should be time-stamped as close as possible to a common time base. Of course the allowable synchronization error would depend on factors such as the speed of the vehicle relative to the PLU response time. It is also affected by the system’s desired spatial precision and detection frequency. The tighter time synchronization is achieved with respect to the common time base, the greater precision is possible in the tracking of the vehicle.

Second of all, since the fusion process is task driven, an optimal fusion strategy is the one that achieves the target accuracy and integrity within the constraints of the task deadline. This gives rise to the challenge of optimal estimate fusion and reliability aggregation. Both fuzzy reasoning and evidential reasoning are tentative tools to be investigated as the bases for constructing the meta-fusion model. Fuzzy reasoning can be used for representing uncertainty in the estimates as well as for representing linguistic task requirements. Since some PLUs may employ probabilistic (Bayesian) estimators, it will be interesting to study how probabilistic estimates and fuzzy estimates are represented in a unified uncertainty framework.

Bayesian theory based fusion techniques have been evolving in fields such as process control, target tracking and object recognition. Nonetheless, effective fusion performance can only be achieved if adequate and appropriate priori and conditional probabilities are available. Although, at least in some situations, assumptions can be made with respect to priori and posteriori probabilities, these assumptions can turn to be unreasonable in many other situations, especially if we are to allow for non-probabilistic estimators in the PLU layer. One possible solution is using the Dempster-Shafer (DS) evidence theory as an extension to the Bayes theory. DS belief and plausibility functions can be used to quantify evidence and unify uncertainty of the PLU estimates. DS evidence theory can also model how the uncertainty of a given location estimate diminishes as pieces of evidence accumulate during the localization process. One important aspect of this theory is that reasoning or decision making can be carried out with incomplete or conflicting pieces of evidence – a reality that is quit common in localization problems.

10. Conclusions

In this chapter, a variety of reported localization techniques are presented and classified based on the type of the measurement of the location information used.

Although, techniques that incorporate fusion of motion sensory data with GPS localization have demonstrated improvement in performance, there are still situations that can have a negative effect on their localization accuracy. Incremental localization errors in motion-sensor data and the multipath effect in urban canyon environments contribute significantly to such location estimate errors, which necessitates augmenting the initial location data with other sources of location information in order to overcome these shortcomings.

Digital maps and visual features enhance GPS-DR localization by recognizing landmarks in the surrounding environment and matching them with others in a reference GIS map. A key problem associated with this scheme is that the landmark segmentation process is complex and ill conditioned process.

Multi-level fusion schemes are promising as they employ multiple location measurement phenomena. However, these schemes have given birth to new challenges in the localization
problem in terms of resource synchronization, resource management, and task driven performance.

A novel framework for vehicle localization is presented. The aim is to develop a vehicle localization system that can optimize and plan the use of its resources so as to achieve the performance requirements of the localization task or application. The main components of the proposed framework are key research issues.
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