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1. Introduction

Magnetoencephalography (MEG) can monitor the activation of a neuronal population with millisecond temporal resolution, and offer new noninvasive information about basic activities of the human brain. MEG is usable for the description of spontaneous brain activity and the detection of timely events such as stimulus evoked fields. The most recent advances in the field of MEG concerning cortical responses to stimulation are issued from development of multichannel recordings. We can study the temporal order of several cortical areas from averaged waveforms of MEG, e.g., auditory, visual, and somatosensory evoked responses. For three decades, dynamical information contained in MEG has been analyzed mainly in terms of averaged waveforms. However, lots of brain activities are included in original MEG data. For spontaneous fields there are huge activities in cortical areas. Generally, it is difficult to estimate source locations of current dipole data from MEG data correctly at the present stage, if the number of current dipoles becomes large. The estimation of their locations is an underdetermined problem. In the case of spontaneous fields it is hard to obtain intracerebral communication between active cortical areas. Hence, we consider an overdetermined problem in the case of evoked fields, since their locations of active cortical areas are limited. Furthermore, we should find a possibility to obtain dynamical information by signal processing of fluctuations around concatenate average waveforms, which have been discarded without signal processing in the conventional MEG analysis. The fluctuations may be induced magnetic fields to communicate between cortical areas.

In this chapter, we will show this new direction of MEG analysis by way of example of somatosensory evoked field (SEF), and intracerebral communication between active somatosensory cortices can be expressed by system identification of fluctuations. That is, intracerebral communication between the primary somatosensory cortex in the contralateral hemisphere (cSI) and the contralateral secondary somatosensory cortex (cSII) in 2Hz median nerves stimuli will be discussed from correlation functions of SEF fluctuations by the identification method with feedback model (see Section 3.6). In this chapter, intracerebral communication between cSI and cSII will be studied not from averaged waveforms but from fluctuations around concatenate averaged waveforms by following steps:
1) Extraction of SEF fluctuations from MEG will be discussed in Section 3.3.
2) Inverse problem will be shown in Section 3.5 or 4.4.
3) Intracerebral communication will be discussed in Section 4.5 by feedback model identification.

2. Difficulties in system identification of MEG and countermeasures

2.1 Deterministic waveforms

Somatosensory activities are known as cSI, bilateral secondary somatosensory cortices (SIIs) and posterior parietal cortices in somatosensory stimuli with inter-stimulus intervals of more than one second (Kakigi et al., 2000; Wikström et al., 1996), and under more than 1 Hz periodic median nerve stimulus, the somatosensory activity is mainly observed at cSI (Wikström et al., 1996). In the previous paper (Kishida, 2009a), responses of evoked magnetic fields were studied for 5Hz periodical median nerve stimuli. In 5Hz periodic median nerve stimulus, there are the 5Hz repetitive line spectra of the somatosensory evoked field (SEF). This suggests that averaged waveforms are deterministic. Statistical properties of SEF are summarized in Kishida (2009a) as SEF includes the deterministic part of concatenate averaged waveforms and the random part of fluctuations around them.

From the Wold decomposition theorem (Mathematical Society of Japan, 1987), a stationary process is uniquely decomposed into a non-deterministic part and a deterministic part. We can define correlation functions in a stationary process, and they are described by time lag. They can be specified as two types: One type can be obtained from fluctuations and the other pseudo type is calculated from periodic functions. Under the condition of small averaged waveforms, dynamical activities of current dipoles of primary somatosensory cortices were studied from MEG by the decorrelation method of the BSS method in Kishida (2009b). The usage of the decorrelation method can make an improvement on the signal-to-noise ratio of components of interest.

2.2 Nonlinearity

Assuming that the brain dynamics is linear, the brain functional activities can be identified by using multivariate autoregressive model. To obtain dynamical information from MEG and/or Electroencephalography data, multivariate autoregressive model has mainly been used for identification of networks or connections between cortices (Cantero et al., 2009; Florin et al., 2010; Hui et al., 2010). Furthermore, we can estimate dynamical interaction between active regions in the brain, providing their pathway is known. It means that dynamical relationship between active regions can be analyzed approximately by the multivariate autoregressive model analysis (Akaike & Nakagawa, 1988). However, the autoregressive model is all-pole type, and has no zeros. As a kind of truncated power series (Kishida, 1997b), autoregressive models are not suitable to be used for evaluating exact transfer functions between regions of cortex. To avoid this difficulty, a feedback model which has rational transfer functions with zeros and poles (Kishida, 1994; 1996) has been used for determination of impulse responses between regions of cortex.

Indeed the brain system is nonlinear. One way is to extend the identification method for a nonlinear case, while the other way is to find a linear part separated from MEG. It is difficult
to extend the first approach for nonlinear cases owing to brain complexity, and by using BSS method the latter approach will be served to solve the nonlinear difficulty by elimination of concatenate averaged waveforms. In complex systems the latter approach with BSS is superior to the former approach, when the total number of data is limited. When a current dipole is usually generated by thousands of cells, we can observe its magnetic field by a superconducting quantum interference device (SQUID). Hence, SQUID data are macroscopic from the viewpoint of neuronal population activity, and the statistical nature of system size expansion can be taken as macroscopic variables of SQUID data. As pointed out in the system size expansion method developed in statistical physics (Kishida et al., 1976; Kubo et al., 1973; Tomita & Tomita, 1974; Van Kampen, 1961), the macroscopic variables have extensive property and the mean value of them obeys the nonlinear evolution equation, but their fluctuations follow the linear Gaussian equation in the normal case. This linearity of normal case is suitable for the latter approach with BSS.

In this chapter we will introduce how to separate fluctuations from evoked magnetic field data by using the decorrelation method of blind source separation (BSS). Fluctuations of MEG rather than averaged waveforms should be analyzed for the better understanding of brain functional activities as in Section 4.

2.3 Difficulties in blind source separation

In the present chapter we will study MEG data for 2Hz periodical median nerve stimuli, since activities of the secondary somatosensory cortices may be found as the somatosensory evoked field (Hamada et al., 2002; Wikström et al., 1996). If there is a current dipole in a brain region, a dipole pattern generated from it can be shown by the Biot-Savart law in SQUID channels (see Fig. 2 or 5). In the special case where there is the one-to-one correspondence between SEF current dipoles and BSS components, fluctuations of SEF can be separated easily. In general, there are no one-to-one correspondences between a current dipole and a component of BSS. Let the dishonest BSS of Section 3.3 be a BSS processing for original MEG data with deterministic evoked waveforms. The honest BSS of Section 3.4 is defined as a BSS processing after elimination of concatenate evoked waveforms from MEG. It is difficult to select honest BSS components related to SEF from all BSS components with various dipole patterns in topographic field maps without repeated line spectrum in the power spectral density (PSD), since there are no line spectrum in PSD in honest BSS components. There remains an open problem to be solved to locate SEF fluctuations in the cases without the one-to-one correspondence. However, fluctuations of SEF can be determined from the honest BSS components, when components with nonzero waveforms of the dishonest BSS are transformed into the honest BSS components by using a transformation matrix. That is, the transformation matrix connecting two types of BSS components will be introduced for selecting the fluctuations of evoked magnetic fields (see Eq. (11)). Hence, SEF fluctuations of the somatosensory evoked field (see Eq. (13)) will be separated from MEG data by using the T/k type decorrelation method of honest BSS, after elimination of deterministic concatenate evoked waveforms. Finally, we can obtain correlation functions of SEF fluctuations from the honest BSS. Our identification method will work efficiently for SEF fluctuations in Section 4.5 and can show intracerebral communication in terms of impulse responses between cSI and cSII.
3. Methods

3.1 Magnetoencephalography (subjects and stimuli)

Five healthy subjects participated in this study. After explaining the nature of the study, informed consent was obtained. The experimental procedures were in accordance with the Declaration of Helsinki. Their median nerves were stimulated electrically with a constant voltage, square-wave pulse of 0.5 ms duration delivered at the right wrist. Stimulus frequency was periodical 2Hz or the inter-stimulus interval (ISI) was 500 ms. MEG data were recorded with a 64-channel whole-head MEG system (NeuroSQUID Model 100; CTF Systems Inc.). SQUID was the axial gradiometer type. Details were reported in Kishida (2009a).

3.2 Data analysis

MEG signals were digitized at 1250 Hz and filtered with a 300 Hz on-line low-pass filter. MEG data during 175 s per one subject were used as a single sweep for data analysis. The number of median nerve stimuli was 350. The sampling time $\Delta t$ is 0.8 ms and let magnetic field of SQUIDs be

$$x(t) = x(n\Delta t) =: x(n)$$

at time $t$ or discrete time $n$. In periodical stimuli MEG data are classified into 3 groups as

$$x(n) = x_e(n) + x_c(n) + x_a(n),$$  

where $x_s$, $x_e$ and $x_a$ are spontaneous and evoked magnetic fields and artifact noises. The SEF evoked magnetic field consists of a deterministic part and fluctuations around it:

$$x_e(n) = L_e Q_e(n) = u(n) + L_e Q^k_e(n),$$

where $L_e$ is the lead field from the evoked current dipoles, $Q_e(n)$, $u(n) := r_350 w$ is defined by concatenating 350 copies of the average waveforms $w$, and $Q^k_e(n)$ are SEF fluctuations in the evoked magnetic field (see Eq. (16)).

3.3 Fractional type of BSS

The decorrelation method was developed by Molgedey & Schuster (1994), Ziehe et al. (2000), Murata et al. (2001) and briefly summarized in Kishida et al. (2003). However, BSS performance is strongly dependent on the choice of time lag. The temporal decorrelation method of BSS has an open problem in choice of the time lag (Hironaga & Ioannides, 2007; Kishida, 2008; Tang et al., 2005; Ziehe et al., 2000). Here it should be noted that the decorrelation method is effective for MEG data in a stationary process.

Since PSD of MEG has a line spectrum of 2Hz and those of higher harmonic modes in 2Hz periodical median nerve stimuli, improvements with the fractional type time lag $\tau_m$ defined by

$$\tau_m = \left(\frac{1250}{2}\right) / m = \frac{625}{m}, \quad m = 1, 2, \ldots, k$$

could be made on BSS (Kishida, 2008; 2009a). Hence, we can determine a mixing matrix $A(k)$ by the blind source separation with the T/k type (fractional) time lag:

$$x(n) = A(k) s(k)(n).$$
In the T/k type decorrelation method, the absolute sum of off-diagonal elements of normalized correlation matrices is minimized at times corresponding to 2Hz and its higher harmonic frequencies. The main processing in the decorrelation method is removing the off-diagonal elements of the correlation matrices at fractional type time lag $\tau_m$.

$$C_{zz}(\tau_m) = \frac{1}{N} \sum_{n=0}^{N-1} z(n)z(n + \tau_m)^T, \quad m = 1, \ldots, k,$$

where the superscript $T$ denotes the transposition of matrix and $z(n)$ with zero mean is orthonormalized as $\sqrt{N^{-1}}x(n)$. Here $V$ is the covariance matrix given by $E\{x(n)x(n)^T\}$. The Jacobi-like algorithm has been used to solve the simultaneous diagonalization problem approximately on $k$ normalized correlation matrices (Cardoso & Souloumiac, 1996). This process is to determine a square matrix $U$ in the problem of minimization of the cost function $J$,

$$J(U) = \sum_{m=1}^{k} \sum_{i \neq j} |(UC_{zz}(\tau_m)U^T)_{ij}|^2,$$

where $(UC_{zz}(\tau_m)U^T)_{ij}$ denotes the $ij$-element of matrix $UC_{zz}(\tau_m)U^T$. Finally, we have $A_{(k)}^{-1} := U \sqrt{V^{-1}}$.

For the classification of MEG we have used the T/k type of BSS with e.g. $k = 30$:

$$x(n) = A_{(30)}s^{(30)}(n).$$

Then, MEG is decomposed by the fractional BSS with $k = 30$:

$$x(n) = A_{(30)}^u s_u^{(30)}(n) + A_{(30)}^e s_e^{(30)}(n) + A_{(30)}^a s_a^{(30)}(n),$$

where $A_{(30)} = (A_{(30)}^u A_{(30)}^e A_{(30)}^a)$ and $s^{(30)}(n) = (s_u^{(30)}(n)^T s_e^{(30)}(n)^T s_a^{(30)}(n)^T)^T$ corresponding to Eq. (1).

### 3.4 Honest BSS and transformation matrix

From the Wold decomposition theorem (Mathematical Society of Japan, 1987), a stationary process is uniquely decomposed into $x(n) = u(n) + \delta x(n)$, where $\delta x(n)$ is non-deterministic and $u(n)$ is deterministic. We can define correlation functions in a stationary process, and they are specified into two types. When concatenate averaged waveforms are very small, the decorrelation method and the identification method used in Kishida (2009b) work efficiently, since correlation functions can be described by time lag. Inversely the decorrelation method and the identification method do not work well, when concatenate averaged waveforms are not small. In the remaining part of this paper we will first eliminate concatenation of averaged waveforms from MEG data, and then apply the decorrelation method and the identification method to eliminated MEG data. Such approach was called "honest" in the (9) of discussion of Kishida (2009b).

Supposing there is a subject who has no or negligible small fluctuations of SEF, and that he has averaged waveforms of SEF. However, certain fluctuations of SEF happen to be in $s_u^{(30)}(n)$ of the subject in BSS calculation of Eq. (7). Therefore BSS of Eq. (7) may be called as "dishonest", 
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since these fictitious fluctuations cause errors in identification method. As further mentioned in Discussion, subject D corresponds to the one who has no or negligible small fluctuations of SEF. To avoid these fictitious fluctuations, we should use the honest BSS instead of the dishonest BSS of Eq. (7), since there are no deterministic parts in the honest BSS. On the other hand, it is difficult to select honest BSS components of evoked field with dipole patterns in topographic field maps, since there is no line spectrum in PSD in honest BSS components. To overcome these difficulties, a transformation matrix between components of BSS with line spectrum and those of honest BSS will be introduced.

First let us eliminate concatenation of averaged waveforms from MEG data: \( \delta x(n) := x(n) - u(n) \) where \( u(n) := r_{350} w \). After eliminating concatenation of averaged waveforms the honest BSS and the identification algorithm can be applied. Fluctuations of MEG are decomposed by the honest BSS with e.g. \( k = 25 \) as the same method as in Section 3.3:

\[
\delta x(n) = A^h_{25}(n) s^{25}(n) = x(n) - u(n)
\]

\[
= x_0(n) + L_0 Q^h(n) + x_0(n)
\]

\[
= A^f_{25}(n) s^{25}(n) + A^h_{25}(n) s^{25}(n) + A^d_{25}(n) s^{25}(n).
\]

In the honest BSS, there are no deterministic parts, and it would be difficult to find SEF BSS components, since there is no line spectrum of the evoked magnetic field in PSDs of honest BSS components and there were no one-to-one correspondences between dipoles and BSS components in four subjects. We must find a way to select SEF components of honest BSS.

From the two relations between Eq. (9) and Eq. (7) we can obtain approximately the next equation,

\[
A_{30}(30)(n) = A^h_{25}(n) s^{25}(n),
\]

when the amplitude of \( u(n) \) is negligible small in comparison with that of \( x(n) \). A transformation matrix is defined by

\[
T := (A^h_{25})^{-1} A_{30}.
\]

The \( i \)-th column of \( T \) shows a distribution of the \( i \)-th component of \( s^{30}(n), s_j^{30}(n) \), on \( s^{25}(n) \) is denoted by \( T_{s_j} \):

\[
\delta s^{25}(n) = Ts^{30}(n).
\]

That is, \( T_{s_j} \) denotes the transformation from one component of \( s^{30}(n) \) to a distribution on \( s^{25}(n) \). When components of honest BSS satisfy the condition that absolute value of \( T_{s_j} \) is close to one, the honest BSS components can be found from the dishonest BSS components. Therefore, fluctuations of SEF are given from the fractional BSS with \( k = 25 \) in the honest way by

\[
x^k(n) = A^f_{25}(n) s^{25}(n).
\]
3.5 Estimation of SEF fluctuations of current dipoles

The problem of multi-dipole estimation can be solved efficiently by the conventional least square method (Hämäläinen et al., 1993) with the combinatorial optimization problem for location of current dipoles. Estimated current dipoles were equivalently evaluated by the least mean square method with a cost function of distance between signal spaces (Yokota & Kishida, 2006). That is, the covariance matrix, \( \mathbf{D} = E\{ \mathbf{x}_f (n) \mathbf{x}_f (n)^T \} \), can be decomposed into eigenvectors:

\[
\mathbf{D} = \sum_{k=1}^{64} \lambda_k \phi_k \phi_k^T, \tag{14}
\]

where \( \lambda_k \) is an eigenvalue and \( \phi_k \) is its eigenvector. Let us divide into two subspaces; one is the \( p \) dimensional signal subspace \( \mathbf{V}_s \) and the other subspace is noise subspace \( \mathbf{V}_n \):

\[
\mathbf{V}_s = \langle \phi_1, \phi_2, \ldots, \phi_p \rangle, \quad \mathbf{V}_n = \langle \phi_{p+1}, \phi_{p+2}, \ldots, \phi_{64} \rangle.
\]

For \( q \) current dipole estimation the cost function is defined (Yokota & Kishida, 2006) by

\[
J(\mathbf{f}_1, \ldots, \mathbf{f}_q) = \det| [\mathbf{V}_s, \mathbf{L}_f^T] (\mathbf{V}_s, \mathbf{L}_f^T) |, \tag{15}
\]

when lead fields of evoked magnetic field are selected by

\[
\mathbf{L}_f := (\mathbf{l}_{f_1}, \mathbf{l}_{f_2}, \ldots, \mathbf{l}_{f_q}).
\]

The supporting reason for cost function is that the rank of \([\mathbf{V}_s, \mathbf{L}_f^T] (\mathbf{V}_s, \mathbf{L}_f^T) \) becomes lower, when estimation of current dipole is true.

Hence, we can determine \( q \) current dipoles which represent dipole patterns of SEF. That is, we have from Eqs. (9) and (13)

\[
\mathbf{L}_c^T \mathbf{Q}_c^e (n) = A_{(25)}^{(25)} e_{(25)}^e (n),
\]

or,

\[
\mathbf{Q}_c^e (n) = L_c^T A_{(25)}^{(25)} e_{(25)}^e (n), \tag{16}
\]

where the symbol \( \dagger \) means the Moore Penrose type of generalized inverse matrix and \( L_c \) is a lead field evaluated from \( q \) current dipoles. Equation (16) will be expressed as Eq. (23) in Section 4.4 in the case of \( q = 5 \), where \( p=4 \) from Eq. (22).

3.6 Identification of feedback model

The identification method mentioned in Kishida (1996; 1997a; 2009b) could be applied to evaluate dynamical properties between current dipoles in cortices. Let current dipoles corresponding to cSII and cSI be \( y_1(n) \) and \( y_2(n) \) selected from \( \mathbf{Q}_c^e (n) \). Their activities are assumed to be expressed by a feedback model defined by

\[
y_1(n) = F_{12}(z^{-1}) y_2(n) + F_1(z^{-1}) f_1(n)
\]

\[
y_2(n) = F_{21}(z^{-1}) y_1(n) + F_2(z^{-1}) f_2(n), \tag{17}
\]
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where \( z^{-1} \) is the time shift operator: \( z^{-1}y_k(n) = y_k(n-1) \) (\( k = 1 \) or \( 2 \)), \( f_1(n) \) and \( f_2(n) \) are Gaussian white random current dipoles in two regions of thalamus, \( F_{12}(z^{-1}) \) is an intracerebral transfer function from cSI to cSII, and \( F_{21}(z^{-1}) \) is a reverse intracerebral transfer function from cSII to cSI. \( F_1(z^{-1}) \) is a transfer function from one region of thalamus to cSII and \( F_2(z^{-1}) \) is that from another region of thalamus to cSI.

As mentioned in Eq. (A3) of Kishida (2009b), an innovation model of minimum phase (Kishida, 1991) can be identified from fluctuations of cSI and cSII:

\[
x(n|n) = A_Hx(n-1|n-1) + B\gamma(n) \\
y(n) = Cx(n|n).
\]

(18)

Three system matrices of Eq. (18) are determined by the identification method from correlation function matrices, since correlation function matrices of Hankel matrix in Step 3 of Appendix A of Kishida (2009b) are obtained from output data of fluctuations of cSI and cSII. From Eq. (18) a closed loop transfer function matrix is

\[
G(z^{-1}) = C(I - A_Hz^{-1})^{-1}B.
\]

(19)

Attention should be paid to the existence of an undetermined matrix \( U \) in the representation of the innovation model: \( A' = U^{-1}AU \), \( B' = U^{-1}B \) and \( C' = CU \), although the closed loop transfer function matrix is invariant for \( U \), e.g., eigenvalues of \( A' \) is the same as those of \( A \).

As in Eq. (B3) of Kishida (2009b), transfer functions between cSII and cSI are determined from Eq. (19) as

\[
\hat{F}_{12}(z^{-1}) = G_{12}(z^{-1})/G_{22}(z^{-1}) \\
\hat{F}_{21}(z^{-1}) = G_{21}(z^{-1})/G_{11}(z^{-1}).
\]

(20)

Transfer functions of \( F_{12}(z^{-1}) \) and \( F_{21}(z^{-1}) \) of intracerebral communication between cSI and cSII can be obtained via Eqs. (19) and (20) from the feedback structure under either one of the two sufficient conditions of original feedback model (Kishida, 1994). On the other hand, transfer functions of \( F_1(z^{-1}) \) and \( F_2(z^{-1}) \) are not identified from output data of fluctuations of cSI and cSII, since input data about fluctuations of thalamus are not available.

Our algorithm to obtain transfer functions between cSI and cSII is summarized in the following flowchart:

- MEG data in 2Hz median nerve stimuli
- SEF fluctuations (see Eq. (13))
- Correlation functions of SEF fluctuations at cSI and cSII
- honest BSS, Eq.(9) (dishonest BSS)
- Extraction of SEF fluctuations, (see Eq. (13) or (22))
- inverse problem, Eq. (16)
- Fluctuations of current dipoles at cSI and cSII. (see Eqs. (24) and (25))
- Transfer functions between cSI and cSII. (see Figs. 11 and 12)
4. Results

4.1 MEG pre-processing and SEF

After zero preset signal processing mentioned in Kishida (2009a), the average of 350 MEG responses was used. The averaged waveforms $w(n)$ are obtained from SQUID time series data and shown in Fig. 1 for four subjects, where $w(n)$ were defined by Eq. (1) of Kishida (2009a). Since the head of the other subject E moved during MEG measurement, the data were invalid.

Fig. 1. Averaged waveforms of SEF. (a) subject A, (b) subject B, (c) subject C and (d) subject D.

In Fig. 1(a), electric stimulus time is at time 101.6 ms ($n = 127$) and the first peak of averaged waveforms at time 120.8 ms ($n = 151$) is known as N20 with latency 19.2 ms (Hämäläinen et al., 1993; Kakigi et al., 2000; Wikström et al., 1996). N20 has a dipole pattern of cSI in the field map of Fig. 2(a). In 2Hz median nerve stimulus, averaged waveforms usually have a dipole pattern of cSI, since activities of cSI are found in 2Hz median nerve stimulus (Wikström et al., 1996). However, a dipole pattern of SIIs was not found in averaged waveforms at a glance, even if activities of SIIs exist in 2Hz median nerve stimulus (Wikström et al., 1996). This situation is similar to the case where stars are seen in the nighttime, but not in the daytime.
Fig. 2. Dipole pattern in the topographic field map of waveforms of subject A. (a) time 120.8ms (latency 19.2 ms), (b) time 214.4ms (latency 112.8 ms).

SII s correspond to stars and cSI is the sun. The nighttime is a time when the sign of amplitude of cSI changes. The time is 214.4 ms corresponding to latency 112.8 ms in Fig. 1(a), and the dipole pattern of SII s is found from w(n) at the time as in the field map of Fig. 2(b). From Fig. 2(b) cSII is stronger than the ipsilateral secondary somatosensory cortex (iSII). This result is consistent to that of Wikström et al. (1996).

The black bold line in Fig. 1(a) is an averaged waveform at the 14th SQUID channel, location of which will be shown by a black large circle in Fig. 10. PSD of SQUID data at the 14th channel has a line spectrum of 2Hz and those of higher harmonic modes for 2Hz periodical median nerve stimuli as in Fig. 3. The line spectrum of PSD is due to periodical structure of the somatosensory evoked magnetic field. The 2Hz repetitive line spectra of Fig. 3 show an effect of the deterministic and nonlinear part.

Fig. 3. PSD of the 14th SQUID channel of subject A.
We can select BSS components of the evoked magnetic field from their averaged waveforms of $s^{(30)}(n)$ in Fig. 4. Averaged waveforms of BSS components were defined as $w^d(n)$ by Eq. (15) of Kishida (2009a). Cyan dotted and blue broken bold lines which have N20 peaks in Fig. 4 were the 4th and the 22nd BSS components of cSI, and yellow, red and black bold lines at time 214 ms (latency 112.4 ms) were the 13th, 17th and 35th BSS components of SIIs. The somatosensory evoked field was given by five components of BSS:

$$s_e^{(30)}(n) = (s_4^{(30)}(n) s_{13}^{(30)}(n) s_{17}^{(30)}(n) s_{22}^{(30)}(n) s_{35}^{(30)}(n))^T.$$  \hspace{1cm} (21)

Their dipole patterns of BSS components corresponding to the somatosensory evoked field are shown in the topographic field maps of Fig. 5. Here, the topographic field map of the $j$th component of BSS is expressed by $A_j$, as the $j$th column vector of $A_{(30)}$. In subject A there were no one-to-one correspondences between two dipoles and five BSS components. There were also no one-to-one correspondences in the other subjects. It was a rare case to have the one-to-one correspondences between dipoles and BSS components.

Fig. 4. BSS waveforms of subject A. Cyan bold broken and blue dotted lines are the 4th and the 22nd BSS components of cSI, and three bold lines are the 13th, 17th and 35th BSS components of SIIs.

4.2 Honest BSS

PSD of MEG with elimination of repeated waveforms has no line spectrum of 2Hz and no higher harmonic modes in Fig. 6. Here the SQUID channel of Fig. 6 is the same as that of Fig. 3. From Fig. 6 electrical power noise is clearly found in line structure at 60Hz and has higher harmonics.
When components of honest BSS satisfy the condition that absolute value of $T_{s,j}$ is close to one, the dishonest BSS components are transformed into honest BSS components with similar topographic field maps. In Fig. 7 $T_{s,4}$, $T_{s,13}$, $T_{s,17}$, $T_{s,22}$ and $T_{s,35}$ of the 4th, 13th, 17th, 22nd and 35th components of BSS with $k = 30$ are denoted by bold solid, bold 1-dot broken, bold broken, dotted and sold lines respectively. When the components of BSS with $k = 30$ satisfy
the condition $|T_{x,j}| > 0.6$, the dishonest BSS components are transformed into those of honest BSS with $k = 25$: they are transformed into the 4th, 27th, 36th and 43rd components of honest BSS with $k = 25$.

Their topographic field maps of honest BSS components are shown in Fig. 8. Here, the topographic field map of the $j$th component of honest BSS is also denoted by $A_{h}^{j}$ as the $j$th column vector of $A_{h}^{(25)}$ in the honest way. Similarities are found in patterns of dipoles between Figs. 5 and 8. If the condition $|T_{x,j}| > 0.6$ is satisfied at the least, the correspondence between the dishonest and honest BSS components is plausible. However, there was the exceptional example (see Section 5.1) that the correspondence did not hold even when the condition was satisfied.

4.3 Fluctuations of somatosensory evoked or induced field

The honest BSS is a blind source separation which relates to the block diagonal of covariance matrix. The block diagonal property is found in cross-correlation functions among honest BSS components of the evoked magnetic field. Cross-correlation functions between the 4th component of honest BSS and the other component of honest BSS are shown in Fig. 9(a), and especially those between the 4th component and the 27th, 36th and 43rd components of honest BSS are shown by yellow broken, blue 1-dot broken and blue solid bold lines in Fig. 9(b). In Fig. 9 large deviations of cross-correlation away from the time origin are found occasionally. Therefore it is concluded that there remain small correlations among honest BSS components corresponding to cSI and SIIs.

Hence, fluctuations of SEF are given from the fractional BSS with $k = 25$ in the honest way by

$$x^{h}_{k}(n) = A_{h}^{(25)} \delta_{h}^{(25)}(n),$$

where

$$\delta_{h}^{(25)}(n) = (\delta_{4}^{(25)}(n) \delta_{27}^{(25)}(n) \delta_{36}^{(25)}(n) \delta_{43}^{(25)}(n))^{T}.$$
Fig. 7. Transition from dishonest SEF BSS components with $k = 30$ to honest SEF BSS components with $k = 25$.

Induced fields generated by the current dipoles at the same locations in Fig. 8 may be included in fluctuations.

### 4.4 Source analysis

If a brain can be approximated by a spherically symmetric model, and if the primary currents generated in the brain can be described by an equivalent current dipole, a lead field from a current dipole in the brain to SQUID channels was given by Sarvas formula (Sarvas, 1987). Current dipoles in the brain of subject A were uniformly distributed in the sphere with a radius 0.07 m at a center (0, 0, 0.045) [meter] in the MEG head coordinates. They are expressed by tiny symbol of square in Fig. 10. The number of them was 9081. Large circles in Fig. 10 are 64 SQUIDs. Here the black large circle in Fig. 10 is the 14th SQUID channel mentioned in Figs. 3 and 6.

Five current dipoles were estimated by applying the method of dipole current estimation (see Section 3.5). 66.8 % of the covariance matrix of $D = E\{x^2(n)x^2(n)^T\}$ could be expressed by five current dipoles. Five current dipoles at position 7706 with angle 9.06 degrees, position 1835 with angle 100.27 degrees, position 1210 with angle 108.72 degrees, position 363 with angle 130.26 degrees and position 62 with 36.98 degrees are shown by symbols □ with magenta, yellow, blue, green and red respectively in Fig. 10. That is, we have
Fig. 8. Topographic field maps of honest SEF BSS components in subject A.

\[ Q^h_c(n) = L^*_e A_{(25)}^c \delta \theta^c(n), \]  

where

\[
Q^h_c(n) := \begin{pmatrix}
Q^h_{62}(n) \\
Q^h_{563}(n) \\
Q^h_{1210}(n) \\
Q^h_{1835}(n) \\
Q^h_{7706}(n)
\end{pmatrix},
\]

\[
L_e = (l_{62}, l_{563}, l_{1210}, l_{1835}, l_{7706}),
\]

with

\[
L_\star := \begin{pmatrix}
l_1(\star, x) \cos \theta_\star + l_1(\star, y) \sin \theta_\star \\
l_2(\star, x) \cos \theta_\star + l_2(\star, y) \sin \theta_\star \\
\vdots \\
l_{64}(\star, x) \cos \theta_\star + l_{64}(\star, y) \sin \theta_\star
\end{pmatrix}.
\]

Here, notations of the above equation were reported in Kishida (2009b).

From location of current dipoles in Fig. 10 cSII corresponds to the current dipole at position 1835: fluctuation \( y_1(n) \) of cSII with yellow symbol \( \Box \) in Fig. 10 is mixed by a matrix \( L^*_e A_{(25)}^c \).
Fig. 9. Cross-correlation functions between the 4th honest BSS and the other honest BSS of subject A in the honest way. (a) All cross-correlation functions. (b) Three cross-correlation functions.

from $\delta_\epsilon^{(25)}(n)$, and is evaluated from Eq. (16) or (23) as

$$y_1(n) = Q_{1835}^h(n).$$

(24)
Fig. 10. Location of SQUIDs and current dipoles of subject A in the MEG head coordinates. (top) Axial view (bottom) Coronal view.

Fluctuation $y_2(n)$ of cSI with magenta symbol □ in Fig.10 corresponds to the current dipole at position 7706 is also expressed by

$$y_2(n) = Q_{7706}^h(n).$$

(25)
Finally, fluctuations of cSI and cSII of feedback model were given by

\[ y(n) = \begin{pmatrix} y_1(n) \\ y_2(n) \end{pmatrix}. \]

### 4.5 Intracerebral communication between cSI and cSII

Coefficient matrices of the data-oriented innovation model of Eq. (18) must satisfy the minimum phase properties which are the pole stability and the zero invertibility (Kishida, 1991; 1996). Otherwise, the data-oriented innovation model cannot produce correct results theoretically. Pole stability and zero invertibility mean that roots of \( |I - A_H z^{-1}| = 0 \) and those of \( |I - A_H (I - BC) z^{-1}| = 0 \) are outside the unit circle in the complex plane of \( z^{-1} \). Or Eigenvalues of matrices \( A_H \) and \( A_H (I - BC) \) are inside the unit circle in the complex plane. The feedback model of Eq. (17) has excellent advantages for identification of MEG (Kishida, 2005; 2009b).

The number of singular values of Hankel matrix was 10, when the data-oriented innovation model was determined under the condition of minimum phase properties. Transfer functions of \( F_{12}(z^{-1}) \) and \( F_{21}(z^{-1}) \) of intracerebral communication between cSI and cSII could be obtained via Eqs. (19) and (20) from the feedback structure under the condition that a sufficient condition was satisfied in original feedback model (Kishida, 1994; 1996). The bode diagrams of \( \hat{F}_{12}(z^{-1}) \) and \( \hat{F}_{21}(z^{-1}) \) and their impulse responses are shown in Figs. 11 and 12. The top and middle panel of figure is the magnitude and the phase of Bode diagram of each transfer function, and the bottom panel of figure is the impulse response. There are two modes from cSI to cSII found in Fig. 11. One is a rapid mode which is within about 5ms and the other is a slow mode with about 30ms order. On the other hand a rapid mode from cSII to cSI within about 5 ms is found in Fig. 12.

The reproducibility of the modes in impulse responses of intracerebral communication between cSI and cSII are now examined. In subject B, cSI and SIIs were represented by the 2nd, 4th, 14th, 19th and 20th components of dishonest BSS from the fractional BSS with \( k = 30 \). They were transformed into the 2nd, 22nd, 40th, 42nd and 57th components of honest BSS with \( k = 25 \). Six current dipoles were estimated from the same method of dipole current estimation. 76.2 % of the covariance matrix of \( D \) of subject B could be expressed by six current dipoles. The number of singular values of Hankel matrix was 9, when the data-oriented innovation model was determined. In Fig. 13, obtained impulse responses are shown by bold dotted lines, while bold solid lines indicate impulse responses of subject A in Fig. 13.

In subject C, cSI and SIIs were represented by the 4th, 12th, 14th, 33rd and 35th components of dishonest BSS from the fractional BSS with \( k = 30 \). They were transformed into the 10th, 13th, 14th, 35th and 36th components of honest BSS with \( k = 25 \). Seven current dipoles were also estimated. 75.7 % of the covariance matrix of \( D \) of subject C could be expressed by seven current dipoles. The number of singular values of Hankel matrix was 10, when the data-oriented innovation model was determined. The impulse responses are shown by bold broken lines in Fig. 13.

In Fig. 13, impulse responses of three subjects are summarized for clarifying the intracerebral communication between cSI and cSII. Two modes from cSI to cSII were found in Fig. 13(a). One rapid mode from cSII to cSI within 5 ms was mainly found in Fig. 13(b).
Since no suitable component of cSI in the honest BSS of subject D could be found, there are no impulse responses in subject D. This will be explained in Discussion 5.1.

5. Discussion

5.1 Separation of fluctuations of SEF

From averaged waveforms of subject D shown in Fig. 1(d), dipole patterns at time 120 and 180 ms are shown in the field maps of Figs. 14(a) and 14(b). The dipole pattern at time 120 or 180 ms was that of cSI. In 2Hz median nerve stimulus waveforms, it corresponds to what usually have a dipole pattern of cSI (Wikström et al., 1996). Then the fourth BSS component with the dipole pattern similar to that of cSI could be produced, as shown in Fig. 15(a). Transformation matrix from the fourth BSS component to components of honest BSS is given by $T_{s,4}$ in Fig. 15(c). $T_{s,4}$ denotes the 32nd component of honest BSS with $k = 25$ corresponding to the fourth component of BSS with $k = 30$. However, there is no similarity between dipole pattern of $A_{4}$ in the topographic field map in Fig. 15(a) and that of $A_{32}$ in Fig. 15(b). Separating the fluctuations of cSI in subject D does not succeed. This means that fluctuations of SEF in subject D were small and they have not been separated from MEG data by the honest BSS. Hence we have no impulse responses of subject D.
5.2 Comparison between dishonest BSS and honest BSS

In our research, honest BSS was used after elimination of concatenate averaged waveforms, and impulse responses from fluctuations of SEF were identified.

There is another way to determine impulse responses: If the dishonest BSS is used first, SEF data can be selected and then it is possible to eliminate concatenate averaged waveforms from SEF data before identification of impulse responses. Two ways are summarized as

\[
\begin{align*}
    x(n) \downarrow_E & \rightarrow x_c(n) \quad \text{(see Eq. (2))} \\
    \delta x(n) & \Rightarrow A_c^e s^h_c(n) \neq A^e s^d_c(n) - u(n). \\
\end{align*}
\]

Here \( A^e_c \) is defined by \( A^e_{c(30)} \) in Eq. (8) and \( s^h_c \) corresponds to \( \delta s^{(25)}_c \) in Eq. (9). In Eq. (26), the symbol \( \Rightarrow \) means application of BSS and selection of SEF components, and the symbol \( \downarrow_E \) is elimination of concatenate averaged waveforms.

In comparison with Fig. 13, Fig. 16 shows impulse responses in the dishonest way. When calculating SEF fluctuations in the dishonest way, the same positions of dipole currents have been used. Robustness of impulse responses of Fig. 16 is lower in comparison with Fig. 13.
Fig. 13. Impulse responses between cSI and cSII by using the honest BSS (Kishida, 2011). (a) Impulse responses from cSI to cSII ($F_{12}$). (b) Impulse responses from cSII to cSI ($F_{21}$).
Fig. 14. Dipole patterns in the topographic field map of averaged waveforms of subject D in Fig. 1(d). (a) Time 120ms. (b) Time 180ms.

Fig. 15. Dipole pattern of BSS component corresponding to cSI and its transformation. (a) Topographic field map of dishonest BSS, (b) Topographic field map of honest BSS, (c) Transformation from the fourth BSS to components of honest BSS.
Fig. 16. Impulse responses between cSI and cSII by using the dishonest BSS. (a) Impulse responses from cSI to cSII ($F_{12}$). (b) Impulse responses from cSII to cSI ($F_{21}$).

5.3 SEF with steady state responses

Although separate fluctuations of SEF in subject D could not be separated, the other three subjects could be separated, and the intracerebral communication between cSI and cSII was
identified. Our method is applicable to the normal case, in which there are line spectrum of fundamental frequency of SEF and higher harmonic ones. In the case of more than 20Hz ISI, steady state responses were observed for the somatosensory evoked potentials (Snyder, 1992; Tobimatsu et al., 1999). Their mechanism is different from transient responses of SEF. Supposing the normal scaling does not hold in the case, a new identification formalism is needed for nonlinear model, instead of linear feedback model in Eq. (17).

6. Conclusion

Intracerebral communication between cSI and cSII of human brain in 2Hz median nerves stimuli was studied by MEG. The honest type of blind source separation was used for identification of feedback model between cSI and cSII, current dipole data of which were in a stationary process.

In the special case where there was the one-to-one correspondence between current dipoles and BSS components (Kishida, 2009b), fluctuations of SEF could be separated after selection of BSS components with nonzero waveforms in the dishonest BSS. In general, there are no one-to-one correspondences between them. However, fluctuations of SEF could be determined from the honest BSS components as in Eq. (22), when more than three components of the dishonest BSS with nonzero waveforms were transformed into the honest BSS components by using the transformation matrix. That is, the transformation matrix between components of two types of BSS, Eq. (11), was introduced for selecting the fluctuations of evoked magnetic fields from MEG.

The identification method based on feedback system theory applied to fluctuations of evoked magnetic fields demonstrated two transit modes between cSI and cSII in impulse responses of transfer functions: One was a slow mode of order 30ms and the other was rapid one within 5 ms. It should be noted that the transfer functions are not necessarily elementary but overall process between active regions. If fluctuations generated by more than three current dipoles, we must use a multi-feedback model (Kishida, 1999) to obtain elemental transfer functions. Furthermore, physiological meanings of two modes in impulse responses will be future problems.
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