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1. Introduction

Time delay often exists in engineering systems such as chemical plants, steel making processes, etc. and studies on time-delay system have long historical background. Therefore, the system with time-delay has attracted many researchers’ interest and various studies have been conducted. It had been a classic problem; however evolution of the network technology and spread of the Internet brought it back to the main stage. Rapid growth of computer network technology and wide spread of the Internet have been brought remarkable innovation to the world. They enabled not only the speed-of-light information exchange but also offering various services via Internet. Even the daily lives of people have been changed by network based services such as emails, web browsing, twitter and social networks.

In the field of motion control engineering, computer networks are utilized for connecting sensors, machines and controllers. Network applications in the machine industry are replacing bunch of traditional wiring, which is complex, heavy and requires high installation costs (Farsi et al., 1999). Especially, the weight of the signal wires increases the gas consumption of automobiles, which is nowadays not only an issue on the driving performance but also on the environmental issue.

Much research and development is also being conducted in application level, such as tele-surgery (Ghodoussi et al., 2002), tele-operated rescue robots (Yeh et al., 2008), and bilateral control with force feedback via a network (Uchimura & Yakoh, 2004). These applications commonly include sensors, actuators and controllers that are mutually connected and exchange information via a network.

When transmitting data on a network, transmission delays are accumulated due to one or more of the following factors: signal propagation delay, non-deterministic manner of network media access, waiting time in queuing, and so on. The delays sometimes become substantial and affect the performance of the system. Especially, delays in feedback not only weaken system performance, but also cause system unstable in the worst case. Various studies have investigated ways to deal the system with transmission delay. Time-delay systems belong to the class of functional differential equations which are infinite dimensional. It means that there exists infinite number of eigenvalues and conventional control methods developed for the linear time-invariant system do not always reach the most optimized solution. Therefore many methods for the time-delay systems were proposed. A classic but prominent method is the Smith compensator (Smith, 1957). The Smith compensator essentially assumes that a time delay is constant. If the delay varies, the system may become unstable (Palmor, 1980). Vatanski et.al. (Vatanski et al., 2009) proposed a modified Smith predictor method by...
measuring time varying delays on the network, which eliminates the sensor time delay (the delay from a plant to a controller). The gain (P gain) of the controller is adjusted based on the amount of time delay to maintain stability of the system. Passivity based control using scattering transformation does not requires an upper bound of delay (Anderson & Spong, 1989); however, as noted in previous research (Yokokohji et al., 1999), the method tends to be conservative and to consequently deteriorate overall performance.

One of the typical approaches is a method base on robust control theory. Leung proposed to deal with time delay as a perturbation and a stabilizing controller was obtained in the frame work of \( \mu \)-synthesis (Leung et al., 1997). Chen showed a robust asymptotic stability condition by a structured singular value (Chen & Latchman, 1994). The paper also discussed on systems whose state variables include multiple delays.

Another typical approach is to derive a sufficient condition of stability using Lyapunov-Krasovskii type function (Kharitonov et al, 2003). The conditions are mostly shown in the form of LMI (Linear Matrix Inequality)(Mahmoud & Al-bluthairi, 1994)(Skelton et al., 1998). Furthermore, a stabilizing controller for a time invariant uncertain plant is also shown in the form of LMI (Huang & Nguang, 2007). However, Lyapunov-Krasovskii based approaches commonly face against conservative issues. For example, if the Lyapunov function is time independent (Verriest et al., 1993), the system tends to be very conservative. Thus, many different Lyapunov-Krasovskii functions are proposed to reduce the conservativeness of the controller (Yue et al., 2004)(Richard, 2003). Lyapunov-Krasovskii based methods deal with systems in the time domain, whereas robust control theory is usually described in the frequency domain.

Even though those two methods deal with the same object, their approaches seem to be very different. Zhang (Zhang et al., 2001) showed an interconnection between those two approaches by introducing the scaled small gain theory and a system named comparison system. The paper also examined on conservativeness of several stability conditions formulated in LMI and \( \mu \)-synthesis based design, which concluded that \( \mu \)-synthesis based controller was less conservative than other LMI based controllers. Detail of this examination is shown in the next section.

In fact, conservativeness really depends how much information of the plant is known. It is obvious that delay-independent condition is more conservative than delay-dependent condition. Generally, the more you know the plant, you possibly gain the chance to improve. For example, time delay on a network is not completely uncertain, in other words it is measurable. If the value of delay is known and explicitly used for control, performance would be improved. Meanwhile, in the model based control, the modeling error between the plant model and the real plant can affect the performance and stability of the system. However, perfect modeling of the plant is very difficult, because the properties of the real plant may vary due to the variation of loads or deterioration by aging. Thus modeling error is inevitable. The modeling error is considered to be a loop gain variation (multiplicative uncertainty). The error seriously affects the stability of the feedback system. In order to consider the adverse effect of the modeling error together with time delay, we exploited a \( \mu \)-synthesis to avoid the instability due to uncertainty.

This chapter proposes a model based controller design with \( \mu \)-synthesis for a network based system with time varying delay and the plant model uncertainty. For the time delay, the explicit modeling is introduced, while uncertainty of the plant model is considered as a perturbation based on the robust control theory.

The notations in this chapter are as follows: \( \mathbb{R} \) is the set of real numbers, \( \mathbb{C} \) is the set of complex numbers, \( \mathbb{R}^{n \times m} \) is the set of all real \( n \times m \) matrices, \( I_n \) is \( n \times n \) identity matrix, \( W^T \) is the transpose of matrix \( W \), \( P > 0 \) indicates that \( P \) is a symmetric and positive definite matrix,
∥ · ∥∞ indicates $H_\infty$ norm defined by $\| G \|_\infty := \sup_{\omega \in \mathbb{R}} \sigma[G(j\omega)]$ where $\sigma(M)$ is the maximum singular value of complex matrix $M$. Let $(A, B, C, D)$ be a minimal realization of $G(s)$ with

$$G(s) = \begin{bmatrix} A & B \\ C & D \end{bmatrix}. \quad (1)$$

2. Related works and comparison on conservativeness

2.1 Stability analysis approaches, eigen values, small gain and LMI

Time-delay system attracts much interest of researchers and many studies have been conducted. In the manner of classic frequency domain control theory, the system seems to have infinite order, i.e. it has infinite poles, which makes it intractable problem. Since time delay is a source of instability of the system, stability analysis has been one of the main concerns. These studies roughly categorized into frequency domain based methods and time domain based methods. Frequency domain based methods include Nyquist criterion, Padé approximation and robust control theory such as $H_\infty$ control based approaches. Meanwhile time domain based methods are mostly offered with conditions which are associated with Lyapunov-Krasovskii functional. The condition is formulated in terms of LMI, hence can be solved efficiently.

Consider a time-delay system in (2),

$$\dot{x}(t) = Ax(t) + A_dx(t - \delta(t)) \quad (2)$$

where $x(t) \in \mathbb{R}^n$ which is a state variable, $A \in \mathbb{R}^{n \times n}, A_d \in \mathbb{R}^{n \times n}$ are parameters of state space model of a plant and $\delta(t)$ corresponds to the delay on transmission such as network communication delay.

Much interest in the past literature has focused on searching less conserve conditions. Conservativeness is often measured by the amount of $\delta(t)$, that is, the larger $\delta(t)$ is the better. In fact, constraints on $\delta(t)$ plays an important role on conservativeness measure. Conservativeness strongly depends on the following constraints:

1. Delay dependent or independent. Whether or not there exists the upper bound of delay $\bar{\delta}$, where $\delta(t) < \bar{\delta}$.
2. $\delta(t)$ is time variant or time invariant (variable delay or constant delay).
3. The value of upper bound of $\dot{\delta}(t)$, $\nu$, where $\dot{\delta}(t) < \nu$.

As for the first constraint, stability condition is often referred as delay-dependent/independent. If the stability condition is delay-independent, it allows amount of time-delay to be infinity.

2.2 Delay independent stability analysis in time domain

Verriest (Verriest et al., 1993) showed that the system in (2) is uniformly asymptotically stable, if there exist symmetric positive definite matrix $P$ and $Q$ such that

$$\begin{bmatrix} PA + A^T P + QPA_d \\ A_d^T P - Q \end{bmatrix} < 0. \quad (3)$$

The condition (3) is a sufficient condition for delay-independent case. One may notice that the matrix form is similar to that of the bounded real lemma.
Fig. 1. Interconnection of a plant and time delay

**Lemma 1 (Bounded real lemma):** Assume $G(s)$ which is the transfer function of a system, i.e. $G(s) := C(sI - A)^{-1}B$. $\|G(s)\|_\infty < \gamma$, if and only if there exists a matrix $P > 0$,

$$
\begin{bmatrix}
PA + A^TP + \frac{C^T C}{\gamma} & PA_d \\
A_d^TP & -\gamma I_n
\end{bmatrix} < 0.
$$

(4)

Suppose $(A, B, C, D)$ of system (2) is $(A, A_d, I_n, 0)$ and let $G(s) = (sI_n - A)^{-1}A_d$ be a transfer function of the system and $\gamma = 1$ in (4), (3) and (4) are identical. This fact implies that a system with time delay is stable regardless the value of time delay, if $\|G(s)\|_\infty < 1$. This condition corresponds to the small gain theorem.

Fig. 1 shows an interconnection of system $G(s)$ and delay block $\Delta(s)$, where $u(t) = y(t - \delta(t))$.

In the figure, $\Delta(s)$ is a block of time delay whose $H_\infty$ norm $\|\Delta(s)\|_\infty$ is induced by (5).

$$
\|\Delta(s)\|_\infty = \sup_{y \in L_2} \frac{\sqrt{\int_0^\infty u^T(t)u(t)dt}}{\sqrt{\int_0^\infty y^T(t)y(t)dt}} = \sup_{y \in L_2} \frac{\|u\|_2}{\|y\|_2}
$$

(5)

Because the input energy to the delay block is same as the output energy, $H_\infty$ norm of $\Delta(s)$ is equal to 1, i.e. $\|\Delta(s)\|_\infty = 1$. Hence, the interconnected system is stable because $\|G(s)\|_\infty < 1$. This implies that if $\|G(s)\|_\infty > 1$, the system becomes unstable when the delay exceeds the limitation. If the delay $\delta(t)$ is bounded by the maximum value $\bar{\delta}$, system in (2) is stable even if $\|G(s)\|_\infty > 1$. Evaluation of conservativeness is often measured by the upper bound $\bar{\delta}$ for the given system. A condition which gives larger $\bar{\delta}$ is regarded as less conservative.

2.3 Delay dependent stability analysis with Lyapunov-Krasovskii functional

Delay independent stability condition is generally very conservative, because it allows infinite time delay and requires the system $G(s)$ to be small in terms of the system gain. However, the given system is not always $\|G(s)\|_\infty < 1$. For the system whose $H_\infty$ norm is more than one, there exist an upper bound of delay. Generally, an upper bound of delay is given and stability conditions of the system with the upper bound are shown. There have been many studies on Lyapunov-Krasovskii based analysis for time varying delay system. These have been refining forms of Lyapunov-Krasovskii functional to reduce conservativeness. Following theorems are LMI based stability conditions for a system with time-varying delay.

**Theorem 1 (Li & de Souza, 1996):**

The system given in (6) with time-varying delay is asymptotically stable for any delay $\delta(t)$ satisfying condition (7) if there exist matrix $X > 0$ and constants $\beta_1 > 0$ and $\beta_2 > 0$ satisfying

$$
\frac{\delta^2}{\gamma^2} + \frac{\beta_1}{\gamma} + \beta_2 < 0.
$$

(7)
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(8)\[
\dot{x}(t) = Ax(t) + A_d x(t - \delta(t))
\]
\(0 \leq \delta(t) < \delta\) \hspace{1cm} (6)
\[
\begin{bmatrix}
\Omega_1 X A_d A X A_d A_d \\
\beta_1^{-1} X & 0 \\
\beta_2^{-1} X & 0
\end{bmatrix}
> 0
\]
where
\[
\Omega_1 = -\delta^{-1} (A + A_d) X + X (A + A_d) - (\beta_1^{-1} + \beta_2^{-1}) X.
\] \hspace{1cm} (9)

**Theorem 2** (Park, 1999):
The system given in (6) with time-varying delay is asymptotically stable for any delay $\delta(t)$ satisfying condition (7) if there exist matrix $P > 0$, $Q > 0$, $V > 0$, and $W$ such that
\[
\begin{bmatrix}
\Omega_2 & -W^T A_d A T A_d^T V \\
* & -Q & A_d^T A_d B & 0 \\
* & * & -V & 0 \\
* & * & * & -V
\end{bmatrix}
> 0
\]
\(\Omega_2 = (A + A_d)^T P + P (A + B) + W^T B + B^T W + Q\) \hspace{1cm} (11)
\[
\Theta = \delta(W^T + P). \hspace{1cm} (12)
\]

**Theorem 3** (Tang & Liu, 2008):
The system given in (6) with time-varying delay which satisfies (7) is asymptotically stable for any delay $\delta(t)$ which satisfies (13), if there exist matrices $P > 0$, $Q > 0$, $Z > 0$, $Y$ and $W$ such that the following linear matrix inequality (LMI) holds:
\[
0 \leq \delta(t) < \delta, \quad \dot{\delta}(t) \leq \nu < 1
\]
\[
\begin{bmatrix}
\Omega_3 & -Y + PA_d + W^T & -Y & d A^T Z \\
* & -W - W^T (1 - \nu) Q - W A_d^T Z & -Z & 0 \\
* & * & -Z & 0
\end{bmatrix}
< 0
\]
where
\[
\Omega_3 = PA + A^T P + Y + Y^T + Q. \hspace{1cm} (15)
\]

In packet based networked system, the condition $\dot{\delta}(t) < 1$ implies that the preceding packet is not caught up by the successive packet.

### 2.4 Delay dependent stability analysis in frequency domain

In frequency domain based, Nyquist criterion gives necessary and sufficient condition and the eigen value based analysis described below is another option of the analysis.

**Lemma 2** The system (2) is asymptotically stable for all $\delta \in [0, \delta]$, if and only if $\Psi(j \omega, \delta) \neq 0, \forall \omega > 0$ where $\Psi(s, \delta) := (sI_n - A - A_d e^{-j\delta})$.

**Corollary 1** The system (2) is asymptotically stable for all $\delta \in [0, \delta]$, if and only if
\[
det[I_n - G(j \omega) \Phi(j \delta \omega)] \neq 0, \forall \omega \geq 0,
\] \hspace{1cm} (16)
Lemma 2 and Corollary 1 requires solving a transcendental equation. Thus, another set \( W(c) \) represents multiplicable uncertainty with associated weighting function \( m(\omega) \). The plot of \( \delta \parallel \omega \) for a set \( W(c) \) becomes large. A phase shift of \( \delta \) is more than 1. When \( \delta = 1 \) and \( \Delta \) is chosen such that \( \| \Delta \| \leq 1.1 \), (b) shows the bode plot of \( G(s) \). Fig. 2 illustrates the block diagram of robust control method. Fig. 2 (a) shows a system with a single delay and it can be converted to Fig. 2 (b), i.e. \( \Phi(\delta s) = \delta e^{-\delta s} - 1 \). Fig. 2 (c) represents multiplicable uncertainty with associated weighting function \( W_d(s) \) and \( \Delta_u \) is a unit disk. \( W_d(s) \) is chosen such that \( H_{\infty} \) gain of \( W_d(s) \) is more than \( \phi(\delta s) - 1 \), i.e. \( \| \phi(\delta s) - 1 \|_{\infty} < \| W_d(s) \|_{\infty} \). Fig. 3 shows the bode plot of \( \phi(\delta s) = e^{-\delta s} - 1 \), where (a) shows the plot of \( \delta = 0.1 \), (b) shows the plot of \( \delta = 1 \) and (c) shows the case of \( \delta = 10 \). As shown in the figures, the bode plot shifts along frequency axis by changing value of \( \delta \). It shifts towards the low frequency when \( \delta \) becomes large.

The robust control method gives a sufficient condition based on the small gain theory by choosing a unit disk with a weighting function \( W_d(s) \) for a set \( \Delta(j\omega) \).

### 2.5 Conservation examination on LMI based method and robust control method

We examined conservativeness of LMI based conditions including Theorem 1, 2, 3 and previously introduced robust control based method.

#### 2.5.1 Numerical example

Suppose a second order LTI system whose parameters are

\[
A = \begin{bmatrix} 0 & 1 \\ -1 & -2\zeta \end{bmatrix}, \quad A_d = \begin{bmatrix} 0 & 0 \\ -1.1 & 0 \end{bmatrix}
\]

where \( \zeta \) corresponds to a damping factor.
Fig. 3. Bode plot of $e^{-\delta s} - 1$

<table>
<thead>
<tr>
<th>$\xi$ \ $\nu$</th>
<th>Nyquist</th>
<th>Li’96</th>
<th>Park’99</th>
<th>Tang0</th>
<th>Tang1</th>
<th>Robust</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1838</td>
<td>0.1818</td>
<td>0.1834</td>
<td>0.1818</td>
<td>0.1818</td>
<td>0.1809</td>
</tr>
<tr>
<td>0.3</td>
<td>0.6096</td>
<td>0.5455</td>
<td>0.5933</td>
<td>0.5933</td>
<td>0.5455</td>
<td>0.5289</td>
</tr>
<tr>
<td>0.5</td>
<td>1.2965</td>
<td>0.9091</td>
<td>1.1927</td>
<td>1.1927</td>
<td>0.9091</td>
<td>0.8690</td>
</tr>
<tr>
<td>0.7</td>
<td>2.9816</td>
<td>1.2727</td>
<td>2.4815</td>
<td>2.4815</td>
<td>1.2727</td>
<td>1.4210</td>
</tr>
<tr>
<td>1.0</td>
<td>7.9927</td>
<td>1.8182</td>
<td>6.0302</td>
<td>6.0302</td>
<td>1.8182</td>
<td>3.2000</td>
</tr>
<tr>
<td>10.0</td>
<td>117.0356</td>
<td>18.1818</td>
<td>85.0562</td>
<td>85.0562</td>
<td>18.1818</td>
<td>23.0000</td>
</tr>
</tbody>
</table>

Table 1. Upper bound of $\delta$ (\(\bar{\delta}\))

By using YALMIP (Lofberg, 2005) with Matlab for the problem modeling and CSDP (CSDP, 1999) for the LMI solver, we calculated the maximum value of $\delta$ by solving LMI feasibility problem with iteration operations.

Table 1 shows the maximum value $\delta$ which measures conservativeness of the conditions. In the table, Li’96 and Park’99 are obtained by the Theorem 1 and 2 respectively. Tang0 is the result when $\nu = 0$ and Tang1 is that of $\nu = 1$, where $\nu$ is in (13).
Robust in Table 1 shows the results of the robust control method which regards the varying delay as a perturbation, where the following weighting function was used.

$$W_d(s) = \frac{2s(T^2s^2/4 + (T + T/4)s + 1)}{(s + 2/T)(T^2s^2/4 + Ts + 1)}$$  \hspace{1cm} (18)

Fig. 4 shows the bode plots of $W_d(s)$ and $e^{-Ts} - 1$ where $T = 1$. Notice that the results of Li’96 are exactly same as Tang1 and Park’99 are the same as Tang1. This implies these two pairs are equivalent conditions. In fact, $\nu = 0$ corresponds that time delay is constant because $\nu = \dot{\delta}(t)$. Robust control results lie between Tang0 and Tang1, i.e. between $\nu = 0$ and $\nu = 1$. In fact, the perturbation assumed by robust control shall include the case $\nu = 1$, thus these results imply that the robust control approach seems to be less conservative.

So far, Lyapunov-Krasovskii controllers are mostly designed with (memory less) static feedback of the plant state (Jiang & Han, 2005). From the performance point of view, the static state feedback performs often worse than the dynamic controller such as $H_\infty$ based controllers.

2.5.2 Examination on LMI based method and $\mu$-synthesis

Zhang also examined conservativeness on stability conditions formulated in LMI form and robust control (Zhang et al., 2001), both delay independent and dependent condition were also discussed. In the examination, a system in (2) with parameters in (19) and (20) was used, which was motivated by the dynamics of machining chatter (Tlusty, 1985).

$$A = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -(10.0 + K) & 10.0 & 1 & 0 \\ 5.0 & -15.0 & 0 & -0.25 \end{bmatrix}$$  \hspace{1cm} (19)
Fig. 5. Delay margin versus $K$.

$$A_d = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ K & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}$$ (20)

The paper examined conservativeness with $\mu$-synthesis based method which is a representative method of the robust control. Specifically, it calculates the structured singular value $\mu_{\Delta_r}(G(j\omega))$ defined in (21) with respect to a block structure $\Delta_r$ in (22).

$$\mu_{\Delta_r}(G(j\omega)) = \left[ \min\{\sigma(\Delta) : \det(I - G\Delta) = 0, \Delta \in \Delta_r\} \right]^{-1}$$ (21)

$$\Delta_r := \{\text{diag}[\lambda_1 I_n, \lambda_2 I_n] : \lambda_i \in \mathbb{C}\}.$$ (22)

Because calculating of $\mu$ is NP-hard (non-deterministic polynomial-time hard), its upper bound with $D$ scales defined in (23) and (24) was used.

$$\sup_{\omega \in \mathbb{R}} \inf_{D \in D_r} \sigma(DG(j\omega)D^{-1}) < 1$$ (23)

$$D_r := \{\text{diag}[D_1, D_2] | D_i \in \mathbb{C}^{n \times n}, D_i = D_i^* > 0\}$$ (24)

The analytical results are shown in Fig. 5 (Zhang et al., 2001). In the figure, the plot (1) shows the case of Nyquist Criterion, (2) shows $\mu$ upper bound with frequency-dependent $D$ scaling, (3) shows the upper bound by Theorem 2 and (3) shows the upper bound by Theorem 1. The results show that the LMI based conditions are more conservative than $D$-scaled $\mu$ based method. The reason of this is stated that the scale matrix $D$ in $\mu$ method is frequency
dependent function which is obtained by frequency sweeping of $G(j\omega)$. On contrary, LMI formed condition corresponds to fix $D$ scale a real constant value. Constant $D$ scaling is well known to provide a more conservative result than frequency-dependent $D$ scaling. This result revealed that Lyapunov-Krasovskii based conditions formulated in LMI may be caught into conservative issue and their robust margin possibly becomes smaller than $\mu$ based controller. Through the investigations stated above, we determined to exploit a $\mu$-synthesis based controller design. Because $\mu$-synthesis based controller is designed based on the robust control theory. In the next section, we describe a model based $\mu$ controller design for a system with time delay and model uncertainty.

3. Model based $\mu$-synthesis controller

Fig. 6 shows basic structure of a network based system where $C(s)$ is a controller and $G_m(s)$ is a remote plant. The block $\Delta_d$ is a delay factor which represents transmission delay on a network. It represents round trip delay, which accumulates forward and backward delays. The time varying delay $\delta(t)$ is bounded with $0 \leq \delta(t) \leq \bar{\delta}$. If the time delay $\delta(t)$ is a constant value $\delta_c$, the block can be written as $\Delta_d = e^{-\delta_c s}$ in frequency domain, however $e^{-\delta_s}$ is not accurate expression for time varying delay $\delta$. As described in the previous section, Leung proposed to regard time varying delay as an uncertainty and the delay is represented as a perturbation associated with a weighting function (Leung et al., 1997). In particular, time delay factor can be denoted as shown in Fig. 7, where $\Delta_u$ is unknown but assure to be stable with $\|\Delta_u(s)\|_\infty \leq 1$ and $W_d(s)$ is a weighting function which holds $|e^{-\delta s} - 1| < |W_d(j\omega)|$, $\forall \omega \in \mathbb{R}$, i.e. $W_d(s)$ covers the upper bound of gain $e^{-\delta s} - 1$. Applying the small gain theory considering $\|W_d(s)\Delta_u(s)\|_\infty \leq \|W_d(s)\|_\infty$, the system is stable if the condition (25) holds.

$$\|C(s)G_m(s)(1 + W_d(s))\|_\infty < 1$$  \hspace{1cm} (25)

(25) is rewritten in (26)

$$\|C(s)\|_\infty < \frac{1}{\|G_m(s)(1 + W_d(s))\|_\infty}.$$  \hspace{1cm} (26)
(26) implies the maximum gain of $C(s)$ is limited by the norm of $G_m(s)$ and $(1 + W_d(s))$. If the gain of $C(s)$ is small, even the norm sensitivity function without delay cannot become small as shown in (27).

$$
\|S(s)\|_\infty = \left\| \frac{1}{1+C(s)G_m(s)} \right\|_\infty
$$

(27)

In general, the norm of the sensitivity function directly represents the performance of the system such as servo response and disturbance attenuation. The restriction due to the bounded norm of the controller may degrade the performance of the system. In order to avoid it, we propose a unification of model based control with $\mu$-synthesis robust control design. Fig. 8 shows a proposed model based control structure which includes the model of time delay and the remote plant where $G_m(s)$ is a model of the plant. In the real implementation, a model of time delay is also employed, which exactly measures the value of time delay. The measurement of delay can be implemented by time-stamped packets and synchronization of the local and remote node (Uchimura et al., 2007). By introducing the plant model, the upper bound restriction of $C(s)$ is relaxed if the model $\tilde{G}_m(s)$ is close to $G_m(s)$, i.e. if $\|G_m(s) - \tilde{G}_m(s)\|_\infty$ is smaller than $\|G_m(s)\|_\infty$.

$$
\|C(s)\|_\infty < \frac{1}{\|G_m(s) - \tilde{G}_m(s)\|_\infty} (1 + W_d(s))
$$

(28)

In fact, perfect modeling of $G_m(s)$ is impossible and property of the remote model may vary in time due to various factors such as aging or variation of loads. Therefore we need to admit the difference between $\tilde{G}_m(s)$ and $G_m(s)$ and need to deal with it as a perturbation of the remote plant $G_m(s)$. Then another perturbation factor associated with a weighting function $W_m(s)$ is added. Additionally, another perturbation factor with $W_p(s)$ after the remote plant is also added to improve the performance of the system. $W_p^{-1}(s)$ works to restrict the upper bound.
of the norm of the sensitivity function $S(s)$. In the experiment described in later, the gain of $W_p(s)$ is large at low frequency range. Fig. 9 shows the overall structure with perturbations of the proposed control system. There are three perturbations in the system and each perturbation has no correlation with others. Therefore we applied $\mu$-synthesis to design the controller $C(s)$. As previously mentioned, the value of $\mu$ is hard to calculate thus we also employed frequency dependent scale $D(j\omega)$ to calculate the upper bound of $\mu D_r$ as follows.

$$
\mu_{D_r} = \sup_{\omega \in \mathbb{R}} \inf_{D \in D_r} \sigma \left( D(j\omega) P_m(j\omega) D(j\omega)^{-1} \right)
$$

(29)

Since there exist three perturbations in the proposed method, class of $D_r$ is defined in (30).

$$
D_r := \{ \text{diag}[d_1, d_2, d_3] \mid d_i \in \mathbb{C} \}
$$

(30)

$P_m(s)$ in (29) is the transfer function matrix of the augmented plant with three inputs and three outputs. The plant $P_m(s)$ includes three weighting functions $W_d(s), W_m(s), W_p(s)$ and controller $C(s)$. Fig. 10 shows the augmented plant $P_m(s)$ where the area surrounded by dotted line corresponds to $P_m(s)$ and it can be simplified to the block diagram shown in Fig. 11. Because finding $D(s)$ and $C(s)$ simultaneously is difficult, so called $D-K$ iteration is used to find a adequate combination of $D(s)$ and $C(s)$. 

Fig. 10. Augmented plant $P_m$

Fig. 11. Simplified block diagram of the augmented plant $P_m(s)$
4. Design of model based $\mu$ controller and experimental evaluation

4.1 Design procedure of a controller

In order to evaluate the performance of the proposed controller, we set up an experiment. Fig. 12 shows the configuration of the experiment. As shown in the figure, we used wireless LAN to transmit data between the local controller and the remote plant. Fig. 13 shows the overview of the experimental device of the remote plant (geared motor). In the experiment, we used a geared DC motor with an inertial load on the output axis. We assumed load variation, thus two different inertial loads are prepared. Through the examination of identification tests, the nominal plant $G_m(s)$ was identified as a first order transfer function in (31).

$$G_m(s) = \frac{260.36}{s + 154.28}$$  \hspace{1cm} (31)
We intentionally chose different transfer function for a plant model \( \tilde{G}_m \) in (32). It aimed to evaluate robust performance against unexpected load variations.

\[
\tilde{G}_m(s) = \frac{182.25}{s + 108.0}
\]  

(32)

Fig. 14 shows one of the measurement results of time delay, green plot shows transmission delay from local to remote and the blue plot shows ones from remote to local. Based on measurements under various circumstances, we chose the upper bound of time delay as 100 [msec] and the weighing function \( W_d \) was chosen to be

\[
W_d(s) = \frac{2.1 s}{s + 10}.
\]

(33)

The second weighting function \( W_m(s) \) which is associated with model uncertainty was chosen to cover the difference of \( G_m(s) \) and \( \tilde{G}_m(s) \) as shown in (32).

\[
W_m(s) = \frac{78s^2 + 12050s}{260s^4 + 92390s + 8056000}
\]

(34)

The third weighting function \( W_p(s) \) for performance is determined to maintain the value of the sensitivity function to be small. It also aimed to attenuate the disturbance at low frequency.

\[
W_p(s) = \frac{0.421s + 4.21}{s + 0.01}
\]

(35)

We used Robust Toolbox of Matlab for numerical computation including D-K iteration and obtained a solution of \( C(s) \) which satisfied the condition \( \mu_{\mathbf{D}_r} < 1 \). After 8 times D-K iterations, peak \( \mu \) value was converged to \( \mu = 0.991 \) and a controller with 17th order was obtained. The Bode plot of the obtained controller \( C(s) \) is shown in Fig.15.

4.2 Experimental result

We implemented obtained controller on PC hardware by transferring it into the discrete-time controller with 1 [msec] sampling time. The controller tasks with motor control tasks
were executed on RT-Linux. RT-Messenger (Sato & Yakoh, 2000) was used to implement the network data-transmission task in Linux kernel mode process. IEEE802.11g compliant wireless LAN device are used, which was connected to PC via USB bus. For the delay measurement, a beacon packet was used as a time stamp. A beacon packet contains a counter value of TSF (timing synchronization function), which is a standard function for IEEE 802.11 compliant devices and resolution of counter is 1 $\mu$sec. The function synchronize both timers of local and remote node every 100 [msec] (Uchimura et al., 2007).

To evaluate the performance of the proposed controller, we prepared a controller for comparison purpose, which was also designed by $\mu$-synthesis, however it is designed without the remote plant model $\tilde{G}_m(s)$ and the time delay model, hereinafter referred to as conventional controller. Fig. 16 shows the overall block diagram with the conventional controller. Comparing it with Fig. 9, one may notice that there is no plant model. The conventional controller corresponds to the one which appears in (Leung et al., 1997).

Fig. 17 shows the result of a step response of the velocity control. The blue plot shows the response of the proposed controller and the red plot shows the result by the conventional controller. Comparing these two plots, the proposed controller shows better response in transient response. Fig. 18 shows the result when we intentionally added 200 [msec] delay
in the network transmission path. The delay was virtually emulated by buffering data in memory.

Comparing two plots, the result by the conventional controller shows unstable response, whereas the response by the proposed controller still maintains stability. In fact, we designed both controllers under the assumption of 100 [msec] maximum delay, however the results showed different aspect. These results can be analyzed as following reasons. A $\mu$-synthesis based controller guarantees to maintain robust performance of the system, namely it accomplishes required performance as long as the perturbations of delay and model uncertainty are within the worst case. In terms of robust performance, both proposed and
conventional controllers may show similar performance, because they are designed with same $W_p(s)$ for performance weight. In $\mu$-synthesis based design, the obtained controller assures $\mu_\Delta < 1$ against all possible perturbations. However the system may be stable when one of the perturbations goes beyond the maximum, if it is not the critical one. Namely, the stability margins for different perturbations are not always same. As stated in previous section, model based controller holds more margin in loop gain; hence the deference in the delay margin may appear on the result. As a result, the proposed controller is more robust against time delay than the conventional controller while maintaining same performance.

5. Conclusion

In this chapter, a model based controller design by exploiting $\mu$-synthesis is proposed, which is designed for a network based system with time varying delay and the plant model uncertainty. The proposed controller includes the model of the remote plant and time delay. The delay was measured by time-stamped packet. To avoid instability due to model uncertainty and variation of delays, we applied $\mu$-synthesis based robust control method to design a controller. The paper also studied conservativeness on the stability condition based on Lyapnov-Krasovskii functional with LMI and on the robust control including $\mu$-synthesis. Evaluation of the proposed system was carried out by experiments on a motor control system. From the results, we verified the stability and satisfactory performance of the system with the proposed methods.
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