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1. Introduction

Bulk metallic glasses (BMGs) have received a great deal of attention due to scientific and technological interest ever since the first successful synthesis of an amorphous phase in the Au-Si system in 1960 (Klement et al., 1960). There has been a lot of interest to identify parameters to assess the glass forming ability (GFA) of various alloy systems and compositions. A great deal of scientific efforts for quantification of GFA of alloys has been devoted to investigation of the GFA of alloys. There have been a lot of parameters to assess the glass forming ability (GFA) of various alloy systems and compositions. As a result, many criteria, including the confusion rule and the deep eutectic rule, for evaluating the glass forming ability (GFA) of an amorphous alloy have been proposed. Among them, the criteria used usually are the supercooled liquid region $\Delta T_s = T_s - T_g$, where $T_s$ and $T_g$ are the glass transition temperature and the crystallization temperature, respectively) (Inoue et al., 1993), the reduced glass transition temperature $T_{rg} = T_g / T_l$ (Turnbull, 1969) and the recently defined parameters $\gamma = T_x / (T_g + T_l)$ (Lu & Liu, 2002), $\delta = T_x / (T_l - T_g)$ (Chen, et al., 2005), $\beta = [T_s T_g (T_l - T_s)^2]$ (Yuan, et al., 2008), $\phi = \Delta T_T (T_x / T_l)^{0.143}$ (Fan, et al. 2007), $\omega = \gamma / (3T_s - 2T_g)$ (Guo, 2010), and so on. These criteria have generally proved useful parameters for evaluating the GFA of an amorphous alloy. In order to guide the design of alloy compositions with high GFA, Inoue et al. (Inoue et al., 1998) and Johnson (Johnson, 1999) have proposed the following empirical rules: (I) multicomponent systems, (II) significant atomic size ratios above 12%, (III) negative heat of mixing and (IV) deep eutectic rule based on the $T_{rg}$ criterion. However, Al-based metallic glasses with rare earth metal additions (Guo et al., 2000), rare earth (RE) based glasses and some binary BMGs such as Zr-Cu, Ni-Nb binary alloy (Xia et al., 2006), provide important exception from this generality, because most of above mentioned GFA parameters and rules capable of searching metallic glasses with high GFA are not applicable to these Al-based and RE-based amorphous systems. Furthermore, all the above parameters need the alloy to be first prepared in glassy form to be able to measure the crystallization temperature $T_c$, the liquidus temperature $T_l$ and/or the glass transition temperature $T_g$. Hence, the above parameters are not predictive in nature, as they cannot predict a good glass forming composition without actually making that alloy and rapidly solidifying it into the glassy state. It is well known that crystallization is the only event that prevents the formation of an amorphous phase. Metallic glass formation is always a competing process between the undercooled melt and the resulting...
crystalline phases. The GFA of a melt is thus virtually determined by the stability of the undercooled melt and the competing crystalline phases. Thermodynamic analysis could be useful in evaluating the stability of the undercooled melt and the formation enthalpies of crystalline phases. So far, several attempts have been made successfully to investigate the GFA and predict glass forming range (GFR) in several binary and ternary amorphous alloy systems, using a pure thermodynamic approach or a combined thermodynamics and kinetics approach.

From a thermodynamic point of view, there are generally following methods for calculating the GFA and predicting glass forming range (GFR) of an alloy system. The first approach is based on the $T_\text{h}$ curve, which has been used to predict the GFR on several binary and some ternary systems. The quality of these predictions depends critically on the accuracy of the thermodynamic description. The second method is based on the semi-empirical Miedema’s model, which has been successfully applied to calculate and predict the glass forming range of some binary or ternary systems. The third consideration is directly employed on the calculation of the driving forces of crystalline phases (minimum driving force criterion) in a supercooled melt using calculation of phase diagram (CALPHAD) database. By employing driving force criterion with the obtained thermodynamic description for the investigated system, the GFA and predicted GFR of an alloy system were determined by comparing the driving force of crystalline phases precipitated from an undercooled melt. This evaluation has been successfully used to evaluate the GFA of several binary or ternary systems. Especially, it can be used to analyze the GFA of some alloy systems with unique glass forming ability, such as Al-based system. The other thermodynamic considerations, such as suppression of the formation of intermetallic phases, have been introduced.

From a combined thermodynamics and kinetics approach, the GFA of the alloys were evaluated by introducing thermodynamic quantities obtained from CALPHAD method into Davies-Uhlmann kinetic formulations. In this evaluation, by assuming homogeneous nucleation without pre-existing nuclei and following the simplest treatment based on Johnson-Mehl-Avrami’s isothermal transformation kinetics, the time–temperature-transformation (TTT) curves were obtained, which are a measure of the time $t$ for formation of the phase $\Phi$ with a minimum detectable mass of crystal as a function of temperature. The critical cooling rates ($R_c$) for the glass formation calculated on the basis of the TTT curves was used to evaluate the glass-forming ability of this binary or ternary alloy. The calculated GFA results show good agreement with the experimental data in the compositional glass formation range of the investigated systems.

This chapter is intended to present systematically the methods and progress on the glass forming ability investigated by a thermodynamic approach or a combined thermodynamics and kinetics approach.

2. Calculation of GFA based on thermodynamics analysis

Usually, it is regarded the formation of metallic glasses is controlled by two factors, i.e., the cooling rate and the composition of the alloy. The critical cooling, which is the most effective gauge for GFA of the alloys, is hard to be measured experimentally. Hence, a great deal of efforts has devoted to the investigation on the correlation between the GFA and the composition of glass forming alloys. Inoue et al. (Inoue et al., 1998) and Johnson (Johnson, 1999) proposed the empirical rules to predict the element selection and compositional range of glass forming alloy. These rules have played an important role as a guideline for synthesis of BMGs for the last decade. However, recent experimental results have shown that the “confuse
principal” and “deep eutectic rule” cannot be applicable to the Cu-Zr, Ni-Nb binary system (Xia et al., 2006) and Al-based ternary system (Guo et al., 2000). From a thermodynamic point of view, it is well known that crystallization is the only event that prevents the formation of an amorphous phase. During a melt–quenching process for metallic glass formation, the glass formation is exposed to crystallization competition of other crystalline phases from the undercooled melt between liquidus temperature \( T_l \) and glass transition \( T_g \). The GFA of a melt is thus virtually determined by the stability of the undercooled melt and the competing crystalline phases, which can be analyzed by thermodynamic analysis. In this section, several GFA calculation based on thermodynamics analysis were introduced.

2.1 Calculation of the GFA of alloys based on \( T_0 \) curve

2.1.1 Method

Generally, a glass can be formed during cooling when crystallization is avoided up to the occurrence of the glass transition. Thus, in order to predict the tendency to glass formation in a system and the composition regions where it is most probable, nucleation of crystals in the undercooled melt must be considered. The GFR will be the region of composition where nucleation of crystalline phases is less likely. Various models have been developed to analyze the GFA of alloys in the literature, as will be discussed in the following section, with different levels of approximation. \( T_0 \) curve is one of the approaches used to estimate the GFA of the alloys.

A \( T_0 \) curve is the locus of the compositions and temperatures where the free energies of two phases are equal. Thus, \( T_0 \) curves can be calculated provided that their Gibbs free energy is known, i.e. an assessment of the system is available. The \( T_0 \) curve between the liquid and a solid phase determines the minimum undercooling of the liquid for the partitionless formation of a crystalline solid with the same composition (Boettinger & Perepezko, 1993). Fig. 1 showed one example for a simple eutectic system. Alloys with \( T_0 \) curves plunge steadily at low temperatures (dashed line in Fig. 1a), there will be no driving force for partitionless transformation in the composition region between them. If the equilibrium crystalline phases are not prone to nucleation, the glass can thus form. On the contrary, if \( T_0 \) curves that are only slightly depressed below the stable liquidus curves are good candidate for partitionless transformation of crystalline phases in the entire composition range (dashed line in Fig. 1b).

![Fig. 1. Hypothetical \( T_0 \) curves for a binary eutectic A–B system. (a) \( T_0 \) curves drop to low temperature: glass formation is possible. (b) \( T_0 \) curves intersect at low temperature: partitionless crystalline phase formation occurs (redrawn from Boettinger & Perepezko, 1993).](www.intechopen.com)
2.1.2 Application of $T_0$ curve

Predictions of GFR based on $T_0$ curves have been performed on several binary and some ternary systems. The construction of $T_0$ curves for alloy glass needs a precise knowledge of thermodynamic properties of the supercooled liquid alloy and the introduction of the transition to the glassy state (Kim, et al., 1998). The quality of these predictions depends critically on the accuracy of the thermodynamic description and the introduction of the excess specific heat contribution is expected to improve the quality of results (Palumbo & Battezzati, 2008). However, as pointed out by Schwarz and co-workers (Schwarz et al., 1987), some discrepancies have been observed between the prediction and experimental results. For example, even when using the most recent thermodynamic assessment (Kumar, 1996) to calculate $T_0$ curves in the Cu–Ti system, the results are not agreement with the reported experimental GFR. In fact, $T_0$ curves for terminal solid solutions do not plunge at low temperatures as expected for glass forming systems (Kumar et al. 1996). Battezzati and co-workers (Battezzati, et al., 1990) have shown that in the Cu–Ti system the contribution of the excess specific heat is essential for describing the glass forming ability. An excess specific heat contribution has also been considered in the Al–Ti system (Cocco, et al., 1990) and the Fe–B system (Palumbo, et al., 2001).

2.2 Calculation of the GFA of alloys based on Miedema’s model

2.2.1 Method

Miedema’s model is an empirical theory for calculating heat of mixing in various binary systems both for the solid state (Miedema et al., 1975) and liquid (Boom et al., 1976). This model involves the calculations of the formation enthalpy of metallic glasses (amorphous phase) ($\Delta H_{amor}$), solid solutions ($\Delta H_{SS}$), and intermetallic compounds ($\Delta H_{inter}$) according to the following equations (Bakker 1988; Boer et al. 1988).

$$\Delta H_{amor} = \Delta H_{chem}(amor) + \Delta H_{topo}$$  \hspace{1cm} (1)

$$\Delta H_{SS} = \Delta H_{chem}(SS) + \Delta H_{elastic} + \Delta H_{structure}$$  \hspace{1cm} (2)

and

$$\Delta H_{inter} = \Delta H_{chem}(inter)$$  \hspace{1cm} (3)

where $\Delta H_{chem}(amor)$ is the chemical mixing enthalpy of the amorphous state, $\Delta H_{topo}$ is the topology enthalpy of a glass, $\Delta H_{chem}(SS)$ is the chemical mixing enthalpy of a solid solution, $\Delta H_{elastic}$ is the elastic enthalpy of the solid solution calculated based on the continuous elastic model proposed by Friedel (Friedel, 1954) and Eshelby (Eshelby, 1954 & 1956), $\Delta H_{structure}$ is the structure enthalpy induced by the structural changes, and $\Delta H_{chem}(inter)$ is the chemical mixing enthalpy of an intermetallic compound. The formation enthalpy $\Delta H_{inter}$ of a composition between two adjacent intermetallic compounds can be calculated using the level principle.

The chemical contribution of enthalpy of mixing of solid solution can be written as

$$\Delta H_{chem} = x_A x_B [x_A \Delta H_{Bulk} + x_B \Delta H_{Abn}]$$  \hspace{1cm} (4)
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where \(x_A\) and \(x_B\) represent the mole fraction of A and B atoms and \(\Delta H^{\text{sol}}\) is the enthalpy of solution of one element in another at infinite dilution. The data have been taken from Niessen et al. (Niessen, et al., 1983).

The elastic term in the enthalpy of formation originates from the atomic size mismatch, which can be expressed as

\[
\Delta H^{\text{elastic}} = x_Ax_B\left[\Delta H^{\text{elastic}}_{A\text{inB}} + x_B\Delta H^{\text{elastic}}_{B\text{inA}}\right]
\]

The \(\Delta H^{\text{elastic}}_{\text{inj}}\) has been obtained by using the formalism by Simozar and Alonso (Simozar & Alonso, 1984) as

\[
\Delta H^{\text{elastic}}_{\text{inj}} = \frac{2\mu_i(V_i - V_j)^2}{V_j(3 + 4\mu_iK_i)}
\]

where \(\mu_i\) is the shear modulus of the solvent, \(V_i\) and \(V_j\) are the molar volumes of the solute and the solvent, respectively and \(K_i\) is the compressibility of the solute.

The structural contribution of enthalpy for solid solution originates from the valence and the crystal structure of the solute and the solvent atom. It is found to have a very minor contribution and it is difficult to calculate. Hence, the structural contribution to enthalpy has been usually neglected (Basu, et al., 2008). In the case of the elastic and structural contributions are absent, thus the formation enthalpy of glasses can be calculated as

\[
\Delta H^{\text{amor}} = \Delta H^{\text{chem}}_{\text{amor}} + 3.5\sum_i x_iT_{m,i}
\]

Where \(x_i\) represents the mole fraction of component \(i\) atom, \(T_{m,i}\) is the melting temperature of the component \(i\).

According to the Miedema’s model, an amorphous phase can be formed if the enthalpy of formation of the amorphous phase is less than that of the solid solution phase. The heat of formation in alloys generally arises from the interactions among the constituent atoms where the interfacial energy plays a major role. The interfacial energy mainly comes from the atomic size difference. It has also been postulated that the number of intermetallic phases appearing in an alloy system is a strong function of the heat of mixing. The number of intermetallic phase in an alloy system increases with the increase in the heat of mixing. This model can be directly used to determine the glass forming range in binary alloy systems and can be extended to ternary systems by neglecting the ternary interactions.

### 2.2.2 Calculation of the GFA for the binary alloy systems

Since the metallic glass formation process is controlled by thermodynamic factors, Miedema’s model was firstly used to predict the composition range of amorphous binary transition metal alloys (Kolk et al., 1988; Coehoorn et al., 1988; Murty, et al., 1992; Basu, et al., 2008). It is found that the predicted glass forming composition ranges are in good agreement with the experimental results. In the work of Takeuchi and Inoue (Takeuchi & Inoue, 2000), this approach has been used to calculate the mixing enthalpy and mismatch entropy of a number of bulk metallic glass alloy systems. It has been observed that the mixing enthalpy and normalised mismatch entropy for glass forming alloys vary within a certain range.
As shown in Fig. 2, in the work of Basu et al. (Basu, et al., 2008), glass forming range (GFR) has been determined for different binary (Ti–Ni, Zr–Ni, Hf–Ni, Ti–Cu, Zr–Cu, Hf–Cu) in (Zr, Ti, Hf)-(Cu, Ni) alloys based on the mixing enthalpy and mismatch entropy calculations. Though copper and nickel appear next to each other in the periodic table, the glass forming ability of the copper and nickel bearing alloys is different. Thermodynamic analysis reveals that the glass forming behaviour of Zr and Hf is similar, whereas it is different from that of Ti. The smaller atomic size of Ti and the difference in the heat of mixing of Ti, Zr, Hf with Cu and Ni leads to the observed changes in the glass forming behaviour. Enthalpy contour plots can be used to distinguish the glass forming compositions on the basis of the increasing negative enthalpy of the composition. This method reveals the high glass forming ability of binary Zr–Cu, Hf–Cu, Hf–Ni systems over a narrow composition.

In the recent work performed by Xia (Xia, et al., 2006), the GFA of an alloy is considered that the formation of the meta-stable amorphous state should include two aspects: (1) the driving force for the glass formation, i.e., \(-\Delta H_{\text{amor}}\), and (2) the resistance of glass formation against crystallization, i.e. the difference between the driving force for glass phase and for the intermetallic compound formation \(\Delta H_{\text{amor}} - \Delta H_{\text{inter}}\). When two glass forming alloys have the same \(-\Delta H_{\text{amor}}\) but different \(\Delta H_{\text{amor}} - \Delta H_{\text{inter}}\), their GFA can then be dominated by \(\Delta H_{\text{amor}} - \Delta H_{\text{inter}}\). The lower the value of \(\Delta H_{\text{amor}} - \Delta H_{\text{inter}}\), the higher the GFA of the alloy. On the other hand, when two glass forming alloys have the same \(\Delta H_{\text{amor}} - \Delta H_{\text{inter}}\) but different \(-\Delta H_{\text{amor}}\), their GFA is dominated by \(-\Delta H_{\text{amor}}\). The higher the value of \(-\Delta H_{\text{amor}}\), the better the GFA. Since the
Contribution from entropies is much smaller as compared with that from the formation enthalpy of solid compounds (Delamare, et al., 1994), the GFA is expressed in terms of formation enthalpy alone. Based on this thermodynamic consideration, a new parameter $\gamma^*$ to evaluate GFA for glass formation was proposed by Xia et al. (Xia, et al., 2006) and expressed as

$$\gamma^* = \text{GFA} \propto \frac{\Delta H_{\text{amor}}}{\Delta H_{\text{inter}} - \Delta H_{\text{amor}}}$$

(8)

where $\Delta H_{\text{amor}}$ and $\Delta H_{\text{inter}}$ are the enthalpies for glass and intermetallic formation, respectively. Both $\Delta H_{\text{amor}}$ and $\Delta H_{\text{inter}}$ are calculated by Miedema’s macroscopic atom model. This parameter has been successfully used to predict the GFR and the best GFA alloy compositions in Zr-Cu and Ni-Nb system by comparing the value of $\gamma^*$ of various alloy systems, respectively (Xia, et al., 2006).

Fig. 3. Calculated dependence of the parameter $\gamma^*$ on Zr and Ni concentration in Cu-Zr (a) and Ni-Nb (b) binary alloys, respectively (from Xia, et al., 2006).

Fig. 3 shows the calculated dependence of the parameter $\gamma^*$ on Zr and Ni concentration in Cu-Zr (a) and Ni-Nb (b) binary alloys, respectively, suggesting that the alloys Cu$_{62}$Zr$_{38}$ and Cu$_{60}$Zr$_{40}$ in Cu-Zr system, and Ni$_{61.5}$Nb$_{38.5}$ in Ni-Nb system are the best glass former, respectively. These predicted results are in good agreement with the experimentally reported Cu$_{62}$Zr$_{38.5}$ and Cu$_{60}$Zr$_{40}$, and Ni$_{62}$Ni$_{38}$ that could be made into bulk metallic glass rods with 2 mm in diameter, indicating that $\gamma^*$ is an effective parameter in identifying the best glass former in the Zr-Cu and Ni-Nb binary system.

Similarly, considering both the stability of liquid employing $\Delta H_{\text{liq}}/\Delta H_{\text{inter}}$, and the competition of glass and crystal using $\Delta H_{\text{amor}}/\Delta H_{\text{inter}}$, Ji et al. (Ji, et al., 2009) proposed a new parameter $\gamma'$ of GFA as

$$\gamma' = \text{GFA} \propto \frac{\Delta H_{\text{liq}} \cdot \Delta H_{\text{amor}}}{(\Delta H_{\text{inter}})^2}$$

(9)

As Ji et al. described, this parameter $\gamma'$ is not only verified in five different binary bulk metallic glasses (Cu–Hf, Ni–Nb, Cu–Zr, Ca–Al, Pd–Si) but also showed wider application range comparing with the former model, but also have a better GFA estimation on the different composition than the parameter $\gamma^*$ because it is including $\Delta H_{\text{liq}}$ in the evaluation expression. The predicted results are in good agreement with the experiments in all five different kinds of binary BMG systems and the biggest deviation of the peak of $\gamma'$ from the
best current GFA composition is only about 6 at.% in Ca–Al alloy. Comparing with former GFA parameter $\gamma^*$, $\gamma'$ takes account of liquid stability and shows more universal for evaluation GFA in different kinds of binary alloys (Ji, et al., 2009). Recently, Wang et al. also made a modification to Xia’s proposal and it works more convenient to describe the GFA of transition metal systems (Wang, et al., 2009).

### 2.2.3 Calculation of the GFA for the multicomponent alloy systems

Miedema’s approach has been extensively used by Nagarajan and Ranganathan (Nagarajan & Ranganathan, 1994), Takeuchi and Inoue (Takeuchi & Inoue, 2001 & 2004) and other researchers (Murty, et al., 1992; Rao, et al.; 2007; Basu, et al, 2008; Wang & Liu, 2009; Sun, et al., 2010) to determine the glass forming composition range (GFR) in a number of ternary and multicomponent systems. In the work performed by Takeuchi and Inoue (Takeuchi & Inoue, 2001), the amorphous-forming composition range (GFR) was calculated for 338 ternary amorphous alloy systems on the basis of the database given by Miedema’s model in order to examine the applicability of the model, to analyze the stability of the amorphous phase, and to determine the dominant factors influencing the ability to form an amorphous phase. The mixing enthalpies of amorphous and solid solution phases were expressed as a function of alloy compositions on the basis of chemical enthalpy. The GFR was calculated for 335 systems except for the Al-Cu-Fe, Al-Mo-Si and Au-Ge-Si systems. The calculated results are in agreement with the experimental data for Cu-Ni- and Al-Ti-based systems. For typical amorphous alloy systems exemplified by the Zr-, La-, Fe- and Mg-based systems, it was recognized that the calculated GFR had been overestimated as a result of the model being simplified. It is found that the elastic enthalpy term arising in a solid solution phase stabilizes the amorphous phase, and the stabilization mechanism is particularly notable in Mg-based amorphous alloy systems. Short-range order plays an important role in the formation of Al-, Fe- and Pd-metalloid based systems (Takeuchi & Inoue, 2001).

Based on Miedema’s model and Alonso’s method, the glass forming ability/range (GFA/ GFR) of the Fe–Zr–Cu system was studied by thermodynamic calculation. It is found that when the atomic concentration of Zr is between 34% and 56%, no matter what the atomic concentrations of Fe and Cu are, amorphous phase could be obtained, thus the atomic mismatch playing a dominating role in influencing the GFA. While the atomic concentration of Zr is out of the above range, the GFA is highly influenced by the immiscibility between Fe and Cu (Wang & Liu, 2009). Glass forming composition range for ternary Zr–Ti–Ni, Zr–Hf–Ni, Ti–Hf–Ni, Zr–Ti–Cu, Zr–Hf–Cu and Ti–Hf–Cu systems has been determined by extending the Miedema’s model to ternary alloy systems and by neglecting the ternary interaction parameter (Basu, et al., 2008). In their calculations, solid pure metals have been chosen to be the standard state and their enthalpy has been assigned to be zero. It is seen that the glass forming composition range for Ni bearing alloys is higher than that of the Cu bearing alloys, as heat of mixing of Ni is higher than that of Cu with Ti, Zr and Hf. In these ternary (Zr, Ti, Hf)–(Cu, Ni) alloys mixing enthalpy and mismatch entropy varies between (~13) and (~42) kJ/mol and 0.13 and 0.25, which is within the range predicted for glass formation (Basu, et al., 2008).

In the work of Oliveira et al., the $\gamma^*$ parameter proposed by Xia et al. was extended to the ternary Al–Ni–Y system. The calculated $\gamma^*$ isocontours in the ternary diagram are compared with experimental results of glass formation in that system. Despite some misfitting, the best glass formers are found quite close to the highest $\gamma^*$ values, leading to the conclusion that
this thermodynamic approach can be extended to ternary systems, serving as a useful tool for the development of new glass-forming compositions (Oliveira et al., 2008). Rao et al. (Rao et al. 2007) identified the composition with highest glass forming ability in Zr-Ti-Ni-Cu-Al quinary systems with the Gibbs-energy change between the amorphous and solid solution phases as the thermodynamic parameter by calculating the Gibbs-energy change with the help of Miedema, Miracle, mismatch entropy and configurational entropy models. \( \Delta G \) shows the strong correlation with the reduced glass transition temperature \( (T_g/T_l) \) in Zr-based metallic glasses. Thus, \( \Delta G \) can be used as a predictive GFA parameter to identify compositions with the highest GFA. The compositions with the highest GFA have been identified in a number of quinary systems by iso-free energy contour maps by representing quandary systems as quasiternary systems (Rao et al. 2007). The best glass forming composition has been identified by drawing iso-Gibbs-energy change contours by representing quinary systems as pseudo-ternary ones. Attempts have been made to correlate the Gibbs-energy change with different existing glass forming criteria and it is found that the present thermodynamic parameter has good correlation with the reduced glass transition temperature. Further, encouraging correlations have been obtained between the energy required for amorphization during mechanical alloying to the Gibbs-energy change between the amorphous and solid solutions.

2.3 Calculation of the GFA of alloys based on driving force criterion

2.3.1 Method

The basic underlying concept to predict the compositions of alloys having high GFA using the thermodynamic approach is that the compositions exhibiting the local melting minimum points favour amorphous phase formation. Thermodynamic approach of driving force criterion is based on a different concept. During a melt–quenching process for metallic glass formation, the glass formation is exposed to crystallization competition of other crystalline phases from the undercooled melt between liquidus temperature \( T_l \) and glass transition \( T_g \). It is well known that the crystallization is the only event that prevents the formation of amorphous phase. Considering that crystallization is usually through the nucleation and growth process, the high GFA can be inversely predicted by searching a condition where the nucleation and growth of crystalline phases can be retarded. There are three dominating factors for the kinetics, (i) chemical driving force, (ii) interfacial energy, as an energy barrier, between the amorphous phase and the crystalline phases, (iii) the atomic mobility for rearrangement or transport of the partitioning atoms. According to the classical nucleation theory, the driving force of formation of the crystalline phases and interfacial energy, among other things, affects the nucleation rate of product phases. The interfacial energy between liquid and crystalline phases is known to be small compared to surface energy or grain boundary energy (Porter & Easterling, 1992), and therefore the role of interfacial energy in the nucleation kinetics of crystalline phases would be small. Then, the driving force of formation becomes the major factor that affect the nucleation kinetics of crystalline phases from amorphous alloy melts. It is believed that alloys with lower driving force for the formation of crystalline phases under the supercooled liquid state suggest higher GFA in the glass forming range. Therefore, Kim and co-workers proposed the minimum driving force criterion as a new thermodynamic calculation scheme to evaluate the composition dependence of the GFA (Kim et al., 2004). The driving force for the crystalline phases can be calculated using the critical assessed thermodynamic parameters by the CALPHAD method (Kaufman & Bernstein, 1970). In the CALPAHHD method, the Gibbs energies of individual phases are described using
thermodynamic models. Then, the model parameters are optimized considering relevant experimental information on phase equilibria or the other thermodynamic properties. The calculation of phase equilibrium is performed based on the minimum Gibbs energy criterion.

2.3.2 Application of the driving force criterion
Driving force criterion has been successfully used to explain the composition dependence of GFA in several glass forming alloys with unique GFA, such as Cu-Zr-Ti (Kim, et al., 2004), Mg-Cu-Y (Kim, et al., 2005), Al-Ce-Ni (Tang, et al. 2010), and Al-Cu-Zr (Bo, et al, 2010) systems, by calculating the driving force of formation of crystalline phases under metastable supercooled liquid states and by searching the local minima of the driving forces for crystallization. The calculated results are in good agreement with the experimental results. It has been indicated that the driving force criterion can be used as a new thermodynamic scheme to estimate the composition dependence of GFA in multicomponent alloy systems for the development of bulk amorphous alloys.

![Fig. 4. Calculated driving forces of crystalline phases for Cu$_{55}$Zr$_{45-x}$Ti$_x$ alloys, versus Ti content at (a) 1073 K, (b) 973 K, and (c) 873 K (from Kim, et al., 2004).](image)

For the Cu-Zr-Ti system, among a series of ternary alloys Cu$_{60}$Zr$_{40-x}$Ti$_x$ (x = 10, 20, 30), the alloy with the highest GFA should be the alloy Cu$_{60}$Zr$_{30}$Ti$_{10}$ according to the maximum $T_{rg}$ criterion (Turnbull, 1969), while experiments (Inoue, et al., 2001) show it is Cu$_{60}$Zr$_{30}$Ti$_{10}$. Although the other alloys, Cu$_{55}$Ti$_{35}$Zr$_{10}$ (Lin & Johnson, 1995) and Cu$_{47}$Ti$_{33}$Zr$_{11}$Ni$_8$Si$_1$ (Choi, et
al., 1998) based on the Cu–Ti–Zr ternary system but at different region, have been published as alloys with high GFA, there is no empirical rule or factor that can explain why the high GFA is obtained at certain compositions in the Cu–Ti–Zr system (roughly Zr: Ti=3:1 and Zr: Ti=1:3). As already the thermodynamic parameters for all phases in this system obtained by the CALPHAD method, the GFA is estimated by calculating the driving forces of all crystalline phases under the undercooled liquid state. Fig. 4 shows the calculated driving forces of individual crystalline phases as a function of Ti content in a temperature range (600–800 °C) where the alloys correspond to supercooled liquids state. As shown in this figure, along the composition line Cu$_{55}$Zr$_{45-x}$Ti$_{x}$ with varying Ti content, the driving forces of crystalline phases show two local minimums, one at Zr-rich region (x = 7–10) and the other at Ti-rich region (x= 28–29). According to the driving force criterion, the two local minimum points in Fig. 4 are the compositions where the GFA is expected to be higher than other compositional region. In a sense that the Zr:Ti ratios in the two local minimum points are toughly close to 3:1 and 1:3, it can be said that the former is close to the Inoue’s composition and the latter is close to Johnson’s composition (Kim et al., 2004). This finding indicates that the composition dependency of the GFA in the Cu-Zr-Ti ternary alloy system can be explained by calculating the driving forces of formation of crystalline phases under metastable supercooled liquid states and by searching the local minima of the driving forces for crystallization (Kim, et al. 2004).

Similarly, Al–based amorphous, which was discovered in 1988 (He, et al., 1988 & Inoue, et al., 1988), is also of particular interest because of its low density, good bending ductility and high tensile strength. It was found that, however, most of above mentioned parameters and rules capable of searching metallic glasses with high GFA are not applicable to Al–based amorphous (Guo, et al., 2000, Hackenberg, et al., 2002, Gao, et al., 2003, Zhu, et al. 2004). Al–Ce–Ni system is an unique Al–based system, which can be synthesized into a strong, flexible metallic glass with the widest GFR covering 2–15 at.% Ce and 1–30 at.% Ni (Inoue, 1998, Kawazoe et al., 1997). The alloys with high GFA are situated away from the eutectic point. Experimental results of the Al–Ce–Ni bulk amorphous alloys prepared with copper mold casting indicate that the amorphous sheets with 5 mm width and 0.2 mm thickness are obtained in Al$_{86}$Ce$_4$Ni$_{10}$ and Al$_{88}$Ce$_6$Ni$_{10}$ alloys without appreciable glass transition. On contrary, alloys Al$_{82}$Ce$_8$Ni$_{10}$ and Al$_{80}$Ce$_6$Ni$_{14}$ with $\Delta T_x$ values of 20 and 21K consist mainly of crystalline phases (Inoue, 1998). After a thermodynamic assessment of the Al-Ce-Ni system in the Al-rich corner was performed, a set of consistent thermodynamic parameters were obtained, and the thermodynamic properties of the Al-Ce-Ni amorphous alloys were calculated. The calculated results indicated that the alloys with high GFA in the Al–Ce–Ni system are far from the eutectic point, and the heats of mixing are from –15 to –49 kJ/mol of atom for the observed amorphous alloys (Tang et al., 2010). As shown in Fig. 5, the relatively smaller nucleation driving forces for the formation of crystalline phases for the Al-10Ce based alloys (Fig. 5a) are generally indicative of their higher GFA with a reportedly wider GFR (1–30at.% Ni) (Kawazoe et al., 1997). In contrast, the relatively larger driving forces in the Al–10Ni based alloys (Fig. 7b) are associated with their poorer GFA and narrower GFR (2–10 at.% Ce) (Kawazoe et al., 1997). This finding is further confirmed by the melt spinning (Tang, et al., 2010) and the copper mold casting experimental results (Inoue, 1998).

Based on the experimental enthalpies of mixing of ternary liquid and undercooled liquid alloys as well as the evaluated isothermal sections, the Al–Cu–Zr ternary system has been assessed using the CALPHAD method. Most of the calculated results show good agreement.
with the experimental thermodynamic data and the reported phase diagrams. By employing the driving force criterion with the present thermodynamic description, the observed glass-forming ability in the Al–Cu–Zr system can be accounted for satisfactorily (Bo, et al., 2010).

Fig. 5. Calculated normalized nucleation driving force (per mole of atoms) for crystalline phases from undercooled (a) Al–10Ce–Ni, (b) Al–Ce–10Ni and (c) Al-6Ce-Ni metastable liquid at 800 °C (from Tang, et al., 2010).

2.4 Calculation of the GFA of alloys based on the other thermodynamic approach

By treating the glass transition as a second-order phase transformation from liquid phase (Palumbo, et al., 2001, Shao et al., 2005), which can give good predictions of all important GFA indicators such as the reduced glass transition temperature and the thermodynamic stability of the amorphous phase, Shao et al. established a full thermodynamic database for glass forming ability (GFA). The resultant thermodynamic database can be used to produce all major temperature-related GFA indicators such as \( T_g/T_l \), \( T_g/T_m \) and \( T_x/(T_g+T_l) \). It is indicated that together with phase diagram prediction, such an extensive CALPHAD approach is a powerful tool for designing alloys with large GFA (Shao et al., 2005).
By using the computational thermodynamic approach exhibiting low-lying liquidus surfaces coupled with the reduced glass transition temperature criterion of Turnbull, regions of alloy composition suitable for experimental tests for glass formation of Zr–Ti–Ni–Cu–Al system were identify rapidly by Cao et al. (Cao, et al., 2006). The glass forming ability of the alloys we studied can be understood in terms of the relative liquidus temperature in a thermodynamically calculated temperature vs. composition section through a multicomponent phase diagram. It does not follow several other proposed thermodynamic or topological criteria.

A thermodynamic parameter \( (\Delta H_{\text{chem}} \times S_w/k_B) \) in the configuration entropy \( (S_{\text{config}}/R) \) range of 0.8-1.0 has been developed to identify excellent BMG composition using enthalpy of chemical mixing \( (\Delta H_{\text{chem}}) \), the mismatch entropy normalized by Boltzmann’s constant \( (S_w/k_B) \) and the configurational entropy \( (S_{\text{config}}/R) \) by Bhatt et al. and it has been demonstrated for the Zr-Cu-Al based ternary system. It is found that this approach can be used to predict the best BMG composition more closely than the earlier models (Bhatt, et al., 2007).

Based on the undercooling theory resulting from the existence of multicomponent chemical short-range order (CSRO) domains, the glass forming range (GFR) in Zr-Ni-Ti alloy system was predicted by thermodynamic calculation. The GFR predicted by the thermodynamic calculation is consistent with the experiment results (Liu, et al. 2008).

One of the ways to predict the possible bulk glass formation composition is the phase diagram calculation with suppression of the formation of intermetallic phases. The formation of stoichiometric intermetallic compounds which have the ordered structure of atoms into specific lattice sites can take a time for the rearrangement of atoms from liquid state. Thus, the formation of intermetallic compounds can be suppressed during the fast solidification process normally applied to the bulk glass production. Combining the obtained the thermodynamic database and the above concept, the amorphous formation diagram of the Cu–Zr–Ag system with the suppression of all binary and ternary intermetallic phases has been proposed by Kang and Jung (Kang & Jung, 2010).

### 3. Calculation of the GFA of alloys based on a combined thermodynamics and kinetics approach

As discussed above, the thermodynamic approach is useful since the thermodynamic parameters can be used to calculate the GFR in binary alloys and can also be used to predict the GFR in ternary systems based on the constituent binaries. One of the limitations of a purely thermodynamic approach is that it does not give the critical cooling rates for the glass formation. A combined thermodynamic and kinetic treatment, based on time-temperature-transformation curves (TTT) in the manner of Uhlmann and Davies has been presented (Saunders & Miodownik, 1986 & 1988). This combined approach takes the thermodynamic parameters obtained from the phase diagram calculations and derives values for the free energy barrier for nucleation, free energy driving forces, and melting points used in kinetic equations. The combined approach has been successfully used to calculate the glass forming ability (GFA) of a wide range of binary and ternary alloy systems (Saunders & Miodownik, 1988). The calculated glass forming ranges for a wide number of binary and ternary alloy systems are in good agreement with experiment. A significant advantage of the combined approach is that data from binary alloy systems, often with little or no ternary modification, can be used to calculate the necessary thermodynamic input for the kinetic equations in higher order systems. This section outlines briefly the combined thermodynamic and kinetics method used for the calculation of the GFA for alloy systems.
3.1 Method
Critical cooling rates for glass formation can be obtained by Johnson-Mehl-Avrami isothermal transformation kinetics using the equation

$$X = 1 - \exp\left( -\frac{\pi}{3} t_{1/4} \right)$$  \hspace{1cm} (10)

where $X$ is the volume fraction of material transformed, $I$ is the nucleation frequency, $U_c$ is the crystal growth rate, and $t$ is the time taken to transform $X$. In the early stages of transformation the value of $X$ approximates to

$$X \approx \pi I U_c^2 t^4$$  \hspace{1cm} (11)

For homogeneous nucleation without pre-existing nuclei, the nucleation frequency $I_v$ is given by

$$I_v = \frac{D_n N_v}{a_0^2} \exp\left( -\Delta G^* / kT \right)$$  \hspace{1cm} (12)

where $D_n$ is the diffusion coefficient necessary for crystallisation, $N_v$ is the number of atoms per unit volume, $a_0$ is an atomic diameter, $k$ is Boltzmann’s constant, $T$ is the transformation temperature, and $\Delta G^*$ is the free energy barrier for nucleation of a spherical nucleus given by the expression

$$\Delta G^* = \frac{16\pi}{3} \left( \sigma^3 / G_v^2 \right)$$  \hspace{1cm} (13)

where $\sigma$ is the liquid/crystal interfacial energy and $G_v$ is the change in free energy per unit volume on solidification. An equation for $U_c$ can be written as

$$U_c = \frac{f D_g}{a_0} \left[ 1 - \exp\left( -\Delta G_m / RT \right) \right]$$  \hspace{1cm} (14)

where $D_g$ is the diffusion coefficient for the atomic motion necessary for liquid to crystal growth, $\Delta G_m$ is the molar free energy driving force for liquid to crystal growth, and $R$ is the universal gas constant, and $f$ is a structural constant denoted the fraction of sites on the interface where atoms may preferentially be added or removed, and is given by the following expression (Uhlmann, 1972)

$$f = 0.2(T_m - T) / T_m$$  \hspace{1cm} (15)

where $T_m$ is the liquidus temperature. By assuming that $D_n=D_g$ the bulk liquid diffusivity and invoking the Stokes-Einstein relationship between diffusivity and viscosity $\eta$, equation (12) and (14) can be derived to give the time $t$ needed to form a volume fraction $X$ of transformed crystalline phase in an undercooled liquid as following

$$t \approx \frac{9.3 \eta}{kT} \left( \frac{a_0^2 X}{f^3 N_v} \exp\left( -\Delta G^* / kT \right) \right)^{1/4}$$  \hspace{1cm} (16)
where \( t \) is the time taken to transformation volume fraction \( X \) of crystalline solid. \( \eta \) is the viscosity of liquid, \( a_0 \) is an atomic diameter, \( f \) is a structural constant, \( N_v \) is the number of atoms per unit volume, \( \Delta G^* \) is the Gibbs energy barrier to nucleation and \( \Delta G_m \) is the Gibbs energy driving force for the liquid-crystal transformation. The constants have been typically taken as \( X=10^{-6}, a_0=0.28 \times 10^{-9} \text{m}, f=0.1 \) and \( N_v=5 \times 10^{28} \text{atoms/m}^3 \). In order to apply this equation to a real alloy system, it is necessary to derive or estimate the parameters \( \eta, \Delta G^* \), and \( \Delta G_m \) (Saunders & Miodownik, 1988).

### 3.2 Estimation of \( \eta, \Delta G^*, \) and \( \Delta G_m \)

Since it is very difficult to measure experimentally the viscosity of supercooled liquid, there have been few measurements of it. In this case, the viscosity can be generally described as being between the liquidus temperature \( T_m \) and the glass transition \( T_g \) using a Doolittle-type expression involving the relative free volume \( f_T \) (Ramachandrarao, et al., 1977) as

\[
\eta = A \exp(B / f_T)
\]

where

\[
f_T = C \exp(-E_H / RT)
\]

\( E_H \) is the hole formation energy and \( A, B, \) and \( C \) are constants. Because of the lack of experimental data and the \( E_H \) value was estimated by means of a direct relationship from \( T_g \) (Ramachandrarao, et al., 1977). Assuming \( B \) is unity and \( f_T \) and \( \eta \) are 0.03 and \( 10^{12} \text{Ns/m}^2 \), respectively at \( T_g \). \( A \) and \( C \) have been approximated at \( 3.33 \times 10^{-3} \) and 10.1, respectively. If \( T_g \) values are not available, crystallisation temperatures \( T_x \) are used as a first approximation.

Fig. 6. The construction used in calculating the driving force, \( \Delta G_m \), for the crystallization of compound \( AB_2 \) from a liquid of composition \( x_1 \) in the A-B system.
For the crystallization of compounds \( AB_2 \) from a liquid of composition \( x_1 \) in the A-B system (Fig. 6), the molar free energy driving force for liquid to crystal growth, \( \Delta G_m \), represents the Gibbs energy required to form one mole of crystalline phase from the liquid of composition \( x_1 \), which can be obtained from thermodynamic phase diagram calculations to give explicitly molar heats of fusion \( H_m^f \) and driving force that can be used to \( \Delta G^* \). Values of \( H_m^f \) and \( \Delta G_m \) are calculated from partial molar Gibbs energies of elements A and B and free energy values. Therefore, \( \Delta G_m \) is expressed by the following equation

\[
\Delta G_m = x_A \bar{G}_A^L + x_B \bar{G}_B^L - G_{\text{cryst}}
\]  

(19)

where \( x_A \) and \( x_B \) are the mole fractions of elements A and B in the precipitating crystalline phase, respectively. \( \bar{G}_A^L \) and \( \bar{G}_B^L \) are the partial molar Gibbs energies of elements A and B in the liquid phase, respectively, and \( G_{\text{cryst}} \) is the integral free energy of the precipitating crystalline phase. The Gibbs energy functions in Eq. (19) can be obtained from the thermodynamic model parameters evaluated in the literature. In an A-B alloy system, a liquid composition \( x_1 \) becomes unstable with respect to the compounds \( AB_2 \) at the liquidus temperature \( T_m \). At a given temperature \( T_1 \), there is a driving force for the precipitation of the compound \( AB_2 \) given by \( G_1 \) (Fig. 6), where \( G_1 \) is defined as the driving force to form one mole of compound \( AB_2 \) in a liquid of composition \( x_1 \). In all cases here \( \Delta G_m \) is equal to \( \Delta G_1 \). By using heats of formation in place of free energy values, \( f_m^{H} \) can be similarly evaluated.

The Gibbs energy barrier to nucleation of a spherical nucleus \( \Delta G^* \) can be described as

\[
\Delta G^* = \frac{16\pi}{3N} \left( \frac{\sigma_m^3}{\Delta G_m^2} \right)
\]  

(20)

where \( N \) is Avogadro’s number and the \( \sigma_m \) the molar liquid/crystal interfacial energy. \( \sigma_m \) is directly related to the molar enthalpy of fusion \( H_m^f \) and expressed as

\[
\sigma_m = \alpha H_m^f
\]  

(21)

where \( \alpha \) is a proportional constant. \( H_m^f \) can be obtained in a similar way to evaluate \( \Delta G_m \) based on bond energy values across the interface (Turnbull, 1950). Saunders and Miodownik empirically evaluated the constant \( \alpha \) to be 0.41 (Saunders & Miodownik, 1988).

### 3.3 Calculation of critical cooling rates below \( T_0 \) of disordered solid phases

The expression for \( t \) in equation (16) is derived assuming that the kinetics of the liquid to crystal transformation are limited by the bulk diffusivity, which is appropriate when the crystal composition differs from that of the liquid, or at compound compositions where substantial diffusion is necessary before the correct spatial relationships that define the ordered structure of the compound are achieved. However, at the temperatures below the \( T_0 \) temperature of a disordered solid solution phase, the liquid becomes unstable with respect to a molecularly simple phase of the same composition. Consequently, no long range diffusion is necessary for the liquid to crystal and the kinetics are governed by atom motions of less than one atom in diameter. Then, the transformation is considered to be extremely difficult to suppress and this forms the \( T_0 \) criteria for GFA. In such cases, it has been suggested that the rate limiting step for crystal growth is proportional to the rate at which
atoms collide at the liquid/crystal interface, and an expression for the crystal growth rate is then given (Boettinger et al., 1984) by

\[ U_c = fV_0[1 - \exp(-\Delta G_m / RT)] \]  

(22)

where \( V_0 \) is the velocity of sound in the liquid metal. This is the same form as equation (14), but with \( V_0 \) replacing the \( D_n/a_0 \). Replacing the \( D_n/a_0 \) in equation (12) with \( V_0 \) and rearranging equation (12) and (14), an expression for \( t \) is derived as

\[ t \approx \frac{1}{V_0} \left[ \frac{X_{a_0}}{\pi f^3N_c} \frac{\exp(\Delta G^*/kT)}{[1 - \exp(-\Delta G_m / RT)]^3} \right]^{1/4} \]  

(23)

The value for \( V_0 \) has been taken as 1000 m/s by Saunders and Miodownik (Saunders & Miodownik, 1988), close to the \( a \) value used by Boettinger et al. (Boettinger et al., 1984) and no transformation is considered to occur below \( T_g \).

From equations (10) to (23), the time-temperature-transformation (TTT) curve can be obtained. The critical cooling rate \( R_c \) necessary for amorphous phase formation with a melt quenching method can be evaluated from TTT curve calculated and approximated as follows

\[ R_c = \frac{T_m - T_n}{5t_n} \]  

(24)

where \( T_m \) and \( t_n \) are the temperature and time at the nose of the TTT curve, respectively, since the cooling rate calculated directly from the isothermal transformation curve is somewhat overestimated compared with that from the CCT (continuous cooling transformation) curve, the right side of Equation (24) has divided by a factor of 5 to emulate continuous cooling. In the composition range with \( R_c < 1 \times 10^7 \) K/s, which has been generally known to be a maximum available cooling rate for melting quenching, the amorphous phase formation may be possible.

### 3.4 Evaluation of glass forming ranges in alloy systems

The combined thermodynamic and kinetic approach has been undertaken to evaluate the GFA of a wide number of binary and ternary alloy systems since the pioneering work performed by Sanders and Miodownik (Saunders & Miodownik, 1988; Shim et al., 1999; Clavaguera-Mora, 1995; Tokunaga, et al., 2004; Abe, et al., 2006; Ge, et al., 2008; Palumbo, & Battezzati, 2008; Mishra & Dubey, 2009). They calculated the free energy driving forces from the thermodynamic databases, free energy barrier for nucleation and melting points, and employed this data to kinetic calculation. There is in good agreement between the predicted glass forming ranges and those experimentally observed. It is indicated that the approach has the potential to predict glass forming ability in multicomponent alloys using mainly binary input data.

The first attempts to couple kinetic models with reliable thermodynamic data using the CALPHAD methodology was performed by Saunders and Miodownik (Saunders & Miodownik, 1988). In his work, the combined thermodynamics and kinetics approach was presented in detail and undertaken to evaluate the GFA of a wide range of binary (Au-Si, Pd-Si, Ti-Be, Zr-Be, Hf-Be, Cu-Ti, Co-Zr, Ni-Zr, Cu-Zr, Ni-P, Pd-P) and ternary (Ni-Pd-P, Cu-Pd-P, Ni-Pd-P, Cu-Pd-P,
Co-Ti-Zr, Zr-Be-Hf, Ti-Be-Hf) alloy systems (Saunders & Miodownik, 1988). The TTT curves and the critical cooling rate for glass formation $R_c$ were estimated. There is excellent agreement between the predicted and observed GFRs of binary systems, apart from the discrepancies in the Ti-Be and Cu-Ti systems. The approach was then extended to give predications for critical cooling rates in ternary and multicomponent alloys using mainly binary information. The results would appear to indicate that the combined approach takes into account a number of the major effects that govern glass formation and has the potential to predict GFA in multicomponent systems (Saunders & Miodownik, 1988).

In the work performed by Ge et al., (Ge, et al., 2008), the glass forming ability (GFA) of nine compositions of Cu-Zr and thirteen of Cu-Zr-Ti alloys in terms of critical cooling rate and fragility were evaluated by combining CALPHAD technique with kinetic approach. The driving forces for crystallization from the undercooled liquid alloys were calculated by using Turnbull and Thompson-Spaepen (TS) Gibbs free energy approximate equations, respectively. As shown in Fig. 7, time-temperature-transformation (TTT) curves of these alloys were obtained with Davies-Uhlmann kinetic equations based on classical nucleation theory. With Turnbull and TS equations, the critical cooling rates are calculated to be in the range of $9.78 \times 10^3 - 8.23 \times 10^5$ K/s and $4.32 \times 10^2 - 3.63 \times 10^4$ K/s, respectively, for Cu-Zr alloys, and $1.38 \times 10^2 - 7.34 \times 10^5$ K/s and $0.64 - 1.36 \times 10^4$ K/s, respectively, for Cu-Zr-Ti alloys (Ge, et al., 2008).

![Fig. 7. Calculated TTT curve of Cu-Zr (left) and Cu-Zr-Ti (right) alloys by (a) Turnbull model and (b) TS model (from Ref. Ge, et al., 2008).](image-url)
Based on topological, kinetic and thermodynamic considerations, Yang et al. (Yang, et al., 2010) have discussed the existence of the multiple maxima in GFA in a single eutectic system in Al–Zr–Ni system. It is apparent that, when taken alone, none of the factors seemed to be able to fully explain this phenomenon we have observed. It is suggested that glass formation is an intricate balance of kinetic, thermodynamic and also topological factors. Perhaps in good glass formers, all factors could come to a consensus at one composition or one compositional zone, where the best glass former(s) are located. However, for marginal glass formers like Al-based alloys, each of these factors could point to a different alloy composition, where conditions are best suited for glass formation. Recently, Considering chemical short-range ordering and metastability of undercooled melts, Zhu and co-workers have applied a simplified quasi-kinetic approach in order to predict the GFR in binary Al-rare earth (Zhu, et al., 2004) and Al-based Al-Gd-Ni(Fe) ternary system (Zhu, et al., 2004), using CALPHAD databases. They derived the derived an expression for the reduced time $t' = t/t_{\text{min}}$ for the formation of a minimal quantity of crystalline solid, where $t$ represents the composition-dependent time needed for the transformation and $t_{\text{min}}$ the minimum transformation time at a certain optimum composition:

$$t' \approx \left( \frac{\exp(\Delta G^*/kT)}{[1-\exp(\Delta G_{\text{c}}/RT)]^{3/4}} \right)^{1/4}$$

This formula is in fact equivalent to Eqs. (10) to (23), except that the effect of parameters related to atomic transport is neglected. The calculated reduced times for various solid crystalline phases are then used to predict the GFR, i.e. the region of the composition space where these times are higher. A qualitative satisfactory agreement can be observed (Zhu, et al., 2004). The ability to predict the GFR of candidate metallic glass systems indicates a simple but effective approach for reducing reliance on extensive experimental trial and error in the search for new metallic glass systems (Zhu, et al., 2004).

4. Conclusion

Search for new bulk metallic glasses (BMGs) system or composition by predicting the GFA of an alloy system is of interesting and theoretical and practical significance. In this chapter, the progress on the calculation or predication the glass forming ability by thermodynamics approach or a combined thermodynamics and kinetics approach have been reviewed. It is found that a good agreement between the predicated glass forming ability and those experimentally observed has been obtained. It is indicated that the thermodynamic approach developed in the literature has proved useful to predict the glass forming ability of a number of alloys system. It has revealed that the combined thermodynamics and kinetics approach has the advantage to predict the glass forming ability of the multicomponent alloys using the reliable database of binary system assessed by CALPHAD method. It has been accepted that the thermodynamic approach and/or the combined thermodynamic and kinetic approach are effective ways for the prediction of the GFA of metallic glass alloys.
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