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1. Introduction

This chapter presents a comprehensive review of recent advances in the applications of discrete wavelet transform (DWT) in optical fibre sensing. DWT, like Fourier transform (FT), is a versatile and powerful mathematical tool to process, extract and analyse data. In fibre sensing, DWT is particularly useful in the demodulation, demultiplexing and denoising of sensor data, as well as in the detection, extraction and interpretation of measurand-induced change from an acquired sensor signal.

Both continuous and discrete has found a wide variety of applications in fibre sensing, and has been extensively used for fibre Bragg gratings (FBGs) and interferometric sensors. For example, Chan et al. (2007, 2010) used wavelet transform (both continuous and discrete) in reducing noise and increasing wavelength detection accuracy of FBGs; Jones (2000a, 2000b) used in the edge detection and crack detection of FBGs embedded in some structures; Staszewski et al. (1997) and Bang & Kim (2010) used for the detection of acoustic wave induced by impact and defect in composite plates; Gangopadhyay et al. (2005, 2006) used to extract and analyse fibre Fabry-Perot interferometer signals; Lamela-Rivera et al. (2003) used in the detection of partial discharges from high-power transformers; Tomic et al. (2010) in pressure sensing; and Wang et al. (2001) in the health monitoring of ship hull structure.

This chapter begins with a brief introduction on the applications of DWT in fibre sensing. This follows by the principles and approaches of using DWT. Several important and fundamental formulations and concepts, such as the use of DWT in signal demodulation, demultiplexing and noise reduction will be presented. Next, four exemplary application cases of using DWT in fibre sensing are presented. More specifically, representative topics with regard to sensor signal analysis, signal demodulation, noise reduction and demultiplexing of multiplexed sensor systems are described in details. Finally, conclusions to summarise the chapter is given.

2. Principles and approaches

In fibre sensing, there are two areas of signal analysis that DWT has been widely employed, namely sensor signal demodulation and noise reduction. The former is accomplished by the theory of Multiresolution analysis (MRA) and the latter by the wavelet denoising. This section will describe these two DWT techniques qualitatively, and all of the subsequent examples are essentially based on them.
2.1 Sensor signal demodulation

The DWT demodulation technique presented here is used to demodulate and demultiplex many types of multiplexed sensor signals, and it works best with periodic sinusoidal functions, which is often the case for most interferometric signals. Excellent references in the theory and properties of wavelets can be found in (Daubechies, 1992; Mallet, 1998; Sidney Burrus et al., 1998; Vetterli & Kovacevic, 1995). In this section, only the concepts and results that are essential to the understanding of this demodulation technique are included. The principle of operation is based on the theory of MRA, a representation of DWT from a digital signal processing perspective (Mallet, 1989). In the MRA, the sensor signal can be represented as a wavelet series,

\[ I(\lambda) = \sum_{m} c_j(m) \phi_{j,m}(\lambda) + \sum_{j=1}^{J} \sum_{m} d_j(m) \psi_{j,m}(\lambda) , \quad (2.1) \]

where \( j,m \in \mathbb{Z} \), and the integer \( J \) sets the highest decomposition level.

\[ c_j(m) = \langle I(\lambda), \phi_{j,m}(\lambda) \rangle = \int I(\lambda) \phi_{j,m}(\lambda) d\lambda \]

are the \( j \)th-level DWT approximation coefficients, and

\[ d_j(m) = \langle I(\lambda), \psi_{j,m}(\lambda) \rangle = \int I(\lambda) \psi_{j,m}(\lambda) d\lambda \]

are the \( j \)th-level DWT detail coefficients. * denotes the operation of complex conjugation. \( \phi_{j,m}(\lambda) = 2^{-j/2} \phi(2^j \lambda - m) \) is the scaling function, and \( \psi_{j,m}(\lambda) = 2^{-j/2} \psi(2^j \lambda - m) \) is the wavelet function. The DWT coefficients can be computed by a multistage two-channel quadrature mirror filter bank (QMFB). This is formed by the scaling function acting as a low-pass filter, i.e., \( \phi(\lambda) = \sum_{m} h(m) \sqrt{2} \phi(2 \lambda - m) \), where \( h(m), m \in \mathbb{Z} \), are the low-pass filter coefficients. The complementary wavelet function acts as a high-pass filter, i.e., \( \psi(\lambda) = \sum_{m} g(m) \sqrt{2} \phi(2 \lambda - m) \), where \( g(m) \) are the high-pass filter coefficients. The filter coefficients are related by \( g(m) = (-1)^m h(1-m) \). In other words, in the QMFB the scaling and wavelet functions simultaneously perform the low-pass and high-pass filtering on the sensor signal. At the \( j \)th-stage of the QMFB, the DWT approximation coefficients are given by,

\[ A_j = c_j(m) = \sum_{m} h(k-2m)c_{j-1}(k) , \quad (2.4) \]

and the DWT detail coefficients are given by,

\[ D_j = d_j(m) = \sum_{m} g(k-2m)c_{j-1}(k) . \quad (2.5) \]

Then, Eq. (2.1) can be expressed in the form,

\[ I(\lambda) = \sum_{m} A_j + \sum_{j=1}^{J} \sum_{m} D_j \cdot (2.6) \]

From this representation, the \( j \)th-level DWT coefficients can be computed by convolving the QMFB with the \((j-1)\)th-level approximation coefficients, i.e., \( A_{j-1} = A_j + D_j \). The schematic
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Diagram of the multistage decomposition operation using the QMFB is shown in Fig. 2.1. By repeating this decomposition in cascade using the most recent $A_j$ as inputs, we can compute the DWT coefficients to the resolution level of interest. The usefulness of the MRA representation is that a signal can be decomposed into different levels of wavelet coefficients according to the frequency components that comprised the whole signal. The higher the wavelet levels, the lower the frequency components of the signal remain. Fig. 2.2 shows graphically the frequency representation of a signal being decomposed into various wavelet levels. $f_c$ is the centre frequency of the whole spectral bandwidth of the signal. If the multiplexed sensor signal is tailored in such a way that each sensor has a different (signal) frequency, after this cascaded operation, their original sensor signals will appear on different wavelet levels.

![Fig. 2.1. Multistage decomposition of a signal using QMFB.](image)

![Fig. 2.2. Frequency representation of a signal decomposed into various wavelet levels.](image)

### 2.2 Wavelet denoising

Wavelet denoising (Donoho, 1994) is a nonlinear noise reduction technique based on the DWT to remove/reduce the noise in the signal while preserving the overall signal features. The generic denoising algorithm is depicted in Fig. 2.3. In principle, wavelet denoising attempts to decompose a signal using the DWT to obtain the wavelet coefficients, and then apply a thresholding method or a shrinkage rule to each wavelet coefficient. The threshold can be obtained by using some risk estimators or by empirically finding a value. The method then either keeps or shrinks all wavelet coefficients that are above the threshold, and suppresses all those below the threshold. Then, the signal is reconstructed by taking the inverse DWT with the noisy part being removed. Here, two denoising techniques that are frequently employed in fibre sensing are discussed, namely hard thresholding (HT) and block-level thresholding (BLT). The former is a simple and effective method, while the latter is automatically incorporated with the DWT demodulation technique, making it a very attractive and convenient denoising method.
### 2.2.1 Hard thresholding

When a sensor signal is acquired from a measurement system, the signal consists of broadband noise caused by the quality of the sensor, as well as the quantisation and finite resolution errors of the equipment. It is known that broadband noise is difficult to remove using conventional filtering without altering the signal. But this can be done by the HT wavelet denoising. Let the sensor signal intensity be represented as a wavelet series,

\[ I(\lambda) = \sum_{m,n=-\infty}^{\infty} a_{m,n} \psi_{m,n}(\lambda), \]  

where \( \psi_{m,n}(\lambda) = 2^{m/2} \psi(2^n \lambda - n), \psi \in L^2(\mathbb{R}), m,n \in \mathbb{Z} \) are the orthonormal wavelet basis functions. By taking the DWT, the wavelet coefficients are,

\[ a_{m,n} = \psi_{m,n}(\lambda), I(\lambda) = \int_{-\infty}^{\infty} I(\lambda)n(\lambda) d\lambda. \]  

The HT then sets a threshold value, \( h \), to the wavelet coefficients, such that any coefficients below the threshold are suppressed, whereas the coefficients above the threshold are retained. Since the noise components are usually of low magnitude, the threshold can be set to a value high enough to eliminate the noisy coefficients, and low enough to retain useful signal coefficients. The HT operation can be represented by (Wong et al., 2005),

\[ \xi_h(a_{m,n}) = \begin{cases} a_{m,n}, & |a_{m,n}| > h \\ 0, & |a_{m,n}| \leq h \end{cases}. \]  

Since the HT is applied to the entire spectral range of the sensor signal, the broadband noise can be effectively removed. Once the noisy coefficients are removed, the signal can be reconstructed by taking the inverse DWT,

\[ I'(\lambda) = \sum_{m,n=-\infty}^{\infty} \hat{a}_{m,n} \psi_{m,n}(\lambda). \]  

From another perspective, suppose a sensor signal consists of an ideal noise-free part \( f(\lambda) \) and a noisy part \( \sigma(\lambda) \) with noise level \( p \), i.e., \( I(\lambda) = f(\lambda) + p\sigma(\lambda) \). If we set \( h = p \), i.e., setting the threshold equal to the noise level, then the HT will suppress the noisy coefficients to zero while retaining the noise-free coefficients unaffected. The ideal case is to have \( |I(\lambda) - f(\lambda)| \to 0 \), i.e., the reconstructed signal is as close as practicable to the ideal, noise-free signal.
2.2.2 Block-level thresholding

The BLT can be considered as a modified version of the block-thresholding method (Wong et al., 2006b). In the block-thresholding method, instead of applying a threshold to each wavelet coefficient term-by-term (as is for HT), the threshold is applied to a block of wavelet coefficients, with the threshold value determined by calculating and minimising the risk using the block James-Stein estimator. On the other hand, the BLT method attempts to set an entire level of wavelet coefficients as a block, such that the entire level is either retained or discarded. There is no need to estimate the risk or to find a value empirically in order to obtain the threshold value. For example, if the sensor signal has Gaussian white noise associated with it, such that the noise components span the whole frequency range of the signal. From the theory of MRA, the 1st-level detail coefficients account for the upper-half of the whole frequency range of the original signal, the 2nd-level account for the upper-half frequency range of the 1st-level approximation coefficients, and so on (c.f. Fig. 2.2). Therefore, the first two levels of detail coefficients cover 75% of the whole frequency range of the sensor signal, and the noise components within this range will be removed if we discard the detail coefficients at these levels. For the signal expressed in the form of Eq. (2.6) with levels \( j = 1, 2, ..., J \), the BLT operation for a chosen level of approximation coefficients \( j = J_\lambda \) used to demodulate the sensor signal is given by,

\[
Blt(j = J_\lambda) \Rightarrow I(\lambda) = \begin{cases} 
\sum_{m} A_{J_\lambda, m}, & \text{for } j = J_\lambda \\
0, & \text{otherwise} 
\end{cases}
\] (2.11)

Similarly, for a chosen level of detail coefficients \( j = J_D \) used to demodulate the sensor signal, the BLT operation is given by,

\[
Blt(j = J_D) \Rightarrow I(\lambda) = \begin{cases} 
\sum_{m} D_{J_D, m}, & \text{for } j = J_D \\
0, & \text{otherwise} 
\end{cases}
\] (2.12)

In other words, the BLT discards all the levels of detail coefficients that are at (for approximation coefficients) or below (for detail coefficients) the desired level chosen to be used for sensor signal demodulation. Additionally, the BLT denoising technique can be applied as a standalone technique for any type of signal. In a more general form, the BLT for a chosen level \( j_{BLT} \), where \( 1 \leq j_{BLT} \leq J \), is given by (Wong et al., 2007a),

\[
Blt(j_{BLT}) \Rightarrow I(\lambda) = \begin{cases} 
\sum_{m} A_{J_{BLT}, m} + \sum_{m} \sum_{j_{BLT} < j \leq J} D_{J, m}, & \text{for } j_{BLT} < j \leq J \\
\sum_{m} A_{J_{BLT}, m}, & \text{for } j = j_{BLT} \\
0, & \text{for } 1 \leq j < j_{BLT} 
\end{cases}
\] (2.13)

An inverse DWT is then applied to the wavelet coefficients to reconstruct the signal with the noisy part removed. The choice of \( j_{BLT} \) requires the signal to preserve its characteristic features for demodulation purposes, while being able to maximally remove the broadband noise components associated with it.
In the subsequent sections, four exemplary applications, which are the research works conducted by the authors, will be presented to demonstrate the power and versatility of the DWT.

3. Application case 1 – simultaneous multi-sensor signal demodulation

In the first example, a new simultaneous demodulation technique was proposed for a multiplexed fibre Fizeau interferometer (FFI) and FBG sensor system, based on the DWT technique described in the last section (Wong et al., 2006a, 2006b). In relation to this demodulation technique, the BLT denoising technique was applied automatically and simultaneously to reduce the noise associated with the sensor signal. It is known that FFIs and FBGs are two of the most widely studied types of fibre-optic sensors (Lee, 2003). They have distinct measurand-induced responses and dynamic ranges, and hence, when they are combined together, they can measure different measurands simultaneously. This demodulation technique outperforms currently reported techniques, and the key advantages are: (i) it overcomes the disadvantages associated with interferometric methods; (ii) it only requires a simple setup to interrogate and multiplex the sensors. All the data acquisition, signal processing, and calculations are carried out digitally by a computer program, and no complicated demodulating electronics are needed; (iii) it is a completely passive system that does not require any mechanical moving parts or active modulation, making it especially suited for continuous long-term quasi-static sensing; (iv) and it automatically reduces the signal noise through the BLT, without the need of any additional filtering techniques.

The FFI and FBG sensors are multiplexed using a hybrid of spatial-frequency-division multiplexing (SFDM) and wavelength-division multiplexing (WDM). Specifically, SFDM is used to multiplex the FFI sensors, in that each sensor produces a sinusoidal interference pattern with the spatial frequency specified by the cavity length. The multiplexed FFI signal can then be demodulated using the FT peak detection method, which will be described later. For FBG sensors, WDM is employed in order to take the advantage of the wavelength-encoded nature. In the wavelength domain, each FBG has a narrowband Bragg peak in the reflection spectrum. As a result, the multiplexed signal is of two extremes: the FFBG signal (i.e., the main peak) is localised with compact support in the original (wavelength) domain, but spans across the entire spectral bandwidth in the dual (spatial-frequency) domain. The opposite case applies to the FFI signal. That is, in the original domain the signal is spanned along the spectral bandwidth of the light source. But in the dual domain, the signal is localised with compact support, and is shown as a sharp peak. In this case, the multiplexed signal can be easily separated by the DWT technique and individual sensor signals will appear on two distinct wavelet levels.

Fig. 3.1 (a) shows the experimental setup for the sensor system. An amplified spontaneous emission (ASE) light source was connected to a 3-dB fibre coupler to illuminate the FFI and FBG sensors that are serially multiplexed. This reflected signal was acquired by an optical spectrum analyser (OSA) and transferred to a computer. The multiplexed signal is the superposition of the two individual sensor signals. Assuming no insertion loss, for \( N \) FFIs and \( M \) FBGs, the measured spectrum is of the form (Wong et al., 2006b):

\[
I(\lambda) = A(\lambda)\left(\sum_{j=1}^{N} I(\lambda)_{\text{FFI}} + \sum_{k=1}^{M} I(\lambda)_{\text{FBG}}\right) \\
= A(\lambda)\left[\sum_{k=1}^{M} \sum_{l=1}^{N} r_{kl} S(\lambda) \exp\left[-\frac{(\lambda - \lambda_{0,k})^2}{2\sigma_{0,k}^2}\right] + \sum_{j=1}^{N} R_{s,j} \exp\left[-\frac{(\lambda - \lambda_{0,j})^2}{2\sigma_{0,j}^2}\right]\right],
\]

(3.1)
where $A(\lambda)$ is the incident light source intensity, $r_i$ are the reflection coefficients of the two fibre ends that form the FFI cavity, $d$ is the cavity length, $V$ is the fringe visibility, $S(\lambda)$ is the erbium-doped fibre (EDF) amplifier spectral profile, $\lambda_B$ is the centre Bragg wavelength, $R_B$ is the peak reflectivity of the FBG, and $\delta\lambda_B$ is a parameter related to the FBG bandwidth. A typical multiplexed signal for $N = M = 1$ is shown in Fig. 3.1 (b). From the figure, the FBG can be identified by the distinct narrowband peak (around 1533 nm), whereas the FFI produced a sinusoidal interference pattern that spanned the light source bandwidth, and superimposed on its spectral profile.

![Fig. 3.1. (a) Experimental setup for the multiplexed FFI and FBG sensor system; and (b) a typical multiplexed sensor signal.](image)

![Fig. 3.2. Simultaneous demodulation algorithm with wavelet denoising.](image)
The simultaneous demodulation algorithm is depicted in Fig. 3.2. For a multiplexed signal retrieved from the OSA, the DWT was applied to decompose it into multilevel wavelet coefficients. In parallel to the demodulation, the BLT was applied simultaneously such that the decomposed signal was denoised. The discrete Meyer wavelet was chosen to be the kernel function for DWT because the number of vanishing moments and regularity are suitable for analysing this type of multiplexed signal. For the FBG sensor, since the received signal from the OSA was a function of wavelength, the Bragg wavelength can be determined directly from a level of approximation coefficients, which effectively gave the denoised version of the original spectrum. The BLT technique automatically discarded the wavelet levels that were below the chosen level of approximation coefficients for the FBG signal, and thus reduced the signal noise without explicitly applying any additional filtering technique. Then, an interpolation utilising the piecewise-continuous cubic-spline function was applied to the Bragg peak to increase the wavelength resolution. Next, the cavity length of the FFI was determined. After taking the DWT, the detail coefficients were indeed the original interference pattern of the FFI, which was then demodulated using the FT peak detection method. First, the signal was Fourier transformed and each sensor had its own peak in the magnitude spectrum. The important step was to convert the variables of the detail coefficients from wavelength to wavenumber. In doing so, the FT dual-domain variable was related to the sensor cavity length. The cavity length can then be obtained directly from the location of the amplitude peak in the magnitude spectrum (Wong et al., 2005). Once the characteristic change of both sensors are known, i.e., Bragg wavelength of the FBG and cavity length of the FFI, simultaneous measurement of two measurands can be achieved by monitoring the changes of both sensors. In order to do so, the measurands-induced responses, i.e., the elements in the sensitivity matrix need to be determined. The HT denoising technique (described in previous section) can be used to denoise and smooth out the measured data. Thus, this demodulation technique provided a complete process for a practical sensor system from the acquisition of raw data to human understandable measurand outputs, and all steps were performed digitally by a computer program.

Having described in details the demodulation algorithm, for an acquired multiplexed signal [Fig. 3.1 (b)], after taking the DWT, the approximation coefficients that represent the FBG signal is shown in Fig. 3.3 (a). The approximation coefficients give a smoothed and noise-reduced version of the original noisy signal. Fig. 3.3 (b) shows the magnification around the Bragg peak, and the Bragg wavelength shift can be found directly by employing a wavelength detection method. A resolution of ~1.2 pm after interpolation was achieved. For the FFI sensor, after taking the DWT, Fig. 3.4 (a) shows the detail coefficients, which effectively represented the mean-removed and windowed version of the original interference pattern. Fig. 3.4 (b) shows the Fourier transformed magnitude spectrum of the detail coefficients around the amplitude peak. It can be seen that, after conversion of x-variable, the cavity length can be directly determined from its position in the magnitude spectrum. A resolution of ~0.04 μm was achieved after interpolation.

An application of this demodulation technique was demonstrated through the simultaneous measurement of strain and temperature of an aluminium (Al) plate. With the setup from Fig. 3.1 (a) the FBG was loosely adhered onto the Al-plate, such that it was not affected by the strain field. The FFI adhered firmly onto the Al-plate next to the FBG using some superglue, and so it was affected by both strain and temperature changes of the plate. Before proceeding to the actual experiment, the coefficients in the sensitivity matrix needed to be determined. To illustrate this, let the two sensors be represented as,
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Fig. 3.3. (a) Approximation coefficients for the FBG; (b) around the Bragg peak.

Fig. 3.4. (a) Detail coefficients for the FFI; (b) FT magnitude spectrum around the peak.

\[
\begin{align*}
\Delta \xi_1 &= K_{11} \Delta \varepsilon + K_{12} \Delta T \\
\Delta \xi_2 &= K_{21} \Delta \varepsilon + K_{22} \Delta T 
\end{align*}
\]  

(3.2)

where \( \Delta \xi_i \) are the measurand-induced physical change of the sensors, and \( K_{ij} \) are the measurand-induced responses (i.e., sensitivity coefficients). \( \Delta \varepsilon \) and \( \Delta T \) are the strain and temperature changes, respectively. Eq. (3.2) is a set of two simultaneous linear equations, which can be expressed in matrix form as,

\[
\begin{pmatrix}
\Delta \xi_1 \\
\Delta \xi_2 
\end{pmatrix} =
\begin{pmatrix}
K_{11} & K_{12} \\
K_{21} & K_{22}
\end{pmatrix}
\begin{pmatrix}
\Delta \varepsilon \\
\Delta T
\end{pmatrix}.
\]  

(3.3)
This equation can be solved for the measurand vector by inverting the \( K \)-matrix, i.e.,

\[
\begin{pmatrix}
\Delta \varepsilon \\
\Delta T
\end{pmatrix} = \frac{1}{\det(K)} \begin{pmatrix}
K_{2T} & -K_{1T} \\
-K_{2T} & K_{1T}
\end{pmatrix} \begin{pmatrix}
\Delta \xi_1 \\
\Delta \xi_2
\end{pmatrix},
\]

(3.4)

where \( \det(K) = K_{11}K_{2T} - K_{1T}K_{22} \neq 0 \). This shows the strain and temperature can be simultaneously separated and measured provided the elements in the square matrix are predetermined. This can be done by measuring one measurand (while the other kept constant) at a time against the spectral response of each sensor. For this sensor arrangement, with the details described in (Wong et al., 2006b), the strain and temperature responses of the FBG and FFI sensors are shown in Figs. 3.5 and 3.6, respectively. From the linear regression fits, for the FBG sensor the strain and temperature sensitivity coefficients are \( 1.2 \text{ pm/\( \mu \varepsilon \)} \) and \( 10.4 \text{ pm/°C} \), respectively; whereas for the FFI sensor, the respective sensitivity coefficients are \( 4.06 \times 10^4 \text{ pm/\( \mu \varepsilon \)} \) and \( 1.12 \times 10^6 \text{ pm/°C} \). Since the FBG was not affected by strain change, the system of linear equations is given by,

\[
\begin{pmatrix}
\Delta d \\
\Delta \lambda_B
\end{pmatrix} = \begin{pmatrix}
4.06 \times 10^4 & 1.12 \times 10^5 \\
0 & 10.4
\end{pmatrix} \begin{pmatrix}
\Delta \varepsilon \\
\Delta T
\end{pmatrix},
\]

(3.5)

and

\[
\begin{pmatrix}
\Delta d \\
\Delta \lambda_B
\end{pmatrix} = \begin{pmatrix}
2.5 \times 10^{-5} & -2.7 \\
0 & 9.6 \times 10^{-2}
\end{pmatrix} \begin{pmatrix}
\Delta \varepsilon \\
\Delta T
\end{pmatrix},
\]

(3.6)

where \( \Delta d \) and \( \Delta \lambda_B \) are the FFI cavity length change and FBG Bragg wavelength shift, respectively. The sensors were left in the laboratory overnight for a period of 14 hours, with no external axial strain applied. A LabVIEW program was written to acquire the sensor signal in real-time at a rate of ~6 s per reading. The FFI subjected to both the thermal strain and temperature change of the Al-plate, while the FBG subjected to temperature change only. By using Eq. (3.6), the separated effects of thermal strain and temperature change over the measured period are shown in Fig. 3.7. Although both sensors experienced the same temperature change, the thermal strain of the Al-plate did not correlate very well with its temperature change. This is because the FBG was loosely adhered onto the Al-plate, it was influenced by the surrounding environment and temperature change more than the thermal response of the Al-plate.

Fig. 3.5. (a) Strain and (b) temperature responses of the FBG sensor.
4. Application case 2 – multiplexing and demultiplexing of multi-sensors

In the second example, a new type of FBG called amplitude-modulated chirped FBGs (AMCFBGs) was designed and fabricated, and based on that, a new multiplexing technique called spectral overlap multiplexing was proposed and experimentally demonstrated (Childs et al., 2010, Wong et al., 2007a, 2007b, 2010). We show that, the DWT played a central role in the demultiplexing, demodulation and analysis of these multiplexed novel sensor signals. The AMCFBGs are similar to ordinary chirped FBGs, i.e., they have a broad and flat reflection spectrum. The subtle difference is the addition of an amplitude-modulation function to the refractive index modulation of the fibre core, which is achieved by varying the induced DC refractive index during the writing process. With this index modulation, the reflection spectrum has a unique signature – a sinusoidal modulation on its flat-top region. The amplitude-modulation function for the refractive index modulation is given by

$$f_d(z) = w \cdot \sin^2 \left( \frac{\pi dz}{L_g} \right),$$

where $w$ is an apodisation function such as a raised-cosine function, $d$ is the number of periods (frequency) of modulation, and $L_g$ is the length of the
grating. The reflection spectrum for one AMCFBG can be approximated by the expression (Wong et al., 2007a),

\[ R(\lambda) = \chi_{\lambda_{\text{min}}-\lambda_{\text{max}} + ciL_g}(\lambda) \left[ R_{\text{min}} + (R_{\text{max}} - R_{\text{min}}) f_d \left( \frac{\lambda - \lambda_{\text{min}}}{c_L} \right) \right], \]

(4.1)

where \( \lambda_{\text{min}} \) is the initial wavelength of the grating, \( R_{\text{min}} \) and \( R_{\text{max}} \) are the reflectivities of the troughs and peaks of the grating spectrum, respectively, \( c_L \) is the linear chirp rate of the phase mask used for writing the gratings, and \( \chi_{I}(x) \) is the characteristic function on the interval \( I \) which equals 1 when \( x \) is an element of \( I \) and zero otherwise. The fabrication procedure can be found in (Wong et al., 2007b). As an example of an AMCFBG that we fabricated, Fig. 4.1 (a) shows the amplitude-modulation function with a raised-cosine apodisation, \( d = 5 \) and \( L_g = 10 \) mm; and Fig. 4.1 (b) shows the corresponding measured reflection spectrum.

![Reflection spectrum of AMCFBG](image)

Fig. 4.1. (a) Index modulation function used in the fabrication; (b) measured reflection spectrum of the AMCFBG.

In the wavelength domain, ordinary FBGs cannot be easily distinguished if they are spectrally overlapped. Using the amplitude-modulation as a unique signature for each grating, the AMCFBGs are able to completely overlap one another having the same spectral characteristics, i.e., centre Bragg wavelength, bandwidth and reflectivity, yet still be uniquely distinguishable from each other. The uniqueness of each AMCFBG is defined by the number of periods (spatial-frequency) of its amplitude-modulation, and for a set of spectrally-overlapped gratings, no two gratings can have the same number of periods. With such unique signatures for the AMCFBGs, viable methods are needed to demultiplex and demodulate the multiplexed signals, and that was accomplished by using the DWT technique similar to that applied in the previous section. This is the basis of the new spectral overlap multiplexing technique. Since this multiplexing is fully compatible with the WDM, the sensor count can potentially be increased by several folds.
To demonstrate the spectral overlap multiplexing using AMCFBGs, we performed two experiments. In the first experiment, two spectrally overlapped gratings, S1 and S2, were employed, and the schematic diagram of the setup is depicted in Fig. 4.2. The individual spectra of S1 and S2, as well as the combined spectra are shown in Fig. 4.3 (a) – 4.3 (c), respectively. It is clear that, WDM scheme would not allow such overlapping, and without a suitable signal processing technique, it is unlikely the multiplexed signal be separated and analysed. However, by taking the DWT, the unique signatures, i.e., the sinusoidal modulations of the gratings, can be recovered. Fig. 4.4 shows that the detail coefficients of the two gratings, and the unique modulated periods are unambiguously identified. That is, the multiplexed signal has been successfully demodulated whereby the...
measurand-induced wavelength shifts can be measured individually by tracking the ‘phase-shift’ of the modulations. The strain response and crosstalk of the multiplexed AMCFBGs under this multiplexing scheme were conducted. A total of ten 20-cent coins (each weighs 11.3 g, which corresponds to a strain of 125 με) were applied to S1, while S2 was left unstrained. For each coin applied, ten readings were taken. Fig. 4.5 (a) shows the measured strain responses of S1 and S2 as a function of applied strain. The strain values were obtained by using the DWT technique mentioned before. The lines are the ideal
strain values. It can be seen that S1 measured the strain very accurately. For strains applied up to 1250 \( \mu \varepsilon \), the absolute error is within \( \pm 20 \mu \varepsilon \) as shown in Fig. 4.5 (b). The corresponding strain response of S2 showed little crosstalk, with a maximum value of about 16 \( \mu \varepsilon \) as shown in Fig. 4.5 (b). This small amount of crosstalk implies that adverse effects, such as spectral shadowing, did not impose much of a problem on this multiplexing technique.

In the second experiment, simultaneous strain and temperature measurement of an Al-alloy plate was carried out. The experiment was similar to that in the previous section. That is, the AMCFBG sensors were first characterised to obtain the strain and temperature sensitivity coefficients, then simultaneous two-parameter measurement of the material was performed. Strain and temperature changes were obtained by measuring the wavelength (i.e., 'phase') shifts of the sensors and calculating their corresponding values. Two overlapped AMCFBGs were used, and to effectively utilise the advantage of having the same Bragg wavelength, the reference grating method (Wong et al., 2007b) was used. In such method, the strain sensor was firmly attached onto the structure, while the temperature sensor was placed under the same environmental conditions but unstrained. As such, the former experienced wavelength shifts due to both strain and temperature, while the latter only experienced the shift due to temperature change. With reference to Eq. (3.3), the set of simultaneous equations is given by,

\[
\begin{pmatrix}
\Delta \lambda_{g1} / \lambda_{g1} \\
\Delta \lambda_{g2} / \lambda_{g2}
\end{pmatrix} = \begin{pmatrix}
k_1 & k_{1T} \\
k_{2T} & k_2
\end{pmatrix} \begin{pmatrix}
\Delta \varepsilon \\
\Delta T
\end{pmatrix},
\]

or

\[
\begin{pmatrix}
\Delta \varepsilon \\
\Delta T
\end{pmatrix} = \frac{1}{k_{1T} k_{2T}} \begin{pmatrix}
k_{2T} & -k_{1T} \\
0 & k_1
\end{pmatrix} \begin{pmatrix}
\Delta \lambda_{g1} / \lambda_{g1} \\
\Delta \lambda_{g2} / \lambda_{g2}
\end{pmatrix},
\]

(4.2)

where the subscripts 1 and 2 represent strain and temperature sensors, respectively. Some approximations are made: (a) as both sensors experience the same temperature change, \( k_1 = k_{1T} = k_{2T} \); (b) the Bragg wavelengths are the same for both sensors and so \( \lambda_B = \lambda_{B1} = \lambda_{B2} \). By setting \( k_c = k_{1T} \) and modifying Eq. (4.2), the expressions for strain and temperature change are then given by,

\[
\Delta \varepsilon = \frac{1}{k_c} \left( \frac{\Delta \lambda_{g1} - \Delta \lambda_{g2}}{\lambda_g} \right); \quad \text{and} \quad \Delta T = \frac{1}{k_c} \frac{\Delta \lambda_{g2}}{\lambda_g}.
\]

(4.3)

Eq. (4.3) shows that the strain of a structure under test can be simply obtained from the differential wavelength shift between the two sensors, and temperature from the temperature sensor alone. Both the strain and temperature coefficients can be determined experimentally by measuring their measurand-induced responses. Fig. 4.6 shows the strain and temperature responses of an AMCFBG. Based on the slopes of the linear regression fits, the strain and temperature sensitivity coefficients were 1.20 pm/\( \mu \varepsilon \) and 10.06 pm/°C, respectively. The temperature measurement was carried out when the sensor was free and unstrained. However, when it was used to measure the Al-alloy plate, due to the thermal expansion mismatch between the plate and the silica fibre, temperature response needed to be re-measured with the sensor adhered onto the plate. The measured temperature coefficient is found to be 38.12 pm/°C. Now, the strain and temperature can be expressed numerically as,

\[
\Delta \varepsilon = 0.8295 \cdot (\Delta \lambda_{g1} - \Delta \lambda_{g2}) \quad \text{and} \quad \Delta T = 0.0262 \cdot \Delta \lambda_{g2},
\]

(4.4)
where the Bragg wavelength shift, strain and temperature change are in units of pm, με and °C, respectively. To practically measure the strain and temperature change of the Al-alloy plate, one of the AMCFBG sensors was adhered firmly onto the plate with epoxy resin, whereas the other sensor was loosely attached such that it was free and unstrained from any strain field of the plate. The plate was placed inside a polyurethane foam box to minimise environmental perturbations. With the setup of Fig. 4.2, experiment was performed for a period of 18 h. By using Eq. (4.4), the strain and temperature changes are shown in Fig. 4.7. From the figure, both the strain and temperature curves changed in a much correlated manner, indicating that the strain was mainly thermally-induced. This is obvious as there was no external strain applied throughout the experiment, and unlike the previous results in Fig. 3.7, the experiment was isolated and so the thermal strain followed well with temperature change. The net change in strain and temperature during this 18 h period were about 40 με and 1.5 °C, respectively. Since the plate was placed inside a foam box that had a relatively high heat capacity, the change in temperature was a bit small. By plotting a graph of temperature vs. strain, the slope of the linear regression fit gives a thermal strain sensitivity of 33 με/°C.

Fig. 4.6. Strain and temperature responses of the AMCFBG.
5. Application case 3 – multiplexing of photonic crystal fibre sensors

In the third example, DWT was applied to the multiplexing and demultiplexing of a relatively new class of fibre - photonic crystal fibres (PCFs) (Fu et al., 2009). PCFs distinguish themselves from conventional fibers that they consist of microstructured air holes along the fibre, and a wide variety of cross-section air hole arrangements can be designed to suit different applications. The particular type of PCF used in the example was called polarisation-maintaining PCFs (PM-PCFs) that have the characteristics of high birefringence and low temperature sensitivity, and so is suitable for single parameter sensing where cross-sensitivity issue can be minimised. However, at present, all reported PCF sensors were operated as single sensors, and a main reason was due to the difficulty in demultiplexing and demodulating the multiplexed PCF sensor signals, even though the multiplexing schemes are simple and easy to implement. To overcome this, we demonstrate the use of DWT to separate the multiplexed sensor signal, such that the change from each individual sensor can be extracted and measured.

In our experimental setup, two PM-PCF sensors, PM-PCF1 and PM-PCF2, were multiplexed in series, as shown in Fig. 5.1. Each sensor unit was arranged in Sagnac interferometer configuration with a section of PM-PCF as the birefringent element, and the output signal can be represented by the transmission matrix as, \( T = \frac{1 - \cos(\delta)}{2} \). The phase difference \( \delta \) introduced by the PM-PCF with a length of \( L \) to the two light beams is wavelength dependent and is given by \( \delta = \frac{2\pi BL}{\lambda} \). The period of the output spectrum, i.e., the spacing between two adjacent minima, is \( S = \frac{\lambda^2}{(BL)} \), where \( B \) is the birefringence of the PM-PCF. The birefringence change due to environmental parameters can then be detected by
measuring the ‘phase shift’ of minima. The output transmission spectrum of $K$ sensor units multiplexed in series is given by (Fu et al., 2009),

$$P_{\text{output}} = 10 \log_{10} \prod_{k=1}^{K} \left(1 - \frac{1}{2} L_k \left(1 - \cos \left(\frac{2\pi}{S_k} \lambda + \theta_k\right)\right)\right) \text{[dB]},$$

(5.1)

where $L_k$, $S_k$, $\theta_k$ are the loss, the period of the output spectrum and the initial phase of the $k$-th sensor, respectively. Note that the output spectrum is indeed the multiplication of individual sensor signals. PM-PCF1 (length of 20 cm) was placed freely on a table, while PM-PCF2 (length of 60 cm) was placed inside a sealed pressure chamber. Pressure was applied to PM-PCF2 from 0 – 3 bars in steps of 0.5 bar, and was measured by a pressure gauge (COMARK C9557). Fig. 5.2 shows the output spectra of various pressure values measured by the OSA. In principle, to obtain the sensing information, the wavelength shift

![Fig. 5.1. Experimental setup of in series multiplexing technique for PM-PCF based Sagnac interferometric sensor.](image)

![Fig. 5.2. Output transmission spectra of the two multiplexed Sagnac interferometric sensors in series with one sensor under applied pressure variations.](image)
of the transmission minima of each sensor needs to be determined. However, as can be seen, the multiplexed sensor signal is more complex, and so simple tracing of the initial phase may not yield accurate results. We applied the DWT to the sensor signal, and the detail coefficients at two different levels are shown in Fig. 5.3. These two sets of coefficients are indeed the original sensor signal of the two sensors, and from the figure, the spectrum of PM-PCF2 shifted linearly with increasing pressure, while PM-PCF1 remained unchanged (at least the initial phase). Figs. 5.4(a) and 5.4(b) show the spectral shift of the two sensors as a function of applied pressure, and the crosstalk (includes other sources of errors, such as measurement error and ambient noise) between them, respectively. Thus, this example clearly demonstrated the capability of DWT in demultiplexing and demodulating multiplexed PCF sensor signals.

![Fig. 5.3. Detail coefficients of two PM-PCF sensors at two wavelet levels.](image)

![Fig. 5.4. (a) Spectral phase shift and (b) crosstalk of the two PM-PCF sensor as a function of applied pressure.](image)
6. Application case 4 – measurands analysis of novel fibre sensors

In the fourth example, DWT is used as a signal analysis tool to demodulate, analyse and interpret acquired signals from two novel fibre sensors, namely tilted moiré FBG and tilted Bragg reflector fibre laser (TBR-FL). These two sensors were proposed to perform simultaneous two-parameter sensing using only single sensing elements. The advantages are: (i) the capability of detecting more measurands using fewer sensors; (ii) the ability of mitigating the issue of cross-sensitivity (mostly temperature-induced) inherited from the sensor property (Rao, 1997); and (iii) sensor structure can be made more compact, which simplifies and eases the packaging and installation works for practical applications. It is known that, in order to measure two parameters simultaneously, either two distinctive sensor types or sensors of two different spectral characteristics are needed. The proposed sensors are unique in the sense that they are designed in such a way that, within a single sensor structure, their spectral characteristics response differently to different measurands, and so permitting them to distinguish individual measurand-induced changes. As a result, their spectral profiles are relatively more complex, and can be considered as having two parts from two different sensor types. Therefore, the spectra cannot be easily separated and analysed. However, with DWT, such complex sensor signals are readily separated without losing measurands information.

6.1 Tilted moiré fibre Bragg gratings

The tilted moiré FBG was originally proposed as a bandwidth controllable filter for telecommunications applications (Wong et al., 2010b). Here, we extended its application to fibre sensing, in particular, it was proposed as a single sensor for simultaneous two-parameter sensing (Wong et al., 2010c). The design criteria and fabrication procedure are detailed in (Wong et al., 2010c), and a typical spectrum is shown in Fig. 6.1. It can be seen that the sensor signal consists of two separate parts associated with the phase-shifted main Bragg mode (with a narrow resonance dip) and discrete cladding modes (including the ghost mode). The former is mostly confined in the core of the fibre, while the latter exist in the cladding region of the fibre. In that region, light is only loosely confined and its intensity decays exponentially along the radial direction and eventually radiates out of the fibre. As such, the cladding modes are capable of interacting with the surrounding environment at the fibre boundary, and sensing can be carried out via the principle of evanescent wave sensing.

To demonstrate the use of a single sensor for simultaneous two-parameter sensing, we performed simultaneous measurement of temperature and refractive index (RI) of an aqueous solution. The aim was to obtain the measurand-induced sensitivity coefficients independently, such that the wavelength shifts from each measurand can be unambiguously determined. Thus, we carried out the characterisation experiments separately to obtain the temperature and RI sensitivity coefficients. First, temperature was varied by putting the sensor into a container filled with hot water, and the value was measured by a digital thermometer (Fluke 52II with K-type thermocouple) in the range of 43°C – 77°C, captured at every 1°C intervals. Next, the sensor was placed in a container filled with pre-mixed and saturated glucose solution (Dextrosol D-Glucose powder), and RI was varied by adding water to dilute the solution. A digital refractometer (Reichert
AR200) was used to obtain the absolute RI and temperature of the samples. The measured RI range was between 1.3331 and 1.4117, set by the RI of water and that of saturated glucose solution. The temperature (obtained from the refractometer) varied between 21.0°C – 21.6°C during the experiment. In both cases, wavelengths of the Bragg and cladding modes shifted according to measurands changes. More specifically, temperature changed the Bragg wavelength via thermo-optic effect (thermal expansion of glass fibre is very small that can be neglected), whereas the RI changed both the wavelength and transmission loss of the cladding modes. Thus, by applying the DWT, these two types of modes can be separated and their changes due to the two measurands can be extracted and analysed. Fig. 6.2 shows the detail wavelet coefficients for the (a) Bragg mode and (b) cladding modes at the 7th- and 6th-levels, respectively. Since the detail coefficients are mean removed, and so in the Bragg mode, the narrow resonance dip becomes a sharp peak, and temperature change can be measured by tracking this peak shift. As for the cladding modes, it is known that each individual cladding mode responds differently to the same measurand (e.g., RI) change, and taking an average of a number of cladding modes shifts will give more accurate readings than tracking just one particular mode. RI is thus measured by the averaged wavelength shift of about 10 cladding modes.

![Wavelet coefficients for Bragg and cladding modes](image)

**Fig. 6.1.** (a) Transmission and (b) reflection spectra of the TMFBG sensor for simultaneous two-parameter sensing.

After taking the DWT to the measured spectra, Fig. 6.3 (a) shows the wavelength shifts of the wavelet coefficients for the Bragg and averaged cladding modes, respectively, as a function of temperature. The solid lines are the linear regression fits of the data points. It is clear that, in response to temperature change, the averaged cladding modes shifted by almost the same amount and in the same direction as the Bragg mode. From the regression lines, the temperature-induced sensitivity of the Bragg and averaged cladding modes are
10.53 pm/°C (with $R^2 = 0.9979$) and 10.48 pm/°C (with $R^2 = 0.9925$), respectively, which correlated very well with each other. Thus, it is sufficient to measure the temperature-only change by tracking the wavelength shift of the Bragg mode. Similarly, Fig. 6.3 (b) shows the wavelength shifts of the wavelet coefficients for the Bragg and averaged cladding modes, respectively, as a function of RI. From the figure, the Bragg mode remained unperturbed (within measurement errors), indicated that it is insensitive to RI change. The cladding modes, however, varied nonlinearly, with the curve best fitted by a polynomial function given empirically by,

$$P_{\text{DWT}}(n) = 169.58n^4 - 655.26n^3 + 843.59n^2 - 361.85n$$

(with $R^2 = 0.9987$) for the specified range $1.3331 \leq n \leq 1.4117$. Thus, for RI-only change, Eq. (6.1) can serve as a lookup table, such that by tracking the wavelength shift of the averaged cladding modes, the RI value can be obtained. By combining these two distinct measurands-induced responses, simultaneous measurement of temperature and RI is realised. Temperature change can be directly obtained from the wavelength shift of the Bragg mode, and the RI from the differential wavelength shifts between the Bragg and averaged cladding modes, i.e., the residual amount after subtracting the average shifted amount of the cladding modes from that of the Bragg mode. Fig. 6.3 (b) (and Eq. (6.1)) can then be used to find the RI value by looking-up the corresponding measured differential shift.

![Fig. 6.2. Wavelet coefficients (solid lines) of a measured transmission spectrum: (a) 7th-level coefficients for the Bragg mode, and (b) 6th-level coefficients for cladding modes. Dotted lines are the original spectra.](https://www.intechopen.com)
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Fig. 6.3. Wavelength shifts of the wavelet coefficients for the Bragg mode and averaged cladding modes as a function of (a) temperature and (b) refractive index. Lines are the regression fits.

6.2 Tilted Bragg reflector fibre lasers

Up to present, there are mainly two types of grating-based FLs, namely distributed feedback and distributed Bragg reflector FLs. When applied in sensing, FLs have the advantage of high sensitivity, sensing output power and extinction ratio, and narrow linewidth/bandwidth. For simultaneous two-parameter sensing using single sensors, thus far, most of the proposed works are of passive type and only very few on using active sensors, e.g., fiber Raman lasers (Han et al., 2005, Tran et al., 2005) and distributed feedback FLs (Hadeler et al., 1999, 2001). TBR-FL is a new type of FL formed by a pair of wavelength and tilt-angle matched tilted FBGs (TFBGs) (Wong et al., 2011). In addition to the lasing peak, it possessed a grating tilt-induced cladding modes spectrum, which provided an extra sensing mechanism to detect the surrounding environment. We demonstrate that, with a simple experimental setup, the use of a single TBR-FL for simultaneous sensing of temperature and RI.

Fig. 6.4. (a) Structure of the TBR-FL, and (b) experimental setup. OSA = optical spectrum analyser, WDM = wavelength division multiplexer, EDF = erbium-doped fibre, ISO = isolator, IMG = index matching gel.

The structure of the TBR-FL comprises a pair of wavelength and tilt-angle matched TFBGs forming the resonant cavity and is depicted in Fig. 6.4 (a). The fabrication procedure is described in (Wong et al., 2011). The experimental setup depicted schematically in Fig. 6.4
(b). A laser diode was pumped to the TBR-FL via a wavelength-division-multiplexer (WDM), and the output signal was obtained by the OSA. At the other side of the FL was a continuous piece of EDF (~50 cm) looped in a diameter of ~3 cm, and so the sensor head comprised both the FL and the short coiled EDF section. Index matching gel (IMG) was applied to the far end of the EDF to minimise any reflections that may cause resonant feedback. This EDF section acted as an ASE source when excited by the excessive pump source. As such, the transmission spectrum of the constituent TFBG pair can be observed. With this setup, both the laser output and cladding modes spectra can be obtained simultaneously. A typical full spectrum is shown in Fig. 6.5 (a), which consisted of both the laser output [Fig. 6.5 (b)] and cladding modes [Fig. 6.5 (c)] spectra. Lasing occurred at the Bragg mode bound inside the core, whereas cladding modes were coupled out from the core and did not contribute to the laser operation. As mentioned, cladding modes can interact with the surrounding environment via evanescent wave, and therefore used to perform RI sensing. On the other hand, temperature change affected the FL as a whole and altered the entire spectrum (including lasing and cladding modes). Thus, simultaneous sensing was achieved by combining these two sensing properties, i.e., temperature was measured by tracking the lasing mode shift, and RI by the differential wavelength shift between the laser output and cladding modes. Similar to the previous case, the main objective was to empirically obtain the temperature and RI induced sensitivity coefficients. As such, characterisation experiments similar to that for tilted moiré FBGs were conducted [see also (Wong et al., 2011) for details], and the DWT was employed to demodulate and analyse the acquired sensor signals. Fig. 6.6 shows the wavelet coefficients of a typical measured spectrum. Detail coefficients are extracted for cladding modes [Fig. 6.6 (a)], as for the previous case; whereas approximation coefficients are extracted for the lasing mode [Fig. 6.6 (b)]. Since we are only interested in the lasing wavelength shift, approximation coefficients represent and resemble the original signal more accurately. After taking the DWT to the measured spectra, wavelength (i.e., wavelet coefficients) shifts of the laser output and averaged cladding modes (~20 modes) as a function of temperature are shown in Fig. 6.7 (a). Solid lines are the linear regression fits of the data. From the figure, both the laser output and averaged cladding modes yielded a very similar temperature-induced sensitivity, having values of 10.75 pm/°C ($R^2 = 0.9991$) and 10.88 pm/°C ($R^2 = 0.9975$), respectively. With such a high degree of correlation, it is sufficient to measure the temperature change by tracking the lasing wavelength shift alone. For RI, Fig. 6.7 (b) shows the wavelength shifts of the laser output and averaged cladding modes as a function of RI value. The laser output remained at the zero value (within measurement errors) and so have no direct relationship with RI. The averaged cladding modes varied nonlinearly with RI, and within the measured range the empirical relationship can be described by a polynomial function,

$$\Delta \lambda_{\text{cladding}} (n) = 358.2n^4 - 1432.1n^3 + 1910.1n^2 - 849.9n$$

($R^2 = 0.9998$). Thus, RI-only change can be obtained from the wavelength shift of the averaged cladding modes, as the laser output was not sensitive to it. Having established the temperature and RI sensitivity coefficients, simultaneous sensing of these two measurands using a single TBR-FL can be achieved. Temperature change can be obtained from the
wavelength shift of the laser output, whereas RI change from the differential wavelength shift between the averaged cladding modes and laser output. That is, the residual amount of the wavelength shift of the averaged cladding modes after subtracting from that of the laser output. As such, Fig. 6.7 (b) can be used as a look-up table to find the RI from the differential wavelength shift.

Fig. 6.5. (a) Full spectrum of the TBR-FL sensor; and the magnification around (b) the laser output and (c) cladding modes spectrum.

Fig. 6.6. Wavelet coefficients of a measured TBR-FL spectrum: (a) 6th-level detail coefficients for the cladding modes, and (b) 2nd-level approximation coefficients for the Bragg mode. Dotted lines are the original spectra (manually offset) for comparison.
Fig. 6.7. Wavelet coefficients shift of the laser output and averaged cladding modes as a function of (a) temperature and (b) refractive index. Lines are the regression fits.

7. Conclusion

A review of the applications of DWT in optical fibre sensing is presented. Several representative application examples proposed by the authors have been discussed; and based on the implementation of DWT, novel signal processing techniques and fibre sensors have been designed and proposed. The concepts of DWT demodulation technique and the BLT wavelet denoising were introduced and applied to various application examples. First, we proposed and employed the DWT to demodulate and demultiplex a multiplexed FF I and FBG sensor system. Second, we designed a novel type of FBG (the AMCFBGs), and based on their unique overlapping properties, a new multiplexing technique called spectral overlap multiplexing was proposed and demonstrated. Third, DWT was employed in the multiplexing and demultiplexing of PCF-based sensors array, a relatively new class of fibre sensors that, up until now, has always been used as single sensors. Fourth, DWT was used as a signal analysis tool for two novel fibre sensors, namely the tilted moiré FBG (a passive sensor) and the TBR-FL (an active sensor) sensors. Complex sensor signals were separated and demodulated to obtain the individual measurands-induced changes, such that single sensing elements can perform simultaneous two-parameter sensing. In addition, BLT was applied in all the above cases to denoise sensor signals automatically during the use of the DWT demodulation technique.
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The discrete wavelet transform (DWT) algorithms have a firm position in processing of signals in several areas of research and industry. As DWT provides both octave-scale frequency and spatial timing of the analyzed signal, it is constantly used to solve and treat more and more advanced problems. The present book: Discrete Wavelet Transforms - Biomedical Applications reviews the recent progress in discrete wavelet transform algorithms and applications. The book reviews the recent progress in DWT algorithms for biomedical applications. The book covers a wide range of architectures (e.g. lifting, shift invariance, multi-scale analysis) for constructing DWTs. The book chapters are organized into four major parts. Part I describes the progress in implementations of the DWT algorithms in biomedical signal analysis. Applications include compression and filtering of biomedical signals, DWT based selection of salient EEG frequency band, shift invariant DWTs for multiscale analysis and DWT assisted heart sound analysis. Part II addresses speech analysis, modeling and understanding of speech and speaker recognition. Part III focuses biosensor applications such as calibration of enzymatic sensors, multiscale analysis of wireless capsule endoscopy recordings, DWT assisted electronic nose analysis and optical fibre sensor analyses. Finally, Part IV describes DWT algorithms for tools in identification and diagnostics: identification based on hand geometry, identification of species groupings, object detection and tracking, DWT signatures and diagnostics for assessment of ICU agitation-sedation controllers and DWT based diagnostics of power transformers. The chapters of the present book consist of both tutorial and highly advanced material. Therefore, the book is intended to be a reference text for graduate students and researchers to obtain state-of-the-art knowledge on specific applications.
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