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1. Introduction

In recent years, detecting upper-limb motion intention has attracted growing research attention in order to improve the manipulation of a prosthetic hand. Recording of forearm muscle activity has been used as a signal source to detect wrist and hand motions using different pattern recognition techniques. However, it is difficult to take in consideration body coordinated motions from these signals alone; therefore the movement of the artificial limb can be unnatural, if consider as a part of the whole body coordination, and a dynamical coupling between the user and the prosthesis is impossible. Also, using only forearm muscle activities to drive the artificial limb leaves aside the possibility for higher level amputees to use these systems.

It is well known that most daily-life upper limb activities present a coordination of the shoulder-arm-hand complex. For example, the shoulder, elbow and hand's trajectories are tightly coupled when reaching and grasping an object, or when throwing and catching a ball. It is because of this dependency that research effort had been done to differentiate hand motions using EMG activity of proximal muscles. For example, C. Martelloni et al were able to discriminate different grip types from EMG signals of proximal and distal muscles by statistical means. Also, Xiao Hu et al compared the performance of a Scalar Autoregressive model with a Multivariate AR modeling using EMG data obtained from the bicep, tricep, deltoid, and brachioradialis, successfully classifying different arm movements. Although the results obtained are encouraging, relying only on EMG information is not accurate enough for a robust dynamical control of a prosthetic hand since it is still complex to classify and interpret the information acquired in real time.

In a previous study, we showed the possibility of improving the discrimination rate by using accelerometers, to detect kinematical information from the around-shoulder muscles, along with the EMG signals. In that study we obtained EMG and accelerometer information from only proximal muscles and used an off-line neural network classifier to discriminate different grips and arm positions. Therefore, the objective of this study was to investigate the possibility of associating around-shoulder muscle activity with different grasps and arm positions while reaching for an object using an on-line recognition method. This way we might be able to deduce the user's motion intention and coordinate the prosthetic arm position and movements to his body in a dynamical way.
2. Measurement experiment and analysis

2.1 Experimental setup

2.1.1 Subjects

Three male subjects, all 23 years old, participated in the experiments. They were informed about the experimental procedures and asked to provide their consent. All subjects were healthy with no known history of neurological abnormalities or musculo-skeletal disorders.

2.1.2 Experiment procedure

The subjects were asked to sit comfortably in front of a table. Then, they were asked to move their dominant arm, from an fixed position towards an end-position, and grasp an object (Figure 1). Before starting the trial, they had to push a switch button by resting their dominant hand in a natural open flat position. When the trial started they had to extend their arm to reach and grasp an object. Three different object-related grips were used during the experiments, and the object was place in one of five positions five different positions relative to the subject, as denoted in figure 1. The object was placed so as to allow the maximal elbow extension in one of the five directions. Moreover, the height of the chair was regulated for each subject in order to obtain an elbow’s angle of 90° (maintaining the trunk erected). Also, the subjects were asked to reach and grasp a total of 20 times for each position and grip, giving a total of 300 (3 objects x 5 position x 20 repetitions) trials. They were able to rest for a few seconds between each trial and were requested not to bend or rotate the trunk in order to prevent translational motions of the shoulder.

![Experimental setup](image)

Fig. 1. Experimental setup: Subjects were asked to reach in different positions and grasp with different grips.

2.1.3 Devices

In the experiment, EMG sensor: TYE-1000M, Sikikou Engineering, Japan, was used. The sensor has a band-pass filter with pass frequency band of 10~1000Hz. Muscle activity signals were recorded at a sampling frequency of 400Hz. Generally, the sampling frequency used for EMG recording is of 1 kHz or more, but in order to reduce the processing time and load of the on-line discrimination system, the sampling frequency was decreased. Preliminary experiments showed that this reduction did not significantly affect the recognition. The accelerometer used for measuring the kinematical information from
around-shoulder muscles was the MMA7260Q from Freescale Semiconductor Inc. and was sampled at 100Hz.

![Experimental setup: Scene of the experiment](image)

**Fig. 2.** Experimental setup: Scene of the experiment

![Location of sensors](image)

**Fig. 3.** Location of sensors

In total 5 EMG sensors and 4 accelerometers were placed on the skin surface of the different muscles around the shoulder as shown figure 3. The EMG sensors were placed on top of the following muscles:
1. The clavicular part of pectoralis major muscle.
2. Acromial part of deltoid muscle (central fibers).
3. Descending fibers of trapezius muscle.
4. Ascending fibers of trapezius muscle.
5. Teres major muscle.

The accelerometers were attached to the skin above the following muscles:
1. Short head of biceps brachii muscle.
2. Long head of triceps brachii muscle.
3. Greater rhomboid muscle.
4. Infraspinatus muscle and infraspinous fascia.
2.2 Signal processing and feature extraction

In order to decide a suitable filter for signal processing, a fast Fourier transform was applied to the recorded EMG signals and, as shown in figure 4 (a), the highest power spectrum is located below 150Hz. Accordingly, the EMG signals were filtered with a 150Hz low-pass filter, then a 2Hz high pass filter was applied, and finally, the signal was smoothed by a 50-point moving average window (Fig. 4 (b)).

Fig. 4. EMG signal processing

Fig. 5 shows the original waveform of the acceleration signals (left), to which a 50-point moving average process was applied for smoothing (right of Fig. 5).

Fig. 5. Acceleration signal processing

3 features were extracted from the data, based on literature of motion recognition from EMG signals, and they were compared in order to investigate their effect. One of the features obtained is the Mean Value (MV) described by equation (1). This value reflects the average amplitude of a biological signal. Another feature is the Subtract Value (SV) described by equation (2), which expresses the amount of change of a biological signal. Also, the Point Value (PV) was obtained as described by equation (3), which observed the temporal amount of EMG of the biological signal. In these equations, $T$ corresponds to the data size used to calculate each feature (200, 400, and 600 points were used in this study). Also, $P_i$ corresponds to the i point of the smoothened EMG and acceleration signals.
\[ MV = \frac{1}{T} \sum_{i=0}^{T} P_i \]  

\[ SV = \sum_{i=1}^{T} |P_i - P_{i-1}| \]  

\[ PV = P_T - P_0 \]

### 2.3 Motion discrimination

A back-propagation training based neural network (NN) was used for analysis and classification of the data. It consisted of three layers (input layer, middle layer and output layer). The input layer contained 9 neurons (5 for EMG inputs and 4 for accelerometers), the middle layer had twice the neuron number as the input layer, and the output layer had 3 neurons for classifying grips (g1, g2, g3) or 5 neurons to classify positions (p1, p2, p3, p4, p5). The maximal iteration for learning was 2000.

A total of 300 measurements were recorded from each subject. A set of 285 (5 positions x 3 grips x 19 times) measurements were used as the neural network learning data and the remaining 15 measurements (5 positions x 3 grips x 1 times) as the test data, according to the leave-one-out training scheme. After, a different set of 285 measurements was used to train a new neural network and the remaining 15 measurements were used to test it. Following this scheme 20 different neural networks were obtained for each subject. For the off-line analysis the average of the 20 neural networks’ discrimination rate was used as the final result. On the other hand, the neural network that showed the best discrimination rate was used as the on-line classifier.

### 3. Results

In order to analyze the data extracted from the EMG sensors and the accelerometers, an off-line analysis was made. The neural network was tested using different features in order to explore the feasibility of different motion recognition. Thereafter, an on-line discrimination experiment was designed to test and validate whether or not it is possible to classify different arm motion using EMG and acceleration signals from around-shoulder muscles.

#### 3.1 Off-line analysis

For demonstration purposes only the data of one subject is shown in this section, but the results are consistent with the other 2 subjects. Figure 6 shows the results obtained when discriminating the different positions of the arm and figure 7 shows the discrimination rate of the grips used in this study.

It can be observed from the figures that combining the data obtained from the accelerometers and the EMG improves greatly the discrimination rate of the different motions.

#### 3.2 On-line discrimination result

The on-line recognition system used for this experiment consisted of four parts: sampling the signal, processing the signal, extracting signals features, and finally, classifying the signal. A total of 300 trials were performed by each subject (5 positions * 3 grips * 20 repetitions).
3.2.1 Analysis of discrimination rate

Figure 8 shows a comparison between the discrimination rate of 5 different arm positions and the different data lengths used to calculate each feature (200 points, 400 points, 600 points). Figure 9 shows the same comparison for the discrimination of different grips. From this results the data length with the highest discrimination rate was selected in order to decide the best feature for each subject, as shown in figure 10 and 11. Figure 12 shows a comparison of the highest discrimination rate between subjects. From figure 12, it can be noted that the highest discrimination rates were obtained with different features and data lengths for each subjects. This points out that, by calculating different features, it is possible to assess individual differences in muscle activities, improving the recognition rate for different people.

3.2.2 Analysis of incorrect discrimination

Although good discrimination rates were obtained in the experiment there were times when a position or a grip was wrongly classified. Figure 13 shows how many times an arm position was incorrectly classified as another position. From this data it is possible to determine signal similarities between different arm positions. Additionally, figure 14 show the cases for grip discrimination.
Fig. 8. The discrimination rate of positions in each data length

Fig. 9. The discrimination rate of grips in each data length

Fig. 10. The discrimination rate of positions in each subject
Fig. 11. The discrimination rate of grips in each subject

Fig. 12. Comparing the discrimination rate between subjects

Fig. 13. Result of incorrect discrimination in positions test
For example in figure 13, for Subject A, p2 was discriminated incorrectly as p1, p4, or p5. Also, for Subject B, p2 had a low discrimination rate, which was discriminated incorrectly as p5 and p4. For Subject C p2 was discriminated incorrectly as p4 and p5, and p4 was discriminated incorrectly as p2. Finally, for all subjects p1 was discriminated incorrectly 36 times, p2 31 times, p3 17 times, p4 21 times, and p5 was 36 times. This results showed that p2 and p5 present difficulties to be recognized.

Similarly, figure 14 shows how many times a grip was incorrectly classified as another grip. For Subject A g2 was discriminated incorrectly as g1, and g1 as g3. For Subject B most of the times g1 was mistaken for g2, and for Subject C g1 were discriminated incorrectly as g2. For all subjects g1 was discriminated incorrectly 86 times, g2 110 times, and g3 34 times. This results showed that g1 and g2 were the most difficult grips to be identify. These mistakes are mainly due to similarities in the recorded muscle activities for each task, but we also explored how the location of the sensors was affecting the discrimination. The contribution of each sensor to the discrimination and the combination of grips and positions with difficult discrimination was investigated using the Tukey-Kramer test. Table 1, 2 and 3 show the result of the analysis of variance for the different positions. In this case the squares with an “O” refers to the data which showed a statistical significant difference between 2 positions ($p_i/p_j$) and the squares with an “X” refers to the data were there wasn't any significant difference between 2 positions. Also, in the table the sensor that showed more than 7 significant differences between positions are marked with a yellow color. This indicates which location contributed more to the discrimination.

Table 2 shows the results obtained for Subject B. In this case, the comparison between p2 and p3, p2 and p5, p3 and p4 showed a statistical significant difference in only 9 sensors. Additionally, table 3 shows the results obtained for Subject C. It can be observed that when comparing between p1 and p2, or when comparing between p2 and p4, only 10 sensors showed a significant difference in their data.

This results seems to support the finding showed in figure 13 and p2 is the position most likely to be discriminated incorrectly for all Subjects. Moreover, most of the contribution to
the discrimination is mainly due to the accelerometers, and it was difficult to differentiate between position using only the EMG sensors. Also, among all the subjects there wasn't a common EMG sensor that showed more than 7 significant difference between 2 position, which points out how individual differences affect the EMG signals.

Table 1. The result of the analysis of variance in five positions (Subject A)

<table>
<thead>
<tr>
<th>EMG sensor</th>
<th>accelerometer</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1/p2</td>
<td>O</td>
<td>×</td>
<td>×</td>
<td>X</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p1/p3</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p1/p4</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p1/p5</td>
<td>O</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p2/p3</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p2/p4</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p2/p5</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p3/p4</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p3/p5</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p4/p5</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>total</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>8</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>10</td>
<td>6</td>
<td>9</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>6</td>
<td>9</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 2. The result of the analysis of variance in five positions (Subject B)

<table>
<thead>
<tr>
<th>EMG sensor</th>
<th>accelerometer</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1/p2</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p1/p3</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p1/p4</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p1/p5</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p2/p3</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p2/p4</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p2/p5</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p3/p4</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p3/p5</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>p4/p5</td>
<td>×</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>total</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>9</td>
<td>7</td>
<td>8</td>
<td>7</td>
<td>9</td>
<td>6</td>
<td>9</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>
Table 3. The result of the analysis of variance in five positions (Subject C)

Table 4 shows the analysis of variance comparing different grips of Subject A. When comparing g1 and g3 only 7 sensors showed a statistical significant difference. Moreover, the EMG data of sensor 1 didn’t show any statistical difference for any of the comparisons.

Table 5 shows the results obtained from Subject B data. In this case, when comparing g1 and g2, or g1 and g3, only 7 sensors showed a significant difference. The EMG data from sensor 1, 3 and 4 didn’t show any significant difference for any of the comparisons.

Finally, table 6 shows the results for Subject C. Comparing the data obtained for g1 and g2 only 6 sensors showed significant differences. The X axis data from the accelerometers 1, 2, 3 and 4 didn’t show any statistical difference in any of the cases.

As an overall, for all subjects, g1 was the most likely grip to be mistaken, which agrees with the result showed in figure 14. Also, the EMG sensor 2 contributed greatly to the discrimination of the grips for all subjects. The information acquired from the Z axis of the accelerometers 1 and 2 also had a great contribution to the discrimination.
In order to verify the effect of the sensors that didn't show any statistical difference to the discrimination process, we removed the data from these sensors and applied the new data set to the off-line neural network. The sensor data removed was: the EMG sensor 1, the Y axis of accelerometers 3, 4, and the X axis of accelerometer 4 for Subject A; the EMG sensor 1, 3, 4, and the X axis of accelerometers 4 for Subject B; and the X axis of accelerometers 1, 2, 3, 4, and the Y axis of accelerometer 3. Figure 15 shows a comparison between the discrimination rates of the two cases (all sensors, extract sensors).

![Fig. 15. The result of the discrimination rate of the two cases (all sensors, extract sensors)](image)

Table 5. The result of the analysis of variance in three grips (Subject B)

<table>
<thead>
<tr>
<th>EMG sensor</th>
<th>accelerometer</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>g1/g2</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>7</td>
</tr>
<tr>
<td>g1/g3</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>7</td>
</tr>
<tr>
<td>g2/g3</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>13</td>
</tr>
<tr>
<td>total</td>
<td></td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6. The result of the analysis of variance in three grips (Subject C)

In order to verify the effect of the sensors that didn't show any statistical difference to the discrimination process, we removed the data from these sensors and applied the new data set to the off-line neural network. The sensor data removed was: the EMG sensor 1, the Y axis of accelerometers 3, 4, and the X axis of accelerometer 4 for Subject A; the EMG sensor 1, 3, 4, and the X axis of accelerometers 4 for Subject B; and the X axis of accelerometers 1, 2, 3, 4, and the Y axis of accelerometer 3. Figure 15 shows a comparison between the discrimination rates of the two cases (all sensors, extract sensors).
discrimination results of using the data from all sensors (17 sensors) and the new data set for each subject (13 sensors for Subject A, 13 sensors for Subject B, and 12 sensors for Subject C). By removing the sensors that didn’t have any contribution to the discrimination it is possible to improve the discrimination rate for all grips.

4. Discussion

In order to take full advantage of the many degrees of freedom in current light-weighted dexterous prosthetic hands, research efforts are required to improve the motion intention deduction algorithms available nowadays. The new algorithms have to take into account the whole body dynamics, to aid the amputee to realize natural and intuitive manipulation of the prosthesis. To this date, different data mining methods have been used to extract and predict information from EMG sensors, among which neural networks are the most used method commonly. R. Ashan et al. made a review on the different types of classifiers used until 2009 for EMG extraction for Human Computer Interaction applications. They concluded that the use of neural networks dominates for these applications, but point out the advantages of other methods. Moreover, a statistical approach was used by Hu X et al. in order to model the arm motions. In this case a multivariate analysis of the EMG information approach was used in order to take advantage of the correlation of the EMG activities when making arm movements. The results of these studies show that it is possible to extract arm dynamics information from activities of the proximal muscles. Although these results are encouraging, all of them processed the data off-line, therefore the real time performance of the classifier is not taken into account.

The results of this study shows that it is possible to recognize different arm motion positions and grips in a dynamical way using an on-line classifier. As seen from the results, the discrimination rate for most of the motions was high, but the lowest discrimination rate was observed in reaching position p2, which is reaching an object at the center. In this case, there aren’t any distinctive components like in the other motions (for example reaching up or to the sides), making the discrimination very difficult. Also, as expected, the subject variability is very high. This can be due to sensor position or subject’s individual muscle strength. Despite this difference, by inspecting different features different positions and grips can be correctly discriminated. Certainly, we need to test more subjects to determine statistically the performance of the system. Another point that has to be taken into account, is that the NN was trained only off-line, which can leave many important features out. This is why currently an on-line training scheme is being developed in order to improve the detection rates, despite of individual differences. Finally, the recognition delay has to be further improved, as for now it is about 1s, which is too slow to use in any real life application. These preliminary findings are of importance to achieve a dynamical coupling between the person and the machine because, by taking in account the whole body dynamics, it will allow more natural and intuitive manipulation of the robot hand.

5. Conclusion

This study shows that it is possible to distinguish, dynamically, different grips and arm positions from only around-shoulder muscle activities using an online classifier and that the use of EMG and accelerometers improves greatly this discrimination despite individual differences. In near future the recognition delay has to be reduced, and the system has to be tested with real amputees.
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The electrical activity of the muscles, as measured by means of electromyography (EMG), is a major expression of muscle contraction. This book aims at providing an updated overview of the recent developments in electromyography from diverse aspects and various applications in clinical and experimental research. It consists of ten chapters arranged in four sections. The first section deals with EMG signals from skeletal muscles and their significance in assessing biomechanical and physiologic function and in applications in neuro-musculo-skeletal rehabilitation. The second section addresses methodologies for the treatment of the signal itself: noise removal and pattern recognition for the activation of artificial limbs. The third section deals with utilizing the EMG signals for inferring on the mechanical action of the muscle, such as force, e.g., pinching force in humans or sucking pressure in the cibarial pump during feeding of the hematophagous hemiptera insect. The fourth and last section deals with the clinical role of electromyograms in studying the pelvic floor muscle function.
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