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1. Introduction

The current scenario considered for video coding and transmission, as assumed by the MPEG standards, uses complex encoding algorithms, including motion compensation and multi-hypothesis rate-distortion optimized procedures, to achieve high compression efficiency. This is the right solution when the encoding is carried out by high performance devices, while the receivers (e.g., handheld devices or mobile phones) should be kept as simple and cheap as possible. This scenario is rapidly evolving into a new one, where users have the interest to produce and transmit video and multimedia, possibly using their mobile and battery operated lightweight devices. Of course, this calls for new multimedia coding paradigms, where the encoder is as simple as possible to reduce the computational power requested for compression and radio transmission. Similar constraints should be considered in monitoring or surveillance applications, where a number of video sensors, with limited computational power, cooperate to send video information to a receiving station.

Distributed Source Coding (DSC) refers to the compression of two or more correlated sources that do not communicate with each other (hence the term distributed coding). These sources send their information to a central decoder that performs joint decoding. In this situation, the challenging problem is to achieve the same efficiency (the joint entropy of correlated sources) while not requiring sources to communicate with each other. The Slepian-Wolf Theorem is a celebrated result of information theory which assures that this unexpected result is indeed achievable. In other words, it is possible to code two correlated sources \((X, Y)\) one independently of the other, and achieve the same performance obtainable when a coder can exploit knowledge of both. For instance, in a conventional video coder, two consecutive frames can be compressed by computing the motion compensated difference between the first and the second frame, then transmitting the first frame in intra-mode and the inter-mode coded difference frame. The Slepian-Wolf result assures that, in principle, we can achieve the same coding efficiency by coding the two frames independently, i.e., without performing a costly motion compensation operation.

1.1 Chapter organization and contribution

The following chapter will be subdivided into the following sections.

1. An overview of the Slepian-Wolf and Wyner-Ziv theorems, with a short summary of essential Information theoretic concepts;
2. a review of the state-of-the-art in Distributed Source Coding and Distributed Video Coding (DVC), with references to the latest advancements;

3. a presentation of some original work by the authors on the design and evaluation of wavelet-based video coding;

4. an overview of applications of the DVC paradigm to other aspects besides video coding. In particular, we will present results relative to robust transmission of video using an auxiliary DVC stream;

5. conclusions, advantages and limitations of the DVC paradigm.

In particular, we will introduce an original distributed video coder based on processing the wavelet transform with a modulo-reduction function. The reduced wavelet coefficients are compressed with a wavelet coder. At the receiver side, the statistical properties between similar frames are used to recover the compressed frame. A second contribution is the analysis and the comparison of DVC schemes in two different scenarios: in the first scenario the information frames are separated from the other frames, and they are compressed following the original framework considered for Wyner-Ziv coding. In the second scenario, all the frames are available at the encoder making this an interesting proposal for the design of a low-complexity video coder, with no motion compensation, where the information frames are coded using DSC techniques. The whole set of experiments show that the proposed schemes - that do not use any feedback channel - have good performance when compared to similar asymmetric video compression schemes considered in the literature. Finally, we will consider an original error-resilient scheme that employs distributed video coding tools. A bitstream, produced by any standard motion-compensated predictive codec, is sent over an error-prone channel. A Wyner-Ziv encoded auxiliary bitstream is sent as redundant information to serve as a forward error correction code. We propose the use of an extended version of the Recursive Optimal per-Pixel Estimate (ROPE) algorithm to establish how many parity bits should be sent to the decoder in order to correct the decoded and concealed frames. At the decoder side, error concealed reconstructed frames and parity bits are used by the Wyner-Ziv decoder, and each corrected frame is used as a reference by future frames, thus reducing drift. Tests with video sequences and realistic loss patterns are reported. Experimental results show that the proposed scheme performs well when compared to other schemes that use Forward Error Correcting (FEC) codes or the H.264 standard intra-macroblock refresh procedure.

2. Foundation of Distributed Source Coding

In this section we will introduce in detail two major results provided by Information Theory that prove that, under the DSC paradigm, it is still possible to achieve or to approach, in total generality, the optimal performance of a joint coder: the Slepian-Wolf theorem and the Wyner-Ziv theorem. We first introduce the main ideas behind distributed source coding by means of examples.

2.1 A glimpse at Distributed Source Coding

Consider the case of \( N \) distributed sensors that communicate with a data collection center using a radio link. Data recorded by each sensor, at each time instant, can be modelled as a set of \( X_1, ..., X_N \), random variables, and it is reasonable to expect that there is a strong correlation between data at each sensor. In the case of two sensors \( X \) and \( Y \), suppose we can model \( Y \) as a random variable with equiprobable integer values in the set \( \{0, ..., 7\} \) while \( d = X - Y \),
the difference between the values recorded by the two sensors, can be modelled as a variable assuming values in \{0, ..., 3\} with equal probability. Assuming \(d \) and \(Y \) independent, \(X \) would have a probability mass function as depicted in Fig. 1,

\[
p_X(k) = \sum_{h=0}^{7} P_{Y}[d = k - h, Y = h] = \sum_{h=0}^{7} p_d(k - h) p_Y(h).
\]

We know from Shannon’s theory (6) that the entropy of \(X\)

\[
H(X) \triangleq -\sum_k p_X(k) \log_2(p_X(k))
\]

represents the minimum average number of bits per source symbol necessary to represent the source. In this case, \(H(X)\) is obviously greater than the entropy \(H(Y) = 3\) bit of \(Y\) (the eight equiprobable values of \(Y\) can be coded most efficiently with 3 bits). A simple calculation would show that \(H(X) \approx 3.328\) bit.

![Fig. 1. The probability mass function of \(X\).](image1)

The pair \((X, Y)\) assumes 32 equiprobable values in the set represented in Fig. 2, with associated 5 bit entropy. As it is well known, supposing pairs \((X, Y)\) are generated independently, \(H(X, Y) = 5\) bit represents a lower bound for the number of bits (per source pair) with which we can represent sequences of pairs generated by the two sources. If a coder has access both
to X and Y, the way to code \((X, Y)\) is obvious: one can use 3 bits to represent the 8 values of Y, and other 2 bits to represent \(d = X - Y\).

How can we proceed if the coders for X e Y cannot communicate, as in Fig. 3? Are we forced to use an efficient coding procedure for X and Y, separately, and use \(R_1 = H(X)\) and \(R_2 = H(Y)\) bit per symbol, respectively? Note that this procedure is inefficient to code the pair, since \(H(X, Y) \leq H(X) + H(Y)\).

Fig. 4 illustrates a coding procedure which allows optimal coding even if the two coders do not communicate with each other and act separately. In particular, one can use a unique code (in the figure, a different shape symbol) for the subsets \(\{0, 4, 8\}, \{1, 5, 9\}, \{2, 6, 10\}, \{3, 7\}\) of the X alphabet. For each value of X, its coder transmits to the decoder the index (the shape symbol) of the subset to which the value of X belongs. With four subsets, 2 bits are sufficient. Observe from the figure that, for each value of Y, we have 4 possible values of X, each one belonging to a different subset. Thus, if we know at the decoder the value of Y (represented with \(R_2=3\) bit), and the index of the subset to which X belongs (2 bit), it is possible to uniquely decode the pair \((X, Y)\). Note that the two coders act independently, and each of them transmits the index corresponding to the actual value of Y, or the subset index for the actual value of X in each experiment. In particular, we have \(R_1 = H(X|Y) = 2\) bit and \(R_2 = H(Y) = 3\) bit.

Fig. 5 shows a different example, where the pair \((X, Y)\) assumes 16 equiprobable values (the joint entropy is therefore \(H(X, Y) = 4\) bit), and one uses a distributed coding procedure that associates a different code symbol \(J\) to the subsets \(\{-1, -5\}, \{-3, -7\}, \{1, 5\}, \{3, 7\}\) of Y, using two bits, and one symbol I for the subsets \(\{-7, 1\}, \{-5, 3\}, \{-3, 5\}, \{-1, 7\}\) of X values, using other 2 bits. From the pair of code symbols \((I, J)\), one can uniquely identify \((X, Y)\), but the two coders can act independently. Note that in this case we have \(R_1 > H(X|Y) = 1\) bit, \(R_2 > H(Y|X) = 1\) bit, and \(R_1 + R_2 = H(X, Y) = 4\) bit.

In these two examples, one necessary requirement is that each pair \((X, Y)\) can be uniquely identified by \((i, j)\), where \(i \in I\) and \(j \in J\) identify the labels for subsets of X and Y values, respectively. Note that, in order for the procedure to work, the total number of label pairs \(|I||J|\) must be at least as large as the number of \((X, Y)\) pairs with non-zero probability. Moreover, for each value of X (respectively, Y), there must be a sufficient number of labels \(J\) (respectively, \(I\)) to uniquely identify the non-zero probability corresponding pairs \((X, Y)\). In addition, the key point is to associate a code symbol to a subset (or bin) of values of one variable that are sufficiently far apart, so that its exact value can be discriminated once the value (or set of possible values) of the other variable is also known.

The preceding considerations can be justified by a general result of Information Theory derived by Slepian and Wolf in 1973 [7], which we describe below.
Fig. 4. A “distributed” code for \((X, Y)\).

Fig. 5. A “distributed” code for \((X, Y)\).

2.2 The Slepian-Wolf theorem

Let \( (X_i, Y_i)_{i=1}^{\infty} \) be a sequence of independent and identically distributed (i.i.d) drawings of a pair of correlated discrete random variables \( X \) and \( Y \). For lossless reconstruction, a rate given by the joint entropy \( H(X, Y) \) is sufficient if we perform joint coding. The Slepian-Wolf theorem refers to the case of \( X \) and \( Y \) separately encoded but jointly decoded, i.e., the encoder of each source is constrained to operate without knowledge of the other source, while the decoder has available both encoded message streams (see Fig. 3). It appears that the rate at which we can code the two sources in this case is \( H(X) + H(Y) \), which is greater than \( H(X, Y) \) if \( X \) and \( Y \) are not independent.

Let \( X \) take values in the set \( A_X = \{1, 2, \ldots, A_X\} \) and \( Y \) in the set \( A_Y = \{1, 2, \ldots, A_Y\} \). Denote their joint probability distribution by

\[
p_{X,Y}(x, y) = P(X = x, Y = y) \quad x \in A_X, \ y \in A_Y.
\]

Next, let \( (X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n) \) be a sequence of \( n \) independent realizations of the pair of random variables \( (X, Y) \). Denote by \( X^n \) the block sequence of \( n \)-characters \( X_1, X_2, \ldots, X_n \) produced by the source \( X \), and by \( Y^n \) the block sequence \( Y_1, Y_2, \ldots, Y_n \) produced by the other
source. The probability distribution for this correlated pair of vectors is

\[ p_{X^n,Y^n}(x^n, y^n) = P(X^n = x^n, Y^n = y^n) = \prod_{i=1}^{n} p_{X,Y}(x_i, y_i) \]  \hspace{1cm} (1)

\[ x^n = (x_1, x_2, \cdots, x_n) \in A^n_X \]
\[ y^n = (y_1, y_2, \cdots, y_n) \in A^n_Y \]

where \( A^n_X \) is the set of \( A^n_X \) distinct \( n \)-vectors whose components are in \( A_X \) and \( A^n_Y \) is defined analogously.

The first encoder (see Fig. 3) maps the input \( X^n \) to the index \( I = C_1(X^n), \) where \( I \in M_X = \{1, 2, \cdots, M_X\} \); similarly, the other encoder maps the input \( Y^n \) to the index \( J = C_2(Y^n), \) where \( J \in M_Y = \{1, 2, \cdots, M_Y\}. \) \( I \) and \( J \) are called encoded-\( X \) message number and encoded-\( Y \) message number, respectively (7). At the decoder side, the joint decoder is a function \( g : M_X \times M_Y \rightarrow A^n_X \times A^n_Y \) such that

\[ g(C_1(X^n), C_2(Y^n)) = (X^n, Y^n). \]

Let \( P^n_e \) be the probability of decoding error, i.e., \( P^n_e = P[(X^n, Y^n) \neq (\hat{X}^n, \hat{Y}^n)]. \)

Associated with these encoders and the joint decoder are rates \( R_1 = (1/n)\log M_X \) and \( R_2 = (1/n)\log M_Y. \) We think of the two encoders as producing the integers \( I \) and \( J \) after \( n \) correlated source pairs \((X, Y)\) have been generated. \( R_1 \) units of information per source character are sufficient to transmit \( I \) to the joint decoder and \( R_2 \) units are sufficient to transmit \( J. \) The decoder then produces the estimates \( \hat{X}^n \) and \( \hat{Y}^n \) of the input sequences \( X^n \) and \( Y^n. \)

The pair of rates \( R_1 \) and \( R_2 \) is said to be an admissible rate point (7) if for every \( \epsilon > 0 \) there exist for some \( n = n(\epsilon) \) encoders and decoders (considering the case with two decoders as well) with \( M_X = \lceil \exp(nR_1) \rceil \) and \( M_Y = \lceil \exp(nR_2) \rceil \) such that \( P^n_e < \epsilon. \) Here the symbol \( \lfloor \cdot \rfloor \) denotes the largest integer not greater than the argument of the function. In other words, the pair of rates \( R_1 \) and \( R_2 \) is an admissible rate point if it is possible to construct a sequence of codes with rate \( R_1 \) for \( X^n \) and rate \( R_2 \) for \( Y^n, \) such that \( P^n_e \rightarrow 0 \) with \( n \rightarrow \infty. \)

The achievable rate region is the closure of the set of admissible rate points.

The Slepian-Wolf theorem says that if \( R_1 \) is the rate corresponding to the coding of \( X \) and \( R_2 \) to the coding of \( Y \) (see Fig. 3), the achievable rate region of DSC is given by:

\[ R_1 \geq H(X|Y), \quad \text{(2)} \]
\[ R_2 \geq H(Y|X), \quad \text{(3)} \]
\[ R_1 + R_2 \geq H(X,Y). \quad \text{(4)} \]

Fig. 6 shows the achievable region for the Slepian-Wolf theorem. The Slepian-Wolf theorem suggests, therefore, that it is possible to compress statistically dependent signals, in a distributed scenario, to the same rate as with a system where the signals are compressed jointly.

The proof of the Slepian-Wolf theorem uses, as it is common in Information Theory, the concepts of typical set and of random coding. We give here the main ideas, while a complete development can be found, for instance, in (6). As a matter of fact, it can be shown, using the Law of Large Numbers, that, for large \( n, \) there are basically \( 2^{nH(X)} \) highly probable (typical) \( X^n \) sequences, while the other possible source sequences are generated with vanishing
If we take two binary symmetric sources and we consider an $n$.

In addition, the conditions of the Theorem assure that, as $n$ increases, there are exponentially many more labels than sequences in the typical sets, so that choosing the codes at random will provide unique labelling with high probability.

In Slepian-Wolf coding schemes, it is practical to design codes to approach one corner point of the achievable region (Fig. 6), e.g., with $R_1 = H(X|Y)$ and $R_2 = H(Y)$. This problem is known as the problem of source coding $X$ with side information $Y$ at the decoder, and it can be referred to as an asymmetric scenario. In this asymmetric context, therefore, the aim is to code $X$ at a rate that approaches $H(X|Y)$ based on the correlation model between $X$ and $Y$ and not using the specific $Y$ at the encoder.

### 2.3 Practical schemes for Distributed Coding

Wyner first realized the close connection between DSC and channel coding (9), suggesting the use of linear channel codes as a constructive approach for Slepian-Wolf coding (10). The basic idea in Wyner’s work was to partition the space of all possible source outcomes into disjoint bins that are the cosets of some good linear channel code for the specific correlation model between $X$ and $Y$.

If we take two binary symmetric sources and we consider an $(n,k)$ binary linear block code, there are $2^{n-k}$ different syndromes, each one indexing a different bin of $2^k$ binary words of length $n$. Each bin is a coset code of the block code, which means that the distance properties of the original code are preserved in each bin. In particular, the Hamming distance between any
two source binary words in the coset (i.e., the number of symbols in which the two codewords differ) is at least equal to the minimum distance of the linear code, a characteristic that has to be established at design time. As a matter of fact, a linear code with minimum distance $d = 2t + 1$ can successfully correct any error vector $e$ with $t$ symbol errors in the received noisy codeword.

As we will see below, a practical scheme for distributed coding consists in sending to the receiver, for a sequence of $n$ input bits, the corresponding $(n - k)$ syndrome bits, thus achieving a compression ratio $\frac{n}{n - k}$. This approach was only recently used for practical Slepian-Wolf code schemes based on conventional channel codes. If the correlation model between $X$ and $Y$ can be seen as a binary channel, this syndrome concept can be extended to all binary linear codes such as Turbo and LDPC codes.

In a typical transmission system, given an $(n, k)$ systematic linear channel code with the $(n - k) \times n$ parity-check matrix $H$, and using this channel code for error correction, the length-1 input message is transformed into a length-$n$ message $X$ by appending $n - k$ parity bits. The codeword $X$ has now length $n$ and $n - k$ syndrome bits are computed as $s = XH^T$.

We transmit the codeword $X$ and we receive a vector $Y = X + e$, where $e$ is the error vector which indicates the positions where the received vector $Y$ differs from the transmitted one $X$. As it is well known, knowledge of the syndrome $s$ allows to determine the minimum weight $e = g(s)$ such that $Y = X + e$. At the receiver side, if $g(YH^T) = g((X + e)H^T) = g(eH^T)$ is the decoding function based on the syndrome, we can write therefore $e = g(eH^T)$ with probability close to 1 and recover from this the original codeword $X$.

We see now how a similar procedure can be used to code $X$ and recover it from the side-information $Y$ in a distributed coding scenario. A length-$n$ vector $X$ of source symbols is compressed as the $n - k$ bit syndrome $s = XH^T$ of a linear code. The syndrome is sent to the receiver, where the side information $Y$ is available. Suppose the correlation model implies that, to each $n$-length source binary word $X$, corresponds the side-information vector $Y = X + e$, where $e$ is an error vector that can be corrected by the code with probability close to 1. Then, it is possible to reconstruct $X$ with the knowledge of the syndrome $s$ and $Y$. In fact, if $g(\cdot)$ denotes the decoding function based on the syndrome, we can calculate the difference $YH^T - s = (YH^T - XH^T) = (Y - X)H^T = eH^T$, derive $e = g(eH^T)$ and finally determine $X = Y - e$.

In summary, the source messages can be partitioned by means of a linear channel code, in such a way that all the messages with the same syndrome are assigned to the same coset. The messages in the coset are sufficiently far apart, since they are separated, at least, by the minimum distance of the code. The receiver identifies the coset from knowledge of the syndrome. Furthermore, using the side-information, it can discriminate the actual source message, as soon as the differences between the side-information and the source message can be corrected by the code. An alternative partition can be obtained by assigning to the same coset all the messages that generate the same parity bits. This last approach is known to be suboptimal (11) since there is no guarantee that these cosets have the good geometrical properties of the syndrome-based cosets in terms of minimum distance of the elements in each coset.

A practical correlation model that is often assumed between binary $X$ and $Y$ is the binary symmetric model where the correlation between $X$ and $Y$ is modeled by a binary symmetric channel (BSC) with cross-over probability $p$. We know that for this channel $H(X|Y) = H(p) = -p \log_2 p - (1 - p) \log_2 (1 - p)$. Although this model looks simple, the Slepian-Wolf coding problem is not trivial.
Fig. 7. Asymmetric scenario: source coding of $X$ with side information $Y$.

2.4 Wyner-Ziv theorem

The Slepian-Wolf theorem is focused on the case of lossless compression of two correlated sources. The counterpart of this theorem for lossy source coding is the Wyner and Ziv’s theorem on source coding with side information (8). The theorem considers the problem of how many bits are needed to encode $X$ under the constraint that the average distortion between $X$ and the coded version $\tilde{X}$ does not exceed a given distortion level, assuming the side information available at the decoder but not at the encoder (see Fig. 7). In detail, let $(X_i, Y_i)_{i=1}^n$ be a sequence of independent and identically distributed (i.i.d) drawings of a pair of correlated discrete random variables $X$ and $Y$. Let $X$ take values in the set $A_X = \{1, 2, \ldots, A_X\}$. Denote by $X^n$ the blocks of $n$-characters $X_1, X_2, \ldots, X_n$ that are coded into a binary stream of rate $R$, which can in turn be decoded as a sequence $\tilde{X}^n$. The average distortion level is $1/n \sum_{i=1}^n E[d(X_i, \tilde{X}_i)]$, where $d(\cdot, \cdot) \geq 0$, $x \in A_X$, is a pre-assigned distortion measure. Let $R^*(D)$ be the infimum of rates $R$ such that communication is possible at an average distortion level not exceeding $D + \varepsilon$ (with $\varepsilon > 0$ arbitrarily small and with a suitably large $n$) when only the decoder has access to the side information $Y^n$; let $R_{X|Y}(D)$ be the rate-distortion function which results when the encoder as well as the decoder has access to the side information. In (8) it is shown that when $D > 0$ then

$$R^*(D) > R_{X|Y}(D).$$

Therefore, knowledge of the side information at the encoder allows the transmission of $X^n$ at a given distortion level using a smaller transmission rate.

With this theorem, we can notice that a Wyner-Ziv scheme suffers some rate loss when compared to lossy coding of $X$ when the side information $Y$ is available at both the encoder and the decoder. One exception is when $X$ and $Y$ are jointly gaussian and the MSE (Mean Squared Error) distortion measure is used. There is no rate loss with Wyner-Ziv coding in this case, which is of special interest in practice; in fact, as a first approximation, many images and video sources can be modeled as jointly gaussian, and so may be the case for measured values in sensor networks applications.

Finally, it is easy to show that, in case of discrete variables and zero distortion, we obtain the Slepian-Wolf theorem:

$$R^*(0) = R_{X|Y}(0) = H(X|Y).$$

3. State-of-the-art in DSC and DVC

Recently, several schemes based on the Slepian-Wolf (and its continuous variable counterpart – Wyner-Ziv) theorem have been proposed for distributed video coding (DVC). In general, the current implementations consider $X$ as a noisy version of $Y$. Typically, $X$ and $Y$ are constructed...
as the bitplanes of some representation of the source (in the pixel, or transform domain) so that efficient binary codes (like Turbo or LDPC codes) can be used. In particular,

1. one coder transmits information (with a standard coding scheme), from which the decoder can calculate the side-information \( Y \);

2. an independent coder protects \( X \) by means of an error correction code;

3. the independent coder transmits the code syndrome or parity bits to represent \( X \);

4. the receiver, by exploiting the protection properties of the error correction code, recovers \( X \) from its “noisy” version \( Y \) and the code syndrome or parity bits (see Fig. 8).

![Fig. 8. Distributed coding using the parity bits of an efficient Turbo binary code.](image)

This paradigm has been implemented in some practical schemes presented in the literature. In (12), Pradhan and Ramchandran presented a syndrome-based framework that employs trellis-coded quantization and trellis channel codes, successively extended to a video coding system called PRISM (13). The idea is to consider every video frame as a different source; DSC allows the encoding of the frames without performing motion estimation at the encoder, with performance similar to a standard video coder that exploits the temporal correlation between consecutive frames. Hence, this scheme requires a light encoder and a complex decoder. Other works are based on channel codes such as Turbo Codes and LDPC codes (14; 15). In particular, in (14) Aaron et al. apply a Wyner-Ziv coding to the pixel values of a video sequence. The reference scheme of (14), with two separate coders and a joint decoder, assumes that the video sequence is divided into Key frames (i.e., the even frames of the sequence), and Wyner-Ziv (WZ) frames (the odd frames). One coder codes the Key frames without knowledge of the WZ frames and sends them to the decoder. The decoder computes a prediction of the WZ frames that will be used as side information in the distributed coding paradigm. Such an approach is extended to the transform domain in (15). The DCT transform enables the coder to exploit the statistical dependencies within a frame, and so better rate-distortion performance can be achieved. In general, LDPC codes show some performance advantage with respect to Turbo codes. More recently, in (24) a probability updating technique (PUT) to enhance the Turbo coding performance in the context of Wyner-Ziv video coding has been presented.

The algorithms to generate the side information at the decoder influence significantly the rate-distortion performance of the Wyner-Ziv video coding schemes. The techniques described in (28; 29) were selected for the DISCOVER mono-view codec (21). The architecture of this codec is based on the scheme proposed in (15) but many improvements have been added in order to enhance the performance of the basic building blocks. However, as in the original scheme, a feedback channel is still used to request more parity bits until the decoder reconstruction is successful. An improved side information generation method using field coding has been also proposed in (23). WZ frames are divided into the top and bottom fields.
as the field coding of a conventional video codec. Top fields are coded with the generation method presented in (28) and bottom fields are reconstructed using the information of the already decoded top fields. Hash-based motion estimation approaches have been presented in (26; 27). In these schemes additional bits are sent by the WZ encoder to aid the decoder in estimating the motion and generate the side information.

Other possible schemes have been presented in the literature. In (16) the pixels of a frame are divided into two sub frames: the key sub frame, consisting of the odd vertical pixel lines, is conventionally encoded and it is used at the decoder to compute the side information that will be used to reconstruct the Wyner-Ziv sub frame (the even vertical pixel lines of the original frame). In (17) Tagliasacchi et al. propose another WZ sub frame coding. The WZ frames are split in two parts: the first part is decoded using the side information only (obtained from the Key frames). The second part is instead decoded using the side information and the previously decoded WZ sub frame.

Wavelet based coding schemes have the potential advantage to naturally allow multiresolution and embedded coding. A wavelet domain DVC scheme has been proposed in (30). A pair of lattice vector quantizers (LVQ) is used to subtract the dependence between wavelets coefficients. The Authors extend the motion compensation refinement concept of pixel domain to wavelet domain and propose a new search strategy for vector reconstruction. In (31), a wavelet domain DVC scheme based on the zero-tree entropy (ZTE) coding is then presented. The wavelet coefficients are quantized using scalar quantization and reorganized in terms of the zero-tree structure. Only the significant coefficients are encoded with a Turbo coder and the punctured parity bit are transmitted. In (32), the Authors exploit the multiresolution properties of the wavelet decomposition to refine motion estimation at the receiver, in order to improve the quality of the side information.

In (18) a scalable video coding scheme is proposed, which performs the DSC between the base and the enhancement layer. In (19), instead, the DSC principles are applied to hyperspectral images. A technique for Wyner-Ziv coding on multispectral images based on a set theory is investigated in (20). Recent advances in multi-view distributed video coding have been also reported in (25).

4. Wavelet-based video coding schemes

In this section we present and compare different Distributed Video Coding (DVC) schemes based on the use of the wavelet transform, which naturally allows for spatial and other forms of scalability. The results presented here summarize the content of (1–4).

The video frames are separated into Key frames, i.e., the ones that are coded using standard techniques and sent to the receiver, and Wyner-Ziv (WZ) frames, which are coded using the distributed coding paradigm. For the results we present below, the Key frames are the even frames of the sequence, while the WZ frames are the odd ones, as in (14).

Two scenarios have been considered (see Fig. 10). In the first, the WZ frames are encoded independently of the Key frames, and the Key frames are encoded and decoded using a conventional intraframe codec. This is the original framework considered for Wyner-Ziv coding, e.g., in (14; 15). In the second scenario, all frames (Key frames and WZ frames) are available at the encoder. This scenario is interesting for the design of a low-complexity video coder, with no motion compensation, and where half of the frames (the WZ frames) are coded using distributed source coding techniques. This framework is considered, for example, in (33).
The reference scheme, which we describe below, is an extension of the one considered in (15), and operates in the wavelet domain, according to the scheme of Fig. 9.

### 4.1 Wyner-Ziv wavelet domain scheme

This scheme operates on the Wavelet Transform of the WZ frames. A three level, ten band wavelet transform is considered for QCIF sequences (see Fig. 11.a). At the encoder, the wavelet transform coefficients are grouped together to form coefficient subbands. Each subband is then quantized using a midtread uniform quantizer where the quantization step is set to be equal for all the subbands (this is the optimal solution for orthogonal transforms). Bits are assigned according to a modified sign/module labeling procedure (4). For each subband, the bitplanes are then independently coded using a Rate Compatible Punctured Turbo (RCPT) coder. Using different puncturing schemes, it is possible to send incremental subsets of parity bits, thus allowing to vary the protection offered by the coder to the bitstream.

At the decoder, the side information is generated from the Key frames using temporal interpolation based on Motion Compensated (MC) interpolation with symmetric motion vectors (34). The purpose of this procedure is to reconstruct at the receiver a good approximation of each WZ frame, which will be used by the decoder as side information. The parity bits sent by the encoder are used to recover the bitplanes of the wavelet transform of the WZ frames from those of the side-information.
This scheme uses a feedback channel, and to allow the decoder to request additional parity bits until correct decoding is possible, we consider the transmission of a 16 bit CRC code for each bitplane. If the transmitted CRC does not match with the decoded bitplane, the decoder requests additional parity bits from the encoder buffer until the reconstructed bitplane matches the CRC and the decoding is declared to be successful. As in (15), the iterative turbo decoder uses information about already decoded bitplanes to improve a-priori knowledge while decoding the next bitplane. Moreover, since the WZ frames are typically quantized more coarsely than the Key frames, the decoder implements a Maximum Likelihood reconstruction strategy, where the WZ wavelet coefficient is reconstructed as the value in the quantization interval, determined on the basis of the WZ decoded bitplanes, which is closest to the value of the side-information. The scheme considered in this section has performance similar to the one of (15), with the possible advantage that the use of the wavelet transform naturally allows for various forms of scalability.

4.2 Hybrid wavelet domain Wyner-ziv scheme with rate estimation

One of the drawbacks of the scheme described above, is that it requires a feedback channel to request additional parity bits, until successfully decoding is achieved (with a residual decoding error probability if the CRC fails). The use of the feedback channel may not be possible in certain applications, e.g., interactive applications, live streaming or multicast transmission, because of the excessive delay that is introduced by the procedure.

\[
\begin{align*}
X_k &= Y_k + e \quad \text{where} \\
Y_k &\text{ and } e &\text{are independent random variables, and } e &\text{has a Laplacian distribution, i.e., } \epsilon \\
&\text{has a probability density function} \\
f_{\epsilon}(a) &= \frac{\alpha}{2} e^{-\alpha |a|}. \\
&\text{(5)}
\end{align*}
\]

Fig. 11. (a) The 3-level wavelet transform; (b) bitrate prediction using the statistical models.

Here we present a scheme that does not use a feedback channel, and includes a procedure to estimate the required bitrate for WZ frames at the encoder. Since the decoder cannot make requests to the WZ encoder, it is necessary that the latter estimates the required parity bits for each wavelet coefficient bitplane.

In particular, we propose that the WZ wavelet coefficients in each subband are related to those of the corresponding side information according to the model \( X = Y + e \), where \( Y \) and \( e \) are independent random variables, and \( e \) has a Laplacian distribution, i.e., \( e \) has a probability density function

\[
f_{\epsilon}(a) = \frac{\alpha}{2} e^{-\alpha |a|}. 
\]

\[
&\text{where} \\
Y_k &\text{ and } e &\text{are independent random variables, and } e &\text{has a Laplacian distribution, i.e., } \epsilon \\
&\text{has a probability density function} \\
f_{\epsilon}(a) &= \frac{\alpha}{2} e^{-\alpha |a|}. \\
&\text{(5)}
\]
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Let us denote with $x_k$ the $k$-th bitplane of $X$, with $x_1$ being the most significant bit. We show in (4) that, as suggested by the Slepian-Wolf theorem, the conditional entropy

$$H(x_k|x_{k-1}, \ldots, x_1, Y)$$

provides a good estimate of the required WZ bitrate for the bitplanes of coefficients belonging to the lower resolution subbands (in particular, subbands 0-6 in Fig. 11.a). Note that $H(x_k|x_{k-1}, \ldots, x_1, Y)$ can be computed at the encoder using the model $X = Y + e$, by estimating $a$ in Eq. (5) based on an approximation $\bar{Y}$ of the side-information that will be constructed at the receiver.

In particular, in the first scenario (see Fig. 10), the Key frames are not available at the encoder. Therefore, we compute the average of the WZ frames closest to the current frame, and approximate the side information as the wavelet coefficients $\bar{Y}$ of this average. In the second scenario, $\bar{Y}$ is the wavelet coefficient of the average of the Key frames closest to the current frame. The two scenarios differ only for the side information $\bar{Y}$ which is constructed at the transmitter for rate estimation.

We show in (4) that the entropy $H(p)$ corresponding to the bitplane crossover probability $p = P[x_k \neq y_k] (1; 35; 36)$ also provides an acceptable estimate of the required bitrate, with $H(p)$ assuming a more conservative larger value. Note that, if one assumes the binary symmetric channel model $x_k = y_k + q_k$, where $q_k$ is independent on $y_k$, $P[q_k = 1] = p$, and the sum is modulo 2, we have $H(p) = H(x_k|y_k)$. This is consistent with Eq. (6), where dependence from WZ and side information bitplanes, other than the current bitplane, is neglected. Entropy $H(x_k|y_k)$ or probability $p$ can be computed from $x_k$, which is known at the encoder, and $y_k$, calculated from an approximation $\bar{Y}$ of the side information.

For high resolution subbands (subbands 7-9 in Fig. 11.a), the models tend to underestimate the required bitrate thus leading to incorrect decoding. Therefore, a hybrid procedure where the quantized high resolution subbands are entropy coded using low-complexity intra-coding is proposed. For the lower resolution subband, $H(p)$ of the bitplane crossover probability $p = P[x_k \neq y_k] (1; 35; 36)$ is used as the estimate. As an example, Fig. 11.b shows the required bits for each bitplane of all wavelet subbands for one frame of the QCIF sequence Teeny, quantized with a quantization step $\Delta = 32$. The vertical lines and the index from 0 to 9 separate the bitplanes of different subbands. In the figure $H(p)$, the entropy and the bitrate actually requested via the feedback channel are shown.

### 4.3 DVC via modulo reduction

In (1; 4) we propose an alternative procedure for DVC that does not use Turbo codes and does not require feedback from the receiver. As seen in Fig. 12, it comprises three steps: 1) reduction modulo $M$ of the unquantized original wavelet coefficient $X$ to obtain the reduced variable $\bar{X} = \Phi_M(X) \triangleq X \mod M$ (see Fig. 13); 2) lossy coding of $\bar{X}$. The reduced coefficients can be compressed by means of an efficient wavelet coder. In our implementation we use the low complexity coder presented in (37), but other choices are possible; 3) at the receiver, maximum likelihood (ML) decoding of $X$ from quantized $\bar{X}$ and side information $Y$. As before, the side information $\bar{Y}$ is generated by temporal interpolation based on Motion Compensated (MC) interpolation with symmetric motion vectors (34). In (4) it is discussed how to choose $M$ to guarantee the recovery of $X$, after detailing the reconstruction procedure. The idea behind this scheme can be understood with the help of Fig. 13. The original coefficient $X$ is reduced modulo $M$ to obtain $\bar{X}$, thus producing values in $[-M/2, M/2]$. 
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Fig. 12. The proposed scheme with the Evaluation block.

Fig. 13. Construction of the reduced variable $X$, and examples of the reconstruction rule at the receiver.
The reduced range values $\bar{X}$ can therefore be quantized and coded more efficiently than the original coefficients. Knowledge of the quantized $\bar{X}$ value $\bar{X}_Q$ at the receiver, allows to conclude that the original $X$ belongs to the set $I_Q + nM$, $n \in \mathbb{Z}$, given by the translations of the correct quantization interval for $X$. Finally, one selects $n$ so that the reconstructed $X$ belongs to the set $I_Q + nM$ and is closest to the side-information $Y$ at the receiver.

It is worth giving the rationale behind this scheme by comparing it with a syndrome-based Wyner-Ziv scheme. In a WZ scheme, instead of transmitting each bitplane of $X$, we transmit a **syndrome** which allows the receiver to deduce that the encoded binary word belongs to a coset; similarly, in the proposed scheme, from the knowledge of $\bar{X}$ one can deduce that $X$ belongs to the coset $\Phi_{M^{-1}}(\bar{X}) = \{\bar{X} + nM; n \in \mathbb{Z}\}$ (see Fig. 13; we neglect here the effect of quantization). The reduced value $\bar{X}$ can be interpreted as an analog syndrome of $X$. At the receiver, ML reconstruction estimates $X$ by choosing the element of $\Phi_{M^{-1}}(\bar{X})$ that is closest to the side information $Y$. Disregarding quantization, it is clear that no error occurs if $|X - \bar{Y}| < M/2$.

In the usual syndrome-based Wyner-Ziv paradigm, the number of bits of the syndrome must be large enough to allow for the correction of all the “flipped” bits in the bitplanes of $X$ and of the side information. If the syndrome length is not sufficient, $X$ is recovered with an error; similarly, in the proposed scheme, the value of $M$ is chosen large enough to grant for the reconstruction, and if the value of $M$ is underestimated, errors will occur. The major difference between this scheme and a classical WZ scheme is that having an analog syndrome allows us to move the quantizer after the syndrome computation and use any lossy scheme to encode the reduced values.

### 4.4 Experimental results for wavetet-based DVC

To have an idea of the performance which can be obtained with DVC schemes, we report here some experiments with the wavelet-based schemes considered above. Further experiments and details can be found in (4).

We consider 299 frames of the QCIF Foreman sequence, and 73 frames of the QCIF Teeny sequence, coded at 30 frames/s. Only the performance relative to the luminance component of the WZ frames (i.e., the even frames) is considered. The Key frames (i.e., odd frames) are compressed at the encoder with the H.264/AVC standard coder. We set a quantization parameter $QP$ in order to have an average PSNR, for the Key frames, of about 33 dB.

The Turbo code is a Rate Compatible Turbo Punctured (RCPT) code with a puncturing period equal to 33 (15). The Wavelet transform is computed by using the well known 9/7 biorthogonal Daubechies filters, using a three level pyramid. As mentioned before, the difference between the two considered scenarios determines how the approximation $\bar{Y}$ is calculated at the transmitter. To this respect, we recall that motion compensation is used at the receiver only. We consider the results relative to the use of the reference scheme presented in Section 4.1 (WD WZ), the scheme with rate estimation described in Section 4.2 (WD WZ RE), and the scheme using modulo reduction of Section 4.3 (MR). We also report the results relative to a simple scheme where the WZ frames are intra-coded, but the actual reconstruction is computed as the $X$ value that belongs to the coded quantization interval and is closest to the side-information $Y$ at the receiver (MLJD in the figures). We consider also a scheme where the WZ schemes are intra-coded (IC), and, for scenario 2, a scheme where the frame difference between consecutive frames is intra-coded. Finally, we also report the performance
Fig. 14. (a) Rate-PSNR performance for the Foreman sequence (scenario 2), the Key frames are compressed using a QP = 35. (b) Rate-PSNR performance for the Foreman sequence (scenario 1), the Key frames are not available at the encoder and they are compressed using a QP = 35.

Fig. 15. Rate-PSNR performance for the Teeny sequence (scenario 2), the Key frames are compressed using a QP = 5.

of a standard H.264 video coder with inter-frame coding. In this case, the WZ frames are encoded as B frames (predicted from the previous and next frame with motion compensation). As we can see from the figures, for scenario 2, intra coding of the difference $X - X_{AV}$ with joint decoding performs much better than the other schemes. As mentioned, the intra coder can be implemented in this case with low complexity (37), with a clear performance advantage with respect to the DVC schemes considered in this paper and in related papers in the literature. However, note that this scheme can not be used in scenario 1. Among the other schemes, the WZ Wavelet Domain scheme with feedback from the receiver has the best performance at some bit-rates, while we notice some performance loss when the rate is estimated at the
encoder. The modulo reduction scheme has comparable or better performance, with a slight advantage (around 0.3 dB) over the MLJD scheme. In Fig. 15, one can notice that, for the high motion video sequence *Teeny*, the performance of the DVC schemes based on channel codes degrades. In all cases, the performance loss with respect to H.264 in inter-mode is significant.

5. Robust transmission of video using an auxiliary DVC stream

As another application of the Distributed Coding paradigm, we summarize in this section the results presented in (2). In particular, we consider the problem of protecting a video stream from data losses, that may be caused by transmission errors. Error protection is achieved by producing an auxiliary redundant stream encoded according to the Wyner-Ziv (WZ) video coding paradigm. This auxiliary scheme can protect a primary stream encoded with any motion-compensated predictive codec.

Along similar lines as those described in the previous sections, the proposed scheme works in the transform domain, and protects the most significant bitplanes of the Discrete Cosine Transform (DCT) coefficients. It uses LDPC codes to compute the syndrome bits of the auxiliary stream.

At the receiver side, the primary stream is decoded and motion-compensated error concealment is applied, in order to do partial recovery of the transmission errors. The concealed reconstructed frame is used as side information by the Wyner-Ziv decoder, which performs LDPC decoding based on the received syndrome bits. The prior information that can be obtained at the decoder, based on the observed error pattern, can be also used to efficiently help LDPC decoding.

One key point of the proposed procedure is that, in order to allocate the appropriate number of syndrome bits, one has to define an appropriate model relating $X$ and $Y$ and, in particular, one has to estimate the variance of their difference, as it was done, in a different context, in the procedure described in Section 4.2. To this purpose, a modified version of the ROPE algorithm (Recursive Optimal per-Pixel Estimate of end-to-end distortion) (38), that works in the DCT domain, is introduced. The proposed EDDD algorithm (Expected Distortion of Decoded DCT coefficients) provides an estimate of the channel induced distortion for each frame and DCT subband. This information is then used to determine the model parameters and estimate the number of syndrome bits to be produced by the Wyner-Ziv encoder.

The proposed scheme was compared with one where Forward Error Correction (FEC) codes are used. The FEC scheme adopts $(N,K)$ Reed-Solomon channel codes. Moreover, the scheme was also compared to the use of the intra-macroblock refresh procedure, which is a non-normative tool in the standard H.264/AVC which increases the robustness to transmission errors (39). Experimental results (see Fig. 16) show that the proposed scheme has comparable or better performance, especially at high packet loss probability, than a scheme using FEC codes. One possible advantage of the proposed solution, is that it naturally allows for rate adaptivity and unequal error protection (UEP) achieved at the frame, DCT band and bitplane granularity.

In addition, the proposed scheme outperforms the intra-macroblock refresh procedure. Note that the latter requires to be applied either at encoding time, or to transcode a pre-encoded bitstream to perform mode switching. Conversely, in the proposed scheme, one can deal with a pre-encoded sequence and simply add Wyner-Ziv bits for protection, maintaining the original bitstream unaltered.
6. Conclusions

In this chapter, we presented the main concepts relative to Distributed Source Coding (DSC), and presented its application to video coding (DVC) and to error protection for video transmission. Although distributed coding is a well known result in Information Theory, its practical implementation, in particular for video coding, is rather recent. DVC is particularly attractive because it can simplify the video compression algorithm, which, as seen, becomes in principle a channel coding procedure. This allows to shift the complexity from the encoder to the decoder, which now has to compute the side-information, typically using a costly motion compensation procedure. Moreover, since decoding exploits a statistical, rather than deterministic, dependence between the source and the side information, it is possible that the decoding process is tolerant to errors and more robust than in a conventional decoder. This makes DVC an interesting option for emerging applications where geographically separated sources capture correlated video.

Experiments show, however, that some conventional techniques (e.g., intra coding with joint decoding and intra coding of the difference between the current frame and the one obtained by averaging the closest Key frames), which do not or partially use the distributed coding paradigm, can have comparable or better performance than the considered DVC schemes, at least for some sequences and bit-rates. In addition, an H.264 interframe coding has significantly better performance than the considered DVC schemes. However, DVC can have a role in some applications, especially when a good quality side information can be constructed at the decoder.
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Information has become one of the most valuable assets in the modern era. Within the last 5-10 years, the demand for multimedia applications has increased enormously. Like many other recent developments, the materialization of image and video encoding is due to the contribution from major areas like good network access, good amount of fast processors e.t.c. Many standardization procedures were carried out for the development of image and video coding. The advancement of computer storage technology continues at a rapid pace as a means of reducing storage requirements of an image and video as most situation warrants. Thus, the science of digital video compression/coding has emerged. This storage capacity seems to be more impressive when it is realized that the intent is to deliver very high quality video to the end user with as few visible artifacts as possible. Current methods of video compression such as Moving Pictures Experts Group (MPEG) standard provide good performance in terms of retaining video quality while reducing the storage requirements. Many books are available for video coding fundamentals. This book is the research outcome of various Researchers and Professors who have contributed a might in this field. This book suits researchers doing their research in the area of video coding. The understanding of fundamentals of video coding is essential for the reader before reading this book. The book revolves around three different challenges namely (i) Coding strategies (coding efficiency and computational complexity), (ii) Video compression and (iii) Error resilience. The complete efficient video system depends upon source coding, proper inter and intra frame coding, emerging newer transform, quantization techniques and proper error concealment. The book gives the solution of all the challenges and is available in different sections.
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