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1. Introduction

To study the behaviour of nuclear power plants, sophisticated and complex computer codes are needed. Before the computer codes are used for safety evaluations they have first to be validated. The assessment process of system codes involves the comparison of code results against experimental data and measured plant data. The accuracy of the code is the capability of the code to correctly predict the physical behaviour. Therefore the evaluation of accuracy coincides with code validation. In the past a few methods to quantify the code accuracy of thermal-hydraulic system codes have been proposed. Among the proposed methods, the approach using the fast Fourier transform has been proposed as one of the most effective approaches in 1990s (Ambrosini et al., 1990; D’Auria et al., 1994). The fast Fourier transform based method (FFTBM) shows the measurement-prediction discrepancies, i.e. the accuracy quantification, in the frequency domain. From the amplitudes of the component frequencies, the average amplitude (AA) is calculated. AA sums the difference between experimental and calculated signal discrete Fourier transform amplitudes at each frequency. To get a dimensionless accuracy measure, the sum of the amplitudes of the experimental signal is used for normalization. The closer the non-dimensional AA value is to zero, the better the agreement between the calculated results and the experimental measurements is judged. However, some problems involved in FFTBM, such as proper selection of time windows, weighting factors, number of discrete data used, consistency of the method in all cases and time dependent accuracy, still remain open and partly limit its application, especially those requiring a consistent accuracy judgement. For example, in early applications of FFTBM problems in evaluating signals, where experimental or error signal has the shape similar to triangle (i.e. first increases and then decreases), the accuracy value regularly overshoots at triangle peak, stabilising at lower value when discrepancy decease (Mavko et al. 1997). Not being aware about the reasons of such or some other strange behaviour, the FFTBM method has been also criticized. In general it is required that at any time into the transient the accuracy measure should remember the previous history. But on the other hand, the original FFTBM method has been effectively applied in obtaining information on code accuracy by several researchers in the literature.

More recently, an automated code assessment program (ACAP) has been developed to provide a quantitative comparison between nuclear reactor system code results and...
experimental measurements (Kunz et al., 2002). For the time record data the original FFTBM accuracy measure was modified and a new continuous wavelet transformation accuracy measure was included among several other accuracy measures developed for timing of events tables, scatter plots and steady state data. Unfortunately, the ACAP tool was developed for single variable comparison only. Besides, not many measures were effective in evaluating time record data. This means that the original FFTBM remained in use. In 2002, the review of important applications was done (Prošek et al., 2002). Much of the work was performed mostly in the application domain. The comparisons between the experimental data and calculated results were done for different transients and accidents on different experimental facilities. The first large FFTBM application was to the international standard problem no. 27 (ISP-27) in which primary system thermal-hydraulic system codes were used (D’Auria et al., 1994) to the BETHSY facility simulating the French pressurized water reactor. The maturity was shown in that the method was sensible in highlighting the differences between pre- and post-test calculations for the same user, normally originating by an ad-hoc code tuning operated in post-test analyses and by the code use at the international level. The first application of FFTBM to containment code calculations was to ISP-35 performed on the NUPEC facility (D’Auria et al., 1995). The need for potential further efforts to refine the weighting factors was expressed. The application to ISP-39 performed on the FARO facility (D’Auria & Galassi, 1997) was the first application of FFTBM to severe accidents. The application confirmed the capabilities of the FFTBM method only in ranking generic calculation results. The application to ISP-42 performed on the PANDA facility (Aksan et al., 2001) showed that ten variables were not enough to completely characterize the transient. Finally, the application of FFTBM to the ISP-13 exercise, post-test calculations of the LOFT L2-5 test was performed in the frame of the BEMUSE program (OECD/NEA, 2006). The original FFTBM approach was used in this application. The numerous applications showed that there are some deficiencies of the original FFTBM, which were resolved in the proposed improved FFTBM.

In this Chapter, we first describe the original FFTBM approach. Then the time dependent accuracy measures are introduced. By calculating the time dependent accuracy it can be answered, which discrepancy contributes and how much is its contribution to the inaccuracy. Then, the index for time shift indication is proposed. The application of the time dependent accuracy showed that the original FFTBM gave an unrealistic judgment of the accuracy for monotonically increasing or decreasing functions, causing problems in FFTBM results interpretation. This problem was hidden in the past when FFTBM was applied only to a few time windows and/or intervals. It was found out that the reason for such an unrealistic calculated accuracy of increasing/decreasing signals is the edge between the first and last data point of the investigated signal, when the signal is periodically extended. Namely, if the values of the first and last data point of the investigated signal differ, then there are discontinuities present in the periodically extended signal seen by the discrete Fourier transform, which views the finite domain signal as an infinite periodic signal. The discontinuities give several harmonic components in the frequency domain, thus increasing the sum of the amplitudes, on which FFTBM is based, and by this influencing the accuracy. The influence of the edge due to the periodically extended signal is for clarity reasons called edge effect. It should be noted that the signal may include several other rising and falling edges, which influences are not considered as edge effect in this chapter. The quantitative contribution of the edge effect on the accuracy may be very unpredictable and can
overshadow the contribution of the discrepancies of the compared functions on the accuracy. Therefore it is proposed how to resolve the problem of the edge effect on a unique way by signal mirroring.

In order to demonstrate its application, the proposed improved FFTBM by signal mirroring is tested to show that it gives a realistic and consistent judgment of the accuracy also for monotonically increasing or decreasing functions, and for all other signals influenced by the edge effect. The results obtained with FFTBM results were compared to results obtained with ACAP. At the end general recommendations for applying FFTBM are given.

2. Original FFTBM description

The methodology of the code-accuracy assessment consists of three steps: a) selection of the test case (experimental or plant measured data to compare), b) qualitative analysis, and c) quantitative analysis. The qualitative analysis is a prerequisite to perform the quantitative analysis. The qualitative analysis, including visual observation of plots, is done by evaluating and ranking the discrepancies between the measured and calculated variable trends. The quantitative analysis (applying FFTBM) is meaningless unless all the important phenomena are predicted.

The original FFTBM is a method (Ambrosini et al., 1990), which shows the measurement-prediction discrepancies in the frequency domain. The method purpose is to quantify the accuracy of code calculations based on the amplitudes of the discrete experimental and error signal calculated by the fast Fourier transform (FFT). On the other hand, the digital computers can only work with information that is discrete and finite in length and there is no version of the Fourier transform that uses finite length signals (Smith, 1999). The way around this is to make the finite data look like an infinite length signal. This is done by imagining that the signal has an infinite number of samples on the left and right of the actual points. The imagined samples can be a duplication of the actual data points. In this case, the signal looks discrete and periodic. This calls for the discrete Fourier transform (DFT) to be used. There are several ways to calculate DFT. One method is FFT. While it produces the same results as the other approaches, it is incredibly more efficient. The key point to understand the FFTBM is that the periodicity is invoked in order to be able to use a mathematical tool, i.e., the DFT. Therefore, the periodic nature of DFT is explained first before the accuracy measures used in FFTBM are described.

2.1 Periodic nature of discrete Fourier transform

The discrete Fourier transform views both, the time domain and the frequency domain, as periodic (Smith, 1999). The signals used for comparison are not periodic. Nevertheless, the user must conform to the DFT’s view of the world. Figure 1 shows two different interpretations of the time domain signal. In the upper part of Fig. 1 the time domain is viewed as N points. This represents how digital signals are typically acquired in experiments and code calculations. For instance, these 64 samples might have been acquired by sampling some parameters at regular intervals of time. Sample 0 is distinct and separate from sample 63 because they were acquired at different times. The samples on the left side are not related to the samples on the right.

As shown in the lower part of Fig. 1, the DFT views these 64 points to be a single period of an infinitely long periodic signal. This means that the left side of the signal is connected to the right side of a duplicate signal, and vice versa. The most serious consequence of time
domain periodicity is the occurrence of the edge. When the signal spectrum is calculated with DFT, the edge is taken into account, despite the fact that the edge has no physical meaning for comparison, since it was introduced artificially by the applied numerical method. It is known that the edge produces a variegated spectrum of frequencies due to the discontinuity of the edge. These frequencies originating from the artificially introduced edge may overshadow the frequency spectrum of the investigated signal.

![Figure 1. Periodicity of the DFT's time domain original signal. The time domain can be viewed as N samples in length, shown in the upper part of the figure, or as an infinitely long periodic signal, shown in the lower part of the figure.]

2.2 Average amplitude

For the calculation of measurement-prediction discrepancies the experimental signal $F_{\text{exp}}(t)$ and the error signal $\Delta F(t)$ are needed. The error signal in the time domain is defined as $\Delta F(t) = F_{\text{cal}}(t) - F_{\text{exp}}(t)$ where $F_{\text{cal}}(t)$ is the calculated signal. The code accuracy quantification for an individual calculated variable is based on the amplitudes of the discrete experimental and error signal obtained by FFT at frequencies $f_n$, where $n = 0, 1, \ldots, 2^m$ and $m$ is the exponent defining the number of points $N = 2^{m-1}$. The average amplitude $A_A$ is defined:

$$A_A = \frac{\sum_{n=0}^{2^m} |\Delta F(f_n)|}{\sum_{n=0}^{2^m} |F_{\text{exp}}(f_n)|},$$

(1)
where $|\Delta F(f_s)|$ is the error signal amplitude at frequency $f_s$ and $|F_{exp}(f_s)|$ is the experimental signal amplitude at frequency $f_s$. The AA factor can be considered a sort of average fractional error and the closer the AA value is to zero, the more accurate is the result. Typical values of AA are from 0 to 1.

### 2.3 Total average amplitude

The overall picture of the accuracy for a given code calculation is obtained by defining average performance index, that is the $\text{AA}_{\text{tot}}$ (total average amplitude or total accuracy)

$$\text{AA}_{\text{tot}} = \frac{1}{N_{\text{var}}} \sum_{i=1}^{N_{\text{var}}} (\text{AA}_i) \cdot (w_i)$$  \hspace{1cm} (2)

with

$$\sum_{i=1}^{N_{\text{var}}} (w_i) = 1$$  \hspace{1cm} (3)

where $N_{\text{var}}$ is the number of the variables analyzed (typically from 20 to 25), and $(\text{AA}_i)$ and $(w_i)$ are the average amplitude and the weighting factor for the $i$-th analyzed variable, respectively. Each $(w_i)$ accounts for the experimental accuracy, the safety relevance of particular variables and its relevance with respect to the primary pressure. The weights must remain unchanged during each comparison between code results and experimental data concerning the same class of a transient (for more information on weighting factors see D’Auria et al., 1994). The acceptability factor for $\text{AA}_{\text{tot}}$ was set to 0.4 and for primary system pressure to 0.1.

### 3. Time dependent accuracy

As mentioned in Section 2, the FFTBM methodology requires the qualitative assessment and the subdivision of the transient into phenomenological windows. Normally, the accuracy analysis is performed for time windows and time intervals, where each phenomenological window represents one time window, while time intervals start at the beginning of the transient and end at each phenomenological window end time. Instead of a few phenomenological windows a series of narrow windows (phases) is proposed (around 40 windows / intervals for a transient). This gives the possibility to check the accuracy of each part of the transient and to get time dependency of accuracy measures. In the quantitative assessment with 3 to 5 phenomenological windows only global trends were available. In the present analysis by the term moving time window a set of equidistant narrow time windows as we progress into the transient is meant (like a moving chart strip). By the term increasing time interval a set of time intervals each increased for the duration of one narrow time window is meant, where the last time interval is equal to the whole transient duration time. The moving time window shows instantaneous details of $\Delta F(t)$ and consequently cannot draw an overall judgement about the accuracy, but focuses the analysis only on instantaneous discrepancies. An integral approach is needed to draw an overall judgement about accuracy and this is achieved by increasing the time interval, what also
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shows how the accuracy changes with time progression. From these time dependant accuracy measures it can be easily seen when the largest total discrepancy occurs and what is its influence on the total accuracy. They also show how the transient duration selected for the analysis influences the results.

In Fig. 2 are shown the results for the three different participants using different computer codes for the standard problem exercise no. 4 (SPE-4) (Szabados et al., 2009), simulating the small-break loss of coolant accident on the PMK-2 facility.

![Graphs and diagrams showing calculated and experimental signals, difference signals, total accuracy trend, and time dependent total accuracy.](#)

Fig. 2. Results for SPE-4 test calculations of rod surface temperature

The PMK-2 facility is the first integral type facility for VVER-440/213 plants. In the study by Szabados et al., 2009 the results for the signals are plotted (see Fig. 2(a) and the accuracy for five selected time windows is given (see Fig. 2(c)). Figure 2(b) shows the difference signals, which are used for the AA calculation beside the experimental signal used for the normalization. Finally, Fig. 2(d) shows the AA calculated for increasing time intervals (each time 10 s), thus obtaining time dependent AA. When comparing Figs. 2(c) and 2(d) the contribution of discrepancies is better evident from Fig. 2(d). Also it can be seen how the accuracy overshoots due to edge effects, later stabilizing at some lower value.
4. Index for time shift detection

It should be noted that the AA accuracy measure (Equation 1) is not obtained by comparing the experimental and calculated magnitude spectra, but by calculating the magnitude spectrum of the difference signal. Nevertheless, due to the Fourier transform properties the magnitude spectrum of the difference signal can also be obtained by adding the experimental and calculated signal magnitude spectra (actually subtraction); they must be converted into a rectangular notation, added, and then reconverted back to a polar form.

When the spectra are in a polar form, they cannot be added by simply adding the magnitudes and phases. The error function amplitude spectrum $|\Delta F(f_n)|$ can be expressed as:

$$
|\Delta F(f_n)| = |\vec{F}_{exp}(f_n) - \vec{F}_{cal}(f_n)| = 
\sqrt{\left(\text{Re}(\vec{F}_{exp}(f_n) - \vec{F}_{cal}(f_n))\right)^2 + \left(\text{Im}(\vec{F}_{exp}(f_n) - \vec{F}_{cal}(f_n))\right)^2} = \sqrt{M_1^2 + M_2^2 - 2M_1M_2\cos(\phi_1 - \phi_2)} + \sin(\phi_1 - \phi_2),
$$

where $\vec{F}_{exp} = M_1 \cos(\phi_1 + iM_1 \sin(\phi_1)$ and $\vec{F}_{cal} = M_2 \cos(\phi_2 + iM_2 \sin(\phi_2)$ (rectangular form).

This example shows that to calculate the difference magnitude spectrum we need both the magnitude and the phase of the experimental and calculated spectra. Information about the shape of the time domain signal is contained in the magnitude and in the phase. In other words, comparing the shapes of the time domain signals is done through calculating the difference signal magnitude spectrum. At the time of the development of the original FFTBM (Ambrosini et al., 1990) it was mentioned that a possible improvement of the method could involve “the development of the procedure taking into account the information represented by the phase spectrum of the Fast Fourier Transform in the evaluation of accuracy”. As we can see from Equation 4, the difference signal magnitude inherently includes the magnitude and the phase of the experimental and calculated signal. The finding that both, the magnitude and the phase of the experimental and calculated frequency spectra are contained in AA by making the Fourier transform of the difference signals is very important as this gives the possibility to compare the shapes of the signals. The authors agree with Smith et al., 1999 that it is difficult to imagine which information is contained in the phase spectrum of the difference signal, since the experimental and calculated phase cannot be simply added. Therefore, to the authors’ opinion the difference signal phase information is not applicable for the comparison of two signals. In the following, AA will be referred to as $AA^{M\phi}$, since it contains the magnitude M and phase $\phi$ information.

The original FFTBM package allows time shifting of data trends to analyze separately the effects of delayed or anticipated code predictions concerning some particular phenomena or systems interventions. It is a Fourier transform property that a shift in the time domain corresponds to a change in the phase. This property was used to identify the signals which differ in the time shift. Namely, the magnitudes of such signals are the same and only their phases are different. Therefore, the following expression, not taking into account the phase, is proposed (Prošek & Leskovar, 2009):

$$
\text{www.intechopen.com}
$$
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\[ A A^M = \frac{\sum_{n=a}^{2^n} |\tilde{F}_{\text{re}(f_n)}| - |\tilde{F}_{\text{im}(f_n)}|}{\sum_{n=a}^{2^n} |\tilde{F}_{\text{re}(f_n)}|}, \]  

(5)

where:

\[ |\tilde{F}_{\text{re}(f_n)}|, |\tilde{F}_{\text{im}(f_n)}| \]

\[ = \left( \left( \text{Re}(\tilde{F}_{\text{re}(f_n)}) \right)^2 + \left( \text{Im}(\tilde{F}_{\text{re}(f_n)}) \right)^2 \right)^{1/2} \]

\[ = |M_1 - M_2| = \sqrt{(M_1 - M_2)^2}. \]

When \[ \phi_1 = \phi_2 \], Equation 4 is equal to Equation 6. This means that expression \( AA^M \) is a measure containing information from magnitudes \( M \) only. It is known that when two signals are only time shifted, the magnitude spectra are the same and the value of \( AA^M \) is consequently zero. It is very unlikely that a calculated signal, which is not shifted, would have a shape giving the same magnitudes as the experimental signal, as the predictions are required to be qualitatively correct. Therefore, \( AA^M \) can be used to establish the value by which \( AA^{M_0} = AA \) is increased due to the time shift contribution. In \( AA^{M_0} \), the information from both, the shape of the time domain signal and the time shift, is provided, while in \( AA^M \), only the time invariant information of the time domain signal is provided, what can be regarded to a certain degree as the shape of the time domain signal. Therefore, the difference \( AA^* = AA^{M_0} - AA^M \) gives the information about the time shift contribution. This difference is further normalized to:

\[ I = \frac{AA^{M_0} - AA^M}{AA^M} = \frac{AA^*}{AA^M}, \]  

(7)

where the indicator \( I \) tells how the compared time signals are shifted, and is therefore called the time shift indicator. The larger the value of the time shift indicator \( I \), the larger is the contribution of the time shift to \( AA^{M_0} \) of the difference signal. A large value of \( I (I > 1) \) indicates that the compared signals are maybe shifted in time. When \( I > 2 \), we can be quite confident into time shift.

5. Signal mirroring

Since the original FFTBM is based on the sum of the amplitudes of the frequency spectrum of the investigated signal, the frequencies originating from the artificially introduced edge may significantly contribute to the sum of the frequency spectrum amplitudes of the investigated signal. Consequently the accuracy measure based on the original FFTBM is significantly influenced by the edge and therefore does not present a consistent accuracy measure of the signals being compared. This inconvenient drawback of the original FFTBM may be completely cured by eliminating the artificially numerically introduced edge. This may be efficiently done by signal mirroring, where the investigated signal is mirrored before the FFTBM is applied.
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5.1 Symmetrised signal
If we have a function $F(t)$, where $0 \leq t \leq T_d$ and $T_d$ is the transient time duration, its mirrored function is defined as $F_m(t) = F(-t)$, where $-T_d \leq t \leq 0$. From these two functions a new function is composed which is symmetrical around $T_d$: $F_s(t)$, where $0 \leq t \leq 2T_d$. By composing the original signal and its mirrored signal, a signal without an edge between the first and the last data sample is obtained when periodically extended, and is called symmetrised signal. The symmetrised signal is shown in Fig. 3. The upper figure shows the finite length signal and the lower figure shows the infinite length periodic signal.

Fig. 3. Periodicity of the DFT’s time domain symmetrised signal. The time domain can be viewed as N samples in length, shown in the upper part of the figure, or as an infinitely long periodic signal, shown in the lower part of the figure. We see that the symmetrised signal has no edge also when viewed as a periodic signal. Therefore in the sum of the frequency spectrum amplitudes only the amplitudes of the investigated signal are considered, as it should be. The FFTBM using the symmetrised signal is called “improved FFTBM by signal mirroring”

5.2 Deficiency of original FFTBM
When the original accuracy measures were proposed (Ambrosini et al., 1990) it seems that the impact of the edge effect was not considered. It is evident that this is a deficiency if the accuracy measure depends on the unphysical edge resulting from the intrinsic property of the DFT mathematical method, which treats the investigated finite length signal as an infinite length periodic signal. Namely, for the comparison the shape of the finite discrete
signal is important and not its edge characteristics. Also the visual comparison of signals is done in such a way.

It was already mentioned that the periodicity is invoked in order to use a mathematical tool. Therefore this influence should be eliminated. This was done by signal mirroring. When DFT is applied to the finite length symmetrised time domain signal the edge effect is obviously not introduced anymore.

5.3 Calculation of $AA_m$

For the calculation of the average amplitude by signal mirroring ($AA_m$) Equation 1 is used as for the calculation of AA, except that, instead of the original signal, the symmetrised signal is used. The reason to symmetrise the signal was to exclude the artificial edge from the signal without influencing the characteristics of the investigated signal. The signal is automatically symmetrised in the computer program for the improved FFTBM by signal mirroring (updated version of software described in Prošek & Mavko, 2003).

As already mentioned, the edge has no physical meaning for comparison, since it was introduced artificially by the applied numerical method, but FFT produces harmonic components because of it. By mirroring, the shapes of the experimental and error signal are symmetric and their spectra are different from the original signals spectra, mainly because they are without unphysical edge frequency components. Due to different spectra the sum of the amplitudes changes in both, the numerator and the denominator of Equation 1. To further demonstrate this in Sections 6.2 and 6.3, two new definitions are introduced for the average amplitude of the error signal ($AA_{err}$) and the average amplitude of the experimental signal ($AA_{exp}$), related with the numerator and denominator of Equation 1:

$$AA_{err} = \frac{1}{2^m + 1} \sum_{n=0}^{2^m} |\tilde{f}_n|$$

$$AA_{exp} = \frac{1}{2^m + 1} \sum_{n=0}^{2^m} |\hat{f}_n|$$

It should be noted that also when both, the original and error signal are without the artificial edge, in principal different $AA_{err}$ and $AA_{exp}$ may be obtained with the original FFTBM and the improved FFTBM by signal mirroring. Indeed AA and $AA_m$ are slightly different measures also if the signals are without an artificial edge. The values obtained with the original FFTBM and the improved FFTBM by signal mirroring are the same only for symmetrical original signals. But this is not really a deficiency of the proposed improved FFTBM by signal mirroring, since it is important only that the method judges the accuracy on a realistic and unbiased way and that it is consistent within itself. In Section 6.4 it is presented how the accuracy calculated with the improved FFTBM by signal mirroring can be directly compared to the accuracy calculated with the original FFTBM.

6. Demonstration application

In this section some results are shown to see the advantages of the improved FFTBM by signal mirroring compared to the original FFTBM. First the test and the calculations used in the demonstration application of the improved FFTBM by signal mirroring are briefly
described. Then two case studies are presented. The case 1 study is presented to show how the artificial edge (when present) always changes the accuracy even if this is logically not expected. In the case 2 study the accuracy of one variable is calculated for two time windows. Average amplitudes of the error and experimental signal are calculated to show the impact of the edge effect. Finally, the improved FFTBM by signal mirroring is applied to LOFT L2-5 calculations performed in the frame of the Best-Estimate Methods Uncertainty and Sensitivity Evaluation (BEMUSE) Phase II to further show that the improved FFTBM by signal mirroring is more consistent in the quantitative assessment than the original FFTBM.

6.1 Test description
The LOFT L2-5 test was selected for this demonstration because the huge amount of data was available and the assessment of these test results with the original FFTBM was already published in the literature (OECD/NEA, 2006). The calculations of the LOFT L2-5 test, which is the re-analysis of the ISP-13 exercise, were performed in the phase II of the BEMUSE research program. The nuclear LOFT integral test facility is a scale model of a pressurized water reactor (OECD/NEA, 2006). The objective of the ISP-13 test was to simulate a loss of coolant accident (LOCA) caused by a double-ended, off-shear guillotine cold leg rupture coupled with a loss of off-site power. The experiment was initiated by opening the quick opening blowdown valves in the broken loop hot and cold legs. The reactor scammed and emergency core cooling systems started their injection. After initial heatup the core was quenched at 65 s, following the core reflood. The LPIS injection was stopped at 107.1 s, after the experiment was considered complete. In total 14 calculations from 13 organizations were performed using 6 different codes (9 different code versions). The code most frequently used was RELAP5/MOD3.3. For more detailed information on the calculations the reader is referred to (OECD/NEA, 2006, Prošek et al., 2008).

6.2 Case 1 study by signal mirroring
To demonstrate how signal mirroring works, FFT was applied to the signals shown in Figs. 1 and 3. The $AA_{\text{exp}}$ values of signals were calculated per Equation 9. Imagine that you would quantitatively assess two variables, with the shape of the experimental signals as shown in Figs. 1 and 3. Most probably you would judge that the judgment based on FFTBM should be the same for both signals as the area below the curve is the same when normalized with the number of data samples (the area below the symmetrised curve is the double area of the original signal). Nevertheless, in the case of the original FFTBM different values of $AA_{\text{exp}}$ are obtained (25.87 for the original signal and 16.29 for the symmetrised signal), while in the case of the improved FFTBM by signal mirroring the same results are obtained for $AA_{\text{exp}}$ of the original and symmetrised signal (16.29). This means that both, the original FFTBM and the improved FFTBM by signal mirroring produce the same results when no artificial edge is present in the signal and when the signal is symmetrical. This example clearly shows that the original FFTBM is not consistent when an artificial edge is present in the signal. The difference between the original FFTBM and the improved FFTBM by signal mirroring results mainly due to the unphysical edge introduced by the applied numerical method, and can be directly quantified. The $AA_{\text{exp}}$ of the symmetrised signal has to be extracted from the $AA_{\text{exp}}$ of the original signal. In our example this contribution is 9.58 ($25.87 - 16.29 = 9.58$). This means that the $AA_{\text{exp}}$ of the experimental signal (used in the denominator of Equation 1) is 37% smaller when the edge effect is not considered, what would increase the
value of accuracy measure AA for 59% in this example. This means that all integral variables (e.g. integrated break flow, ECCS injected mass) and variables dropping from the nominal to a low value (e.g. power, primary pressure during LOCA) exhibit lower AA values just because the artificially introduced unphysical edge is present in the experimental signal. This basically explains the, in general, very high accuracy of these integral variables (Prošek et al., 2002) in comparison to other variables and why the acceptability factor for primary pressure (D’Auria et al., 1994) (dropping during small break LOCAs) had to be set to the very low value 0.1 (for other parameters there is no need for a special criterion).

The improved FFTBM by signal mirroring provides a realistic, unbiased and consistent judgment, since it eliminates the effect of the unphysical edge, which sometimes is present and sometimes not. For example, when comparing primary pressures, during blowdown the pressure is decreasing and so a huge edge is present (it significantly decreases AA calculated by the original FFTBM), while during a very small break the pressure may recover to normal pressure after the initial drop due to emergency core cooling injection and consequently there is no edge (the original FFTBM then calculates similar values of AA as the improved FFTBM by signal mirroring).

6.3 Case 2 study by signal mirroring
To further demonstrate how signal mirroring works, in the second example the pressurizer pressure accuracy of LOFT L2-5 test calculations (see Fig. 4) is calculated for two time intervals, the blowdown phase time interval (0-20 s) and the whole transient time interval (0 – 119.5 s), as shown in Tables 1 and 2, respectively. Both, the original FFTBM and the improved FFTBM by signal mirroring were used. For each calculation the values of the average amplitude of the error signal (see Equation 8) and the average amplitude per Equation 1 are shown with the corresponding average amplitude of the experimental signal (see Equation 9). It should be noted that two calculations (Cal3, Cal6) did not provide data for the whole transient time interval; therefore for them the quantitative assessment was not applicable.

To see the influence of the edge elimination, the ratios of average amplitudes of the error signal obtained by the original FFTBM and the improved FFTBM by signal mirroring are shown in Tables 1 and 2. Besides the ratios, average amplitudes of the error signal, average amplitudes of the experimental signal, average amplitudes and rank of average amplitudes

![Fig. 4. Results of the LOFT L2-5 test for pressurizer pressure](www.intechopen.com)
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<table>
<thead>
<tr>
<th>ID</th>
<th>AA&lt;sub&gt;err&lt;/sub&gt;</th>
<th>AA</th>
<th>AA&lt;sub&gt;err m&lt;/sub&gt;</th>
<th>AA&lt;sub&gt;m&lt;/sub&gt;</th>
<th>AA&lt;sub&gt;err&lt;/sub&gt;/AA&lt;sub&gt;err m&lt;/sub&gt;</th>
<th>Rank AA</th>
<th>Rank AA&lt;sub&gt;m&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cal1</td>
<td>4.28</td>
<td>0.136</td>
<td>3.63</td>
<td>0.209</td>
<td>1.2</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>Cal2</td>
<td>0.86</td>
<td>0.027</td>
<td>0.88</td>
<td>0.050</td>
<td>1.0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Cal3</td>
<td>1.34</td>
<td>0.043</td>
<td>1.14</td>
<td>0.066</td>
<td>1.2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Cal4</td>
<td>4.13</td>
<td>0.131</td>
<td>3.64</td>
<td>0.209</td>
<td>1.1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Cal5</td>
<td>6.80</td>
<td>0.216</td>
<td>4.76</td>
<td>0.274</td>
<td>1.4</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Cal6</td>
<td>2.91</td>
<td>0.092</td>
<td>2.40</td>
<td>0.158</td>
<td>1.2</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Cal7</td>
<td>1.80</td>
<td>0.057</td>
<td>1.35</td>
<td>0.078</td>
<td>1.3</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Cal8</td>
<td>2.06</td>
<td>0.065</td>
<td>1.67</td>
<td>0.096</td>
<td>1.2</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Cal9</td>
<td>1.73</td>
<td>0.055</td>
<td>2.16</td>
<td>0.124</td>
<td>0.8</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Cal10</td>
<td>1.70</td>
<td>0.054</td>
<td>1.24</td>
<td>0.071</td>
<td>1.4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Cal11</td>
<td>4.01</td>
<td>0.128</td>
<td>3.86</td>
<td>0.222</td>
<td>1.0</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>Cal12</td>
<td>3.73</td>
<td>0.118</td>
<td>2.55</td>
<td>0.147</td>
<td>1.5</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Cal13</td>
<td>9.86</td>
<td>0.314</td>
<td>6.92</td>
<td>0.399</td>
<td>1.4</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>Cal14</td>
<td>5.77</td>
<td>0.183</td>
<td>4.34</td>
<td>0.250</td>
<td>1.3</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>EXP</td>
<td>31.45</td>
<td>17.37</td>
<td>1.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Calculation of AA and AA<sub>m</sub> for pressurizer pressures in time interval (0–20 s)

<table>
<thead>
<tr>
<th>ID</th>
<th>AA&lt;sub&gt;exp&lt;/sub&gt;</th>
<th>AA&lt;sub&gt;exp m&lt;/sub&gt;</th>
<th>AA&lt;sub&gt;exp&lt;/sub&gt;/AA&lt;sub&gt;exp m&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cal1</td>
<td>3.06</td>
<td>0.096</td>
<td>3.85</td>
</tr>
<tr>
<td>Cal2</td>
<td>1.08</td>
<td>0.034</td>
<td>1.23</td>
</tr>
<tr>
<td>Cal3</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
<tr>
<td>Cal4</td>
<td>3.10</td>
<td>0.097</td>
<td>3.97</td>
</tr>
<tr>
<td>Cal5</td>
<td>3.93</td>
<td>0.123</td>
<td>4.96</td>
</tr>
<tr>
<td>Cal6</td>
<td>N.A.</td>
<td>N.A.</td>
<td>N.A.</td>
</tr>
<tr>
<td>Cal7</td>
<td>1.17</td>
<td>0.036</td>
<td>1.38</td>
</tr>
<tr>
<td>Cal8</td>
<td>1.49</td>
<td>0.047</td>
<td>1.80</td>
</tr>
<tr>
<td>Cal9</td>
<td>1.64</td>
<td>0.051</td>
<td>2.09</td>
</tr>
<tr>
<td>Cal10</td>
<td>1.10</td>
<td>0.034</td>
<td>1.34</td>
</tr>
<tr>
<td>Cal11</td>
<td>2.97</td>
<td>0.093</td>
<td>3.74</td>
</tr>
<tr>
<td>Cal12</td>
<td>2.23</td>
<td>0.070</td>
<td>2.71</td>
</tr>
<tr>
<td>Cal13</td>
<td>5.96</td>
<td>0.186</td>
<td>7.44</td>
</tr>
<tr>
<td>Cal14</td>
<td>3.80</td>
<td>0.119</td>
<td>4.47</td>
</tr>
<tr>
<td>EXP</td>
<td>32.00</td>
<td>16.26</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Table 2. Calculation of AA and AA<sub>m</sub> for pressurizer pressures in time interval (0–119.5 s)

for both, the original FFTBM and the improved FFTBM by signal mirroring are shown. It can be seen that the average amplitude of the experimental signal is similar for both time intervals. The reason is that after 20 s the pressure signal (see Fig. 4(a)) is not changing very much. As the pressure at 20 s significantly dropped, the edge effect at 20 s is rather similar
to the edge effect at 119.5 s. The average amplitudes of the experimental signal obtained by
the original FFTBM are 1.8 and 2.0 times larger than by the improved FFTBM by signal
mirroring for the first and second time interval, respectively. The conclusion for the error
signals (see Fig. 4(b)) is different. The ratio of the average amplitudes of the error signal
varies between 0.8 and 1.5 in the first time interval, while in the second time interval this
ratio is around 0.8. The reason for the varying ratio in the first time interval is that the edges
between calculations are quite different, while in the second time interval the edges are
rather similar between calculations. Ranking of the AA values may change only in the case
when the ratio of AA_{err} varies, i.e. in the first time interval, as it can be seen from Table 1. In
the second time interval (in the whole calculation) the rank of AA remains unchanged, as
shown in Table 2. Nevertheless, the absolute value of AA changes when the edge is not
considered in the experimental signal and this influences the total accuracy.

6.4 Application to single variable

Fig. 5 shows the comparison between experimental and calculated data, the error signals
between the calculation and the experiment, AA calculated with the original FFTBM, and
AA_{m} calculated with the improved FFTBM by signal mirroring. For the rod surface
temperature shown in Fig. 5(a) the calculated maximum values of the rod surface
temperature were in rather good agreement with the experimental value. However, the
trends were in general under or over predicted, with some calculations that predicted
quench too early. From the error signals shown in Fig. 5(b) it can be seen that discrepancies
were present until core quench. From Fig. 5(c) it can be seen that the edge effect is present in
the calculation of AA. When looking AA_{m} in Fig. 5(d) it can be seen that the value of AA_{m}
monotonically increases as long as the discrepancy is present. Nevertheless, when
considering the whole transient time interval, there is only a slight difference between AA
and AA_{m}. The reason is the small edge in the whole transient time interval. This is the
reason why the original FFTBM in several cases produced reasonable results (but not for
monotonically increasing and decreasing signals like the pressurizer pressure).
Nevertheless, for investigating the influence of discrepancies as we progress into the
transient the edge effect needs to be eliminated to make the right conclusions. Only the
improved FFTBM by signal mirroring gives consistent results. Consistent judgment of the
time dependent accuracy is very important as the analyst in this way gets an objective
picture how each discrepancy decreases the accuracy. On the other hand, from Fig. 5(c) it
can be very easily verified that the requirements for accuracy measures (Ambrosini et al.,
1990) that at any time into the transient the previous history should be remembered and that
the measure should be independent upon the transient duration are not well fulfilled in the
case of the original FFTBM when the edge influences the results. Through performing the
time dependent accuracy, tens of calculations for different time intervals were performed
demonstrating the consistency of the improved FFTBM by signal mirroring comparing to
the original FFTBM and therefore there is no need to use further experiments for the
validation of the improved FFTBM. On the other hand, very frequently at the end of the
transient the edges are rather small and in such cases also the original FFTBM produces
consistent results. Luckily, this was the case in several studies performed with the original
FFTBM (Prošek et al., 2002). Nevertheless, before the analyst is confident to the results
obtained by the original FFTBM he should always verify that the edge is not present in the
signal. In the opposite, the results are doubtful. It should be also noted that the methodology
using the FFTBM requires qualitative analysis with visual observation and only for
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discrepancies which are reasonable and understood the quantitative assessment using FFTBM could be done.

![Graph showing calculated and experimental signals](image1)

![Graph showing difference signals](image2)

![Graph showing AA accuracy measure](image3)

![Graph showing AAm accuracy measure](image4)

**Fig. 5. Results for the LOFT L2-5 test calculations of rod surface temperature**

### 6.5 Accuracy criterion for primary pressure

The differences between AA and AAm as a function of time were clearly shown to be due to the edge contribution. On the other hand, for the whole transient time interval with stabilized conditions resulting in small edges also the judgment by the original FFTBM is qualitatively correct. However, this is never the case for monotonic trends where the edge increases with increasing the transient time. This can be seen from Fig. 6 showing AA and AAm for pressurizer pressure shown in Fig. 4. After 20 s the AA value is low due to the large edge present in the experimental signal, which is used for normalization.

Based on the results in Fig. 6 it seems that the restrictive pressure criterion (AA below 0.1) in the original FFTBM was set, because it was based on pressure trends during small break LOCAs in facilities simulating typical PWRs (high initial pressure and large pressure drop after break occurrence, therefore high edge). When tests on different facilities were simulated, there were difficulties in satisfying the primary pressure criterion. The first example is the accuracy quantification of four standard problem exercises (SPEs) organized by IAEA (D’Auria et al., 1996). In this study only the primary system pressure has been considered. Among other things it was also concluded that in the case of SPE-3 the calculation is clearly unacceptable (AA was 0.31) and that more complex transients lead to worse results than simple one’s. As no plots are shown in the paper by D’Auria et al. (1996)
no further conclusion can be done except that the pressure drop (edge) is smaller than in a typical PWR. Namely, the initial pressure in this test is lower than in the typical PWR test. By lowering the pressure edge the values of AA are increased. This can be still better illustrated in the recent application of FFTBM to heavy water reactors. In the study (Prošek et al., 2006) all participants fulfilled the acceptance criterion for the total accuracy $K< 0.4$ while the primary pressure criterion was not fulfilled. In the blind accuracy calculation the AA value for the primary pressure was $0.117$ for the best calculation. The header 7 pressure with initial pressure around 10 MPa was selected as a variable representing the primary pressure. In the open accuracy analysis header 6 pressure was proposed by a representative from Italy. The initial value of this pressure was around 12 MPa. Now the value of AA was below 0.1 for most of participants mostly due to the increased pressure edge effect (the best AA was 0.074) due to the higher pressure.

![Graph](https://example.com/graph.png)

**Fig. 6.** Accuracy measures for the LOFT L2-5 test calculations of pressurizer pressure

The last example of the AA calculation for the primary pressure is for ISP-22 calculations (loss of feedwater test). From paper by Prošek et al. (2002) it may be seen that the AA value for the primary pressure in the best posttest calculation is 0.21, the worst (as judged by the original FFTBM) among summarized ISPs. From the original report (Ambrosini et al., 1992) showing plots it can be easily concluded that the edge contribution in the experimental signal is smaller than typically for small break LOCAs due to lower pressure drop and the complex shape of the experimental signal, resulting in larger AA.

All these examples demonstrate that due to the unpredictable edge contribution a consistent criterion for the primary pressure cannot be defined for the original FFTBM, while for the improved FFTBM with signal mirroring this can be done.

### 6.6 Moving average

When trends oscillate greatly (e.g., the steam generator pressure drops shown in Fig. 7), special treatment is needed (Prošek & Mavko, 2009). To correctly reproduce the experimental signal by linear interpolation, many points are needed. This is achieved by increasing the maximum frequency component of the signal. However, it makes no sense to increase the number of points, as some cases have a sampling frequency 30 times larger than the calculated data. When many points are used, the main contribution to the amplitude spectrum comes from the oscillations (very often noise) in the experimental
signal for which the calculated data have no information. The correct procedure is therefore to smooth the data. Smoothing data removes random variations and shows trends and cyclic components. The simplest way to smooth the data is by taking the averages. This is done by use of the moving average of the experimental signal. Mathematically, the moving average is an example of a convolution of the input signal with a rectangular pulse having an area of 1.

Fig. 7. Results for the LOFT L2-5 test calculations of steam generator pressure drop

(e) AA accuracy measure (moving average)  (f) AA\text{m} accuracy measure (moving average)
Without using the moving average, AA varies around a certain value. In the presented case for steam generator pressure drop, the values of AA and $AA_m$ are close to 1 (see Figs. 7(c) and 7(d)), because the calculated values are much smaller than the experimental values. The exception is Cal2 which values vary around 4 and is not visible in Figs. 7(c) and 7(d). Variations in AA are the consequence of inappropriately prepared experimental data for the FFTBM analysis. The problem of the oscillatory signal was less significant in the past, because the original FFTBM limited the number of data points to 1,000, and data reduction was needed when this value was exceeded. Thus, data reduction is another possibility to use for partially smoothing the signal and thereby increasing the accuracy by eliminating some noise. However, as shown by Figure 4(e) in Prošek et al., 2006, the AA still varies because the moving average was not used. The reason is that, by increasing the time interval and not increasing the number of points, the amplitude spectrum changes as the signal between two consecutive data points is not a monotonic function (it oscillates). This gives a different amplitude spectrum of the experimental and difference signal. When moving average was used in the case of the steam generator pressure drop experimental signal, the AA values no longer oscillate in phase because of $AA_{exp}$, as shown in Figs. 7(e) and 7(f). This suggests that the observation of oscillations being in phase in the calculated AAs indicates that moving average should be used. Figures 7(e) and 7(f) show a sudden increase in AA in the Cal1 and Cal5 calculations. The reason for this increase are the pressure spikes clearly shown in Fig. 7(a). Each spike significantly deteriorates the results. Finally, FFTBM was able to detect the deviation in the Cal9 calculation at the end of the transient.

Another important finding is that the mismatch between the experimental data and the calculations for the steam generator pressure drop variable is present from the very beginning of the transient, as shown in Fig. 7(b). Only the Cal2 calculation reproduced the frequency of oscillations in the first second. However, because the peaks were too high, the calculation was not very accurate. Use of moving average removes the large oscillations from the experimental signal (EXP(ma)), while in the Cal2(ma) calculation, the oscillations still remain in the beginning of the transient. Later (at approximately 15 seconds), the pressure drop stabilizes and the values oscillate around their mean values. This means that the transient related to the pressure drop has more or less ended.

### 6.7 Comparison of results obtained by FFTBM and ACAP

Tables 3 and 4 shows the comparison of FFTBM and Automated Code Assessment Program (ACAP) (Kunz et al., 2002) accuracy measures for the calculated pressurizer pressure and rod surface temperature shown in Figs. 4 and 5, respectively. This comparison was made for the independent assessment that FFTBM provides for consistent accuracy measures. The calculations are sorted according to $AA_m$ in ascending manner. For the pressurizer pressure it can be seen that $AA_{exp}$, AA, mean square error (MSE), and cross-correlation coefficient (XCC) accuracy measures agree well. The only difference is that MSE and XCC indicate that all calculations of pressurizer pressure are very good, while FFTBM shows that some are not so accurate and some do not even fulfill the original FFTBM primary pressure criterion. As the pressure criterion was developed without consideration of the edge effect, care must be taken in its use, as indicated by the ACAP results. Finally, D’Auria fast Fourier transform (DFFT) and continuous wavelet transform (CWT) accuracy measures do not help much in this case.
Application of Fast Fourier Transform for Accuracy Evaluation of Thermal-Hydraulic Code Calculations

<table>
<thead>
<tr>
<th>Method</th>
<th>FFTBM</th>
<th>ACAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculation</td>
<td>$AA_m$</td>
<td>$AA$</td>
</tr>
<tr>
<td>Cal6 (100 s)</td>
<td>0.076</td>
<td>0.034</td>
</tr>
<tr>
<td>Cal10</td>
<td>0.079</td>
<td>0.032</td>
</tr>
<tr>
<td>Cal14</td>
<td>0.082</td>
<td>0.034</td>
</tr>
<tr>
<td>Cal13</td>
<td>0.085</td>
<td>0.036</td>
</tr>
<tr>
<td>Cal7</td>
<td>0.111</td>
<td>0.047</td>
</tr>
<tr>
<td>Cal8</td>
<td>0.129</td>
<td>0.051</td>
</tr>
<tr>
<td>Cal2</td>
<td>0.159</td>
<td>0.062</td>
</tr>
<tr>
<td>Cal5</td>
<td>0.167</td>
<td>0.070</td>
</tr>
<tr>
<td>Cal12</td>
<td>0.230</td>
<td>0.093</td>
</tr>
<tr>
<td>Cal4</td>
<td>0.237</td>
<td>0.096</td>
</tr>
<tr>
<td>Cal9</td>
<td>0.244</td>
<td>0.097</td>
</tr>
<tr>
<td>Cal11</td>
<td>0.275</td>
<td>0.119</td>
</tr>
<tr>
<td>Cal1</td>
<td>0.305</td>
<td>0.123</td>
</tr>
<tr>
<td>Cal13 (110 s)</td>
<td>0.458</td>
<td>0.186</td>
</tr>
</tbody>
</table>

Table 3. Comparison of FFTBM and ACAP accuracy measures for pressurizer pressure in time interval (0–119.5 s)

<table>
<thead>
<tr>
<th>Method</th>
<th>FFTBM</th>
<th>ACAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calculation</td>
<td>$AA_m$</td>
<td>$AA$</td>
</tr>
<tr>
<td>Cal6 (100 s)</td>
<td>0.313</td>
<td>0.285</td>
</tr>
<tr>
<td>Cal10</td>
<td>0.375</td>
<td>0.337</td>
</tr>
<tr>
<td>Cal14</td>
<td>0.388</td>
<td>0.347</td>
</tr>
<tr>
<td>Cal13</td>
<td>0.409</td>
<td>0.356</td>
</tr>
<tr>
<td>Cal7</td>
<td>0.442</td>
<td>0.374</td>
</tr>
<tr>
<td>Cal8</td>
<td>0.451</td>
<td>0.396</td>
</tr>
<tr>
<td>Cal2</td>
<td>0.452</td>
<td>0.391</td>
</tr>
<tr>
<td>Cal5</td>
<td>0.488</td>
<td>0.429</td>
</tr>
<tr>
<td>Cal12</td>
<td>0.504</td>
<td>0.429</td>
</tr>
<tr>
<td>Cal4</td>
<td>0.555</td>
<td>0.487</td>
</tr>
<tr>
<td>Cal9</td>
<td>0.578</td>
<td>0.511</td>
</tr>
<tr>
<td>Cal11</td>
<td>0.600</td>
<td>0.515</td>
</tr>
<tr>
<td>Cal1</td>
<td>0.616</td>
<td>0.544</td>
</tr>
<tr>
<td>Cal13 (110 s)</td>
<td>0.708</td>
<td>0.620</td>
</tr>
</tbody>
</table>

Table 4. Comparison of FFTBM and ACAP accuracy measures for rod surface temperature (i.e. rod cladding temperature) in time interval (0–119.5 s)

For rod surface temperature (see Table 4), $AA_m$, $AA$, MSE, and XCC accuracy measures agree well. The XCC figure of merit is in especially good agreement with $AA_m$. When comparing the Cal12 and Cal13 calculations, FFTBM slightly favours the Cal13 calculation, while ACAP gives comparable values. The qualitative analysis of dryout occurrence reported in Table 13 of the BEMUSE Phase II Report (OECD/NEA, 2006) showed, that the Cal13 calculation receives three excellent and one minimal mark, while the Cal12 calculation...
receives two excellent, one reasonable, and one minimal mark. One parameter representing the dryout occurrence is the peak cladding temperature and for it the Cal13 calculation is qualitatively judged better than the Cal12 calculation. These BEMUSE results support the FFTBM judgments for cladding temperature. Examination of $A_{Am}$ in Fig. 5(d) shows that, in the initial period of 40 seconds, the Cal13 calculation is significantly better because of the Cal12 calculation’s large overprediction of cladding temperature.

6.8 Discussion
A demonstration application of the improved FFTBM by signal mirroring was done for a design basis accident. In the case of the LOFT L2-5 test calculation it was shown that only the improved FFTBM by signal mirroring gives a realistic judgment for the time dependent accuracy. The differences between AA and $A_{Am}$ as a function of time were clearly shown to be due to the edge contribution. On the other hand, for the whole transient time interval with stabilized conditions resulting in small edges also the judgment by the original FFTBM is qualitatively correct. However, this is never the case for monotonic trends where the edge increases with increasing the transient time.

In general there is a need to make comparisons for any time window and the transient may not be terminated at stable conditions resulting in small edges. For the proposed improved FFTBM by signal mirroring the acceptability criteria need to be defined in the same way as this was done for the original FFTBM. The easiest way would be to use the same set of calculations as for the original FFTBM. The obtained results for LOFT L2-5 suggest slightly higher acceptability limits for the improved FFTBM by signal mirroring than for the original FFTBM, including the restrictive pressure criterion.

7. Conclusions
In the past the most widely used method for code accuracy quantification of primary system thermal-hydraulic codes was the original FFTBM. Recently, in the original FFTBM an important deficiency was discovered. It turned out that the accuracy measure depends on the difference between the first and last data point of the investigated signal. Namely, the DFT mathematical method, on which the FFTBM is based, treats the investigated finite length signal as an infinite length periodic signal, introducing discontinuities if the first and last data point of the finite signal differ. These discontinuities produce a variegated spectrum of frequencies when applying DFT, which may overshadow the frequency spectrum of the investigated signal. This so called edge effect is a significant deficiency of the original FFTBM since for the comparison the shape of the investigated signal is important and not the artificially introduced unphysical edge.

Therefore the authors proposed to resolve the edge effect problem on a unique way by signal mirroring, where the investigated signal is mirrored before FFTBM is applied. By composing the original signal and its mirrored signal a symmetric signal with the same characteristics is obtained, but without introducing artificial discontinuities when viewed as a periodically extended infinite signal. With the so improved FFTBM by signal mirroring a consistent and unbiased tool for quantitative assessment is obtained. An additional good property of the improved FFTBM is that the same FFTBM procedure (numerical tools etc.) may be applied as with the original FFTBM.

The benefits of the improved FFTBM by signal mirroring were demonstrated on the large break LOCA test LOFT L2-5. The results show that the so improved FFTBM judges the
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accuracy of variables in a reliable, unbiased and consistent way. Nevertheless, the new measure for indication of the time shift between the experimental and the calculated signal can be used only by the original FFTBM. It is also suggested to make all operations in the time domain for both, the original and the improved FFTBM, as it is very difficult to make adjustments in the frequency domain (e.g. logarithmic scale, moving average). There is no way to make such adjustments automatically. Finally, it should not be forgotten, that the qualitative analysis is a prerequisite to perform the quantitative analysis. This means that thermal hydraulic code calculations must be analyzed by experts first, and only then FFTBM can assist in conducting an objective comparison and answering if improvements to the input model are needed.
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