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1. Introduction

Two fields connected with computers, automated theorem proving on one side and computational complexity theory on the other side, gave the birth to the field of propositional proof complexity in the late ’60s and ’70s. In this chapter we consider how classic propositional logic and in particular Propositional Proof Complexity can be combined with the study of Cellular Automata. It is organized as follows: in the next section we recall some of the basic definitions in computational complexity theory. In the same section we introduce some basic definitions from propositional proof complexity and we recall an important result by Cook and Reckhow which gives an interesting link between complexity of propositional proofs and one of the most beautiful open problem in contemporary mathematics. Section 3 deals with cellular automata and on how Propositional Logic and techniques from Propositional Proof Complexity can be employed in order to give a new proof of a famous theorem in the field known as Richardson’s Theorem. In the chapter some complexity results regarding Cellular Automata are considered and described. The ending section of the chapter deals with a new proof system based on cellular automata and also it outlines some of the open problems related to it.

2. Some technical preliminaries

In 1936 Alan Turing introduced the standard computer model in computability theory, the Turing machine. A Turing machine $M$ consists of a finite state control (a finite program) attached to read/write head which moves on an infinite tape. The tape is divided into squares. Each square is capable of storing one symbol from a finite alphabet $\Gamma$. $b \in \Gamma$, where $b$ is the blank symbol. Each machine has a specified input alphabet $\Sigma \subseteq \Gamma$ where $b \notin \Sigma$. $M$ is in some finite state $q$ (in a specified finite set $Q$ of possible states), at each step in a computation. At the beginning a finite input string over $\Sigma$ is written on adjacent squares of the tape and all

---

1 For a self-contained exposition of the field the interested reader can see (56), (49).

2 There are many survey papers on propositional proof complexity offering different emphasis; the interested reader can see (64), (17)and (51).

3 The famous $P$ versus $NP$ problem, (22), (50), (57), (65), (58). In this chapter, the next section regarding computational complexity follows in detail Cook’s paper (22)

4 This new proof was given by the present author in (14); section 3 follows in detail this work.
other squares are blank. The head scans the left-most symbol of the input string, and $M$ is in the initial state $q_0$. At every step $M$ is in some state $q$ and the head is scanning a square on the tape containing some symbol $s$, and the action performed depends on the pair $(q,s)$ and is specified by the machine’s transaction function (or program) $\delta$. The action consists of printing a symbol on the scanned square, moving the head left or right of one square, and taking a new state.

Formally the model introduced by Turing can be presented as follows. It is a tuple $(\Sigma, \Gamma, Q, \delta)$ where $\Sigma, \Gamma, Q$ are nonempty sets with $\Sigma \subseteq \Gamma$ and $b \in \Gamma - \Sigma$. The state set $Q$ contains three special states $q_0$, $q_{\text{accept}}$ and $q_{\text{reject}}$. The transition function $\delta$ satisfies:

$$\delta : (Q - \{q_{\text{accept}}, q_{\text{reject}}\}) \times \Gamma \to Q \times \{1, -1\}.$$  

$\delta(q,s) = (q', s', h)$ is interpreted as: if $M$ is in the state $q$ scanning the symbol $s$ then $q'$ is the new state, $s'$ is the new symbol printed on the tape, and the tape head moves left or right of one square (this depends whether $h$ is $-1$ or $1$). We assume $Q \cap \Gamma = \emptyset$. A configuration of $M$ is a string $xqsy$ with $x, y \in \Sigma^*$, $y$ is not the empty string, $q \in Q$. We interpret the configuration $xqsy$ as follows: $M$ is in state $q$ with $xy$ on its tape, with its head scanning the left-most symbol of $y$.

**Definition 2.1.** If $C$ and $C'$ are configurations, then $C \xrightarrow{M} C'$ if $C = xqsy$ and $\delta(q,s) = (q', s', h)$ and one of the following holds:

1. $C' = xs'q'y$ and $h = 1$ and $y$ is nonempty.
2. $C' = xs'q'b$ and $h = 1$ and $y$ is nonempty.
3. $C' = x'q'as'y$ and $h = -1$ and $x = x'a$ for some $a \in \Gamma$.
4. $C' = q'bs'y$ and $h = -1$ and $x$ is empty.

A configuration $xqsy$ is halting if $q \in \{q_{\text{accept}}, q_{\text{reject}}\}$.

**Definition 2.2.** A computation of $M$ on input $w \in \Sigma^*$, where $\Sigma^*$ is the set of all finite string over $\Sigma$, is the unique sequence $C_0, C_1, \ldots$ of configurations such that $C_0 = q_0w$ (or $C_0 = q_0b$ if $w$ is empty) and $C_i \xrightarrow{M} C_{i+1}$ for each $i$ with $C_{i+1}$ in the computation, and either the sequence is infinite or it ends in a halting configuration.

If the computation is finite, then the number of steps is one less than the number of configurations; otherwise the number of steps is infinite.

**Definition 2.3.** $M$ accepts $w$ if and only if the computation is finite and the final configuration contains the state $q_{\text{accept}}$.

The elements belonging to the class $\mathcal{P}$ are languages. Let $\Sigma$ be a finite alphabet with at least two elements, and $\Sigma^*$, as above, the set of all finite strings over $\Sigma$. A language over $\Sigma$ is $L \subseteq \Sigma^*$. Each Turing machine $M$ has an associated input alphabet $\Sigma$. For each string $w \in \Sigma^*$ there exists a computation associated with $M$ and with input $w$. We said above\(^5\) that $M$ accepts $w$ if this computation terminates in the accepting state.\(^6\) The language accepted by $M$ that we denote by $L(M)$ has associated alphabet $\Sigma$ and is defined by

\(^5\) See Definition 2.3.

\(^6\) Notice that $M$ fails to accept $w$ if this computation ends in the rejecting state, or if the computation fails to terminate.
Propositional Proof Complexity and Cellular Automata

Let $t_M(w)$ be the number of steps in the computation of $M$ on input $w$. If this computation never halts then $t_M(w) = \infty$. For $n \in \mathbb{N}$ we denote by $T_M(n)$ the worst case run time of $M$; i.e.

$$T_M(n) = \max \{ t_M(w) \mid w \in \Sigma^n \}$$

where $\Sigma^n$ is the set of all strings over $\Sigma$ of length $n$. Thus, we say that $M$ runs in polynomial time if there exists $k$ such that for all $n$, $T_M(n) \leq n^k + k$. Then the class $\mathcal{P}$ of languages can be defined by the condition that a language $L$ is in $\mathcal{P}$ if $L = L(M)$ for some Turing machine $M$ which runs in polynomial time.

The complexity class $\mathcal{NP}$ can be defined as follows using the notion of a checking relation, which is a binary relation $R \subseteq \Sigma^* \times \Sigma^*$ for some finite alphabets $\Sigma$ and $\Sigma_1$. We associate with each such relation $R$ a language $L_R$ over $\Sigma \cup \Sigma_1 \cup \{\#\}$ defined by $L_R = \{ w\#y \mid R(w, y) \}$, where the symbol $\# \not\in \Sigma$. $R$ is polynomial time if and only if $L_R \in \mathcal{P}$. The class $\mathcal{NP}$ of languages can be defined by the condition that a language $L$ over $\Sigma$ is in $\mathcal{NP}$ if there is $k \in \mathbb{N}$ and a polynomial time checking relation $R$ such that for all $w \in \Sigma^*$,

$$w \in L \iff \exists y(|y| \leq |w|^k \land R(w, y))$$

where $|w|$ and $|y|$ denote the lengths of $w$ and $y$, respectively.

The question of whether $\mathcal{P} = \mathcal{NP}$ is one of the greatest unsolved problem in theoretical computer science and in contemporary mathematics. Most researchers believe that the two classes are not equal (of course, it is easy to see that $\mathcal{P} \subseteq \mathcal{NP}$). At the beginning of the 70s Cook and Levin, independently, pointed out that the individual complexity of certain problems in $\mathcal{NP}$ is related to that of the entire class. If a polynomial time algorithm exists for any of these problems then all problems in $\mathcal{NP}$ would be polynomially solvable. These problems are called $\mathcal{NP}$-complete problems. Since that time thousands of $\mathcal{NP}$-complete problems have been discovered. We recall here only the first and probably one of the most famous of them, the satisfiability problem. For a collection of these problems the interested reader can see (29).

Let $\phi$ be a Boolean formula in the De Morgan language with constants 0, 1 (the truth values FALSE and TRUE) and propositional connectives: unary $\neg$ (the negation) and binary $\land$ and $\lor$ (the conjunction and the disjunction, respectively). A Boolean formula is said to be satisfiable if some assignment of 0s and 1s to the variables makes the formula evaluate to 1. The satisfiability problem is to test whether a Boolean formula $\phi$ is satisfiable; this problem is denoted by $\text{SAT}$. Let $\text{SAT} = \{ \phi \mid \phi$ is a satisfiable Boolean formula $\}$.

**Theorem 2.4 (Cook (19), Levin (42)).** $\text{SAT} \in \mathcal{P}$ if and only if $\mathcal{P} = \mathcal{NP}$.

Suppose that $L_1$ is a language over $\Sigma_i$, $i = 1, 2$. Then $L_1 \leq_p L_2$ ($L_1$ is polynomially reducible to $L_2$) if and only if there is a polynomial time computable function $f : \Sigma_i^* \rightarrow \Sigma_2^*$ such that

$$x \in L_1 \iff f(x) \in L_2,$$

for all $x \in \Sigma_i^*$.

**Definition 2.5.** A language $L$ is $\mathcal{NP}$-complete if $L \in \mathcal{NP}$ and every language $L' \in \mathcal{NP}$ is polynomial time reducible to $L$. 
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A language $L$ is said $\mathbf{NP}$-hard if all languages in $\mathbf{NP}$ are polynomial time reducible to it, even though it may not be in $\mathbf{NP}$ itself. The heart of Theorem 2.4 is the following one.

**Theorem 2.6.** $\mathbf{SAT}$ is $\mathbf{NP}$-complete.

Consider the complement of $\mathbf{SAT}$. Verifying that something is not present seems more difficult than verifying that it is present, thus it seems not obviously a member of $\mathbf{NP}$. There is a special complexity class, $\mathbf{coNP}$, containing the languages that are complements of languages of $\mathbf{NP}$. This new class leads to another open problem in computational complexity theory. The problem is the following: is $\mathbf{coNP}$ different from $\mathbf{NP}$? Intuitively the answer to this problem, as in the case of the $\mathcal{P}$ versus $\mathbf{NP}$ problem, is positive. But again we do not have a proof of this.

Notice that the complexity class $\mathcal{P}$ is closed under complementation. It follows that if $\mathcal{P} = \mathbf{NP}$ then $\mathbf{NP} = \mathbf{coNP}$. Since we believe that $\mathcal{P} \neq \mathbf{NP}$ the previous implication suggests that we might attack the problem by trying to prove that the class $\mathbf{NP}$ is different from its complement. In the next section we will see that this is deeply connected with the study of the complexity of propositional proofs in mathematical logic.

We conclude this introductory section by recalling some basic definitions from circuit complexity which will be used afterwards and the classical notation for the estimate of the running time of algorithms, the so called $\mathcal{O}$- and $\omega$-notation for time complexity.

**Definition 2.7.** A Boolean Circuit $C$ with $n$ inputs variables $x_1, \ldots, x_n$ and $m$ outputs variables $y_1, \ldots, x_m$ and basis of connectives $\Omega = \{g_1, \ldots, g_k\}$ is a labelled acyclic directed graph whose out-degree 0 nodes are labelled by $y_i$'s, in-degree 0 nodes are labeled by $x_i$'s or by constants from $\Omega$, and whose in-degree $\ell \geq 1$ nodes are labeled by functions from $\Omega$ of arity $\ell$.

The circuit computes a function $C : 2^n \rightarrow 2^m$ in an obvious way, where we identify $\{0, 1\}^n = 2^n$.

**Definition 2.8.** The size of a circuit is the number of its nodes. Circuit complexity $C(f)$ of a function $f : 2^n \rightarrow 2^m$ is the minimal size of a circuit computing $f$.

In one form of estimation of the running time of algorithms, called the asymptotic analysis, we look for understanding the running time of the algorithm when large inputs are considered. In this case we consider just the highest order term of the expression of the running time, disregarding both coefficient of that term and any other lower term. Throughout this work we will use the asymptotic notation to give the estimate of the running time of algorithms and procedures. Thus we think that for a self-contained presentation it is perhaps worth to recall the $\mathcal{O}$- and $\omega$-notation for time complexity. Let $\mathbb{R}^+$ be the set of real numbers greater than 0. Let $f$ and $g$ be two functions $f, g : \mathbb{N} \rightarrow \mathbb{R}^+$. Then $f(n) = O(g(n))$ if positive integers $c$ and $n_0$ exist so that for every integer $n \geq n_0$, $f(n) \leq cg(n)$.

In other words, this definition points out that if $f(n) = O(g(n))$ then $f$ is less than or equal to $g$ if we do not consider differences up to a constant factor. The $\mathcal{O}$-notation gives a way to say that one function is asymptotically no more than another. The $\omega$-notation gives a way to say that one function is asymptotically less than another. Formally, let $f$ and $g$ be two functions $f, g : \mathbb{N} \rightarrow \mathbb{R}^+$. Then $f(n) = \omega(g(n))$ if $\lim_{n \rightarrow \infty} f(n)/g(n) = 0$.

7 When $f(n) = O(g(n))$ we say that $g(n)$ is an asymptotic upper bound for $f(n)$.
2.1 The complexity of propositional proofs

The complexity of propositional proofs has been investigated systematically since late 60’s. Cook and Reckhow in (20), (21) gave the general definition of propositional proof system. To be able to introduce their definition that plays a central role in our work and is fundamental in the theory of complexity of the propositional proofs, we start from an example that must be familiar to anyone who has some basic knowledge of mathematical logic.

Let TAUT be the set of tautologies in the De Morgan language with constants 0, 1 (the truth values FALSE and TRUE) and propositional connectives: unary ¬ (the negation) and binary ∧ and ∨ (the conjunction and the disjunction, respectively). The language also contains auxiliary symbols such as brackets and commas. The formulas are built up using the constants, the atoms (propositional variables) p₀, . . . , pₙ, and the connectives. Consider the following example of set of axioms taken from Hilbert’s and Ackermann’s work (31), where A → B is just the abbreviation of ¬A ∨ B,

1. A ∨ (A → A)
2. A → (A ∨ B)
3. (A ∨ B) → (B ∨ A)
4. (B → C) → ((A ∨ B) → A ∨ C)

The only inference rule is modus (ponendo) ponens (i.e. A, ¬A ∨ B/B).

The literature of mathematical logic contains a wide variety of propositional proof systems formalized with a finite number of axiom schemes and a finite number of inference rules. The example above is just one of many possible different formalizations. Any of such systems is called a Frege System and denoted by F. A more general definition for Frege systems can be given using the concept of a Frege rule.

Definition 2.9. A Frege rule is a pair (A, B), such that A is implicationally complete if and only if any φ has a proof in F if and only if φ ∈ TAUT. F is implicationally complete.

As consequence of the schematic formalization we have that, the relation “w is a proof of φ in F” is a polynomial time relation of w and φ.

---

8 The earliest paper on the subject is an article by Tseitin (62).
9 Introduced in the previous section when we defined the problem SAT.
10 In Latin, the mode that affirms by affirming.
11 The “if” direction is the completeness and the “only” direction is the soundness of F.
12 Recall that F is implicationally complete if and only if any φ can be proved in F from any set {δ₁, . . . , δₙ} if every truth assignment satisfying all δᵢ’s satisfies also φ.
We consider all finite objects in our proofs as encoded in the binary alphabet \{0, 1\}. In particular, we consider TAUT as a subset of \{0, 1\}*. The length of a formula \(\phi\) is denoted \(|\phi|\). The properties above lead to a more abstract definition of proof system (20).

**Definition 2.11** (Cook Reckhow (20)). A propositional proof system is any polynomial time computable function \(P: \{0, 1\}^* \rightarrow \{0, 1\}^*\) such that \(\text{Rng}(P) = \text{TAUT}\). Any \(w \in \{0, 1\}\) such that \(P(w) = \phi\) is called a proof of \(\phi\) in \(P\).

Any Frege system can be seen as a propositional proof system in this abstract perspective. In fact, consider the following function \(P_w\),

\[
P_w(w) = \begin{cases} 
\phi & \text{if } w \text{ is a proof of } \phi \text{ in } P \\
1 & \text{otherwise} 
\end{cases}
\]

**Definition 2.12.** A propositional proof system \(P\) is polynomially bounded if there exists a polynomial \(p(x)\) such that any \(\phi \in \text{TAUT}\) has a proof \(w\) in \(P\) of size \(|w| \leq p(|\phi|)\).

In other words, any propositional proof system \(P\) that proves all tautologies in polynomial size is polynomially bounded. In (20) has been proved the following fundamental theorem relating propositional proof complexity to computational complexity theory. We report the theorem and the sketch of the proof.

**Theorem 2.13** (Cook Reckhow (20)). \(\mathcal{NP} = \text{coNP}\) if and only if there exists a polynomially bounded proof system \(P\).

**Proof.** Notice that since SAT is \(\mathcal{NP}\)-complete and for all \(\neg \phi, \neg \phi \notin \text{TAUT}\) if and only if \(\phi \in \text{SAT}\), TAUT must be \(\text{coNP}\)-complete. Assume \(\mathcal{NP} = \text{coNP}\). Then by hypothesis \(\text{TAUT} \in \mathcal{NP}\). Hence there exists a polynomial \(p(x)\) and a polynomial time relation \(R\) such that for all \(\phi\),

\[
\phi \in \text{TAUT} \text{ if and only if } \exists y(R(\phi, y) \land |y| \leq p(|\phi|)).
\]

Now define the propositional proof system as follows:

\[
P(w) = \begin{cases} 
\phi & \text{if } \exists y(R(\phi, y) \text{ and } w = (\phi, y)) \\
1 & \text{otherwise} 
\end{cases}
\]

It is clear that \(P\) is polynomially bounded.

For the opposite direction assume that \(P\) is a polynomially bounded propositional proof system for \(\text{TAUT}\). Let \(p(x)\) be a polynomial satisfying Definition 2.12. Since for all \(\phi\),

\[
\phi \in \text{TAUT} \text{ if and only if } \exists w(P(w) = \phi \land |w| \leq p(|\phi|)),
\]

we get that \(\text{TAUT} \in \mathcal{NP}\). Let \(R \in \text{coNP}\). By the \(\text{coNP}\)-completeness of \(\text{TAUT}\), \(R\) is polynomially reducible to \(\text{TAUT}\). Since \(\text{TAUT} \in \mathcal{NP}\) then so is \(R\). This shows that \(\text{coNP} \subseteq \mathcal{NP}\) and consequently also that \(\text{coNP} = \mathcal{NP}\).

\(\square\)

Hence, if we believe that \(\mathcal{NP} \neq \text{coNP}\) then there is no polynomially bounded propositional proof system for classical tautologies. Recall from the previous section that if \(\mathcal{NP} \neq \text{coNP}\) then \(\mathcal{P} \neq \mathcal{NP}\). To prove that \(\mathcal{NP} \neq \text{coNP}\) is equivalent, by Theorem 2.13, to prove that there is no propositional proof system that proves all classical tautologies in polynomial size.
This line of research gave rise to the program of proving lower bounds for many propositional proof systems. As mentioned in (38) it would be unlikely to prove that $NP \neq coNP$ in this incremental manner by showing exponential lower bounds for all the proof systems known.\(^\text{13}\)

This is like trying to prove a universal statement by proving all its instances. Despite that, we may hope to uncover some hidden computational aspect in these lower bounds and thus to reduce the conjecture to some intuitively more rudimentary one. For more discussion on this the reader can see (38).

We conclude this section with the notion of polynomial simulation introduced in (20). The definition 2.14 is simply a natural notion of quasi-ordering of propositional proof systems by their strength.

\textbf{Definition 2.14.} Let $P$ and $Q$ be two propositional proof systems. The system $P$ polynomially simulates $Q$, $P \geq_P Q$ in symbols, if and only if there is polynomial time computable function $g : \{0,1\}^* \rightarrow \{0,1\}^*$ such that for all $w \in \{0,1\}^*$, $P(g(w)) = Q(w)$.

The function $g$ translates proofs in $Q$ into proofs in $P$ of the same formula. Since in the definition above $g$ is a polynomial time function, then the length of the proofs in $P$ will be at most polynomially longer than the length of the original proofs in the system $Q$.

\subsection*{2.2 Resolution}

The logical calculus Resolution $R$ is a refutation system for formulas in conjunctive normal form. This calculus is popularly credited to Robinson (55) but it was already contained in Blake’s thesis (9) and is an immediate consequence of Davis and Putnam work (26).

A literal $\ell$ is either a variable $p$ or its negation $\bar{p}$. The basic object is a clause, that is a finite or empty set of literals, $C = \{\ell_1, \ldots, \ell_n\}$ and is interpreted as the disjunction $\lor_{i=1}^{n} \ell_i$. A truth assignment $\alpha : \{p_1, p_2, \ldots\} \rightarrow \{0,1\}$ satisfies a clause $C$ if and only if it satisfies at least one literal $\ell_i$ in $C$. It follows that no assignment satisfies the empty clause, which it is usually denoted by $\{}$. A formula $\phi$ in conjunctive normal form is written as the collection $C = \{C_1, \ldots, C_m\}$ of clauses, where each $C_i$ corresponds to a conjunct of $\phi$. The only inference rule is the resolution rule, which allows us to derive a new clause $C \cup D$ from two clauses $C \cup \{p\}$ and $D \cup \{\bar{p}\}$

\[ C \cup \{p\} \quad D \cup \{\bar{p}\} \quad \frac{}{C \cup D} \]

where $p$ is a propositional variable. $C$ does not contain $p$ (it may contain $\bar{p}$) and $D$ does not contain $\bar{p}$ (it may contain $p$). The resolution rule is sound: if a truth assignment $\alpha : \{p_1, p_2, \ldots\} \rightarrow \{0,1\}$ satisfies both upper clauses of the rule then it also satisfies the lower clause.

A resolution refutation of $\phi$ is a sequence of clauses $\pi = D_1, \ldots, D_k$ where each $D_i$ is either a clause from $\phi$ or is inferred from earlier clauses $D_u, D_v, u, v < i$ by the resolution rule and the last clause $D_k = \{\}$. Resolution is sound and complete refutation system; this means that a refutation does exist if and only if the formula $\phi$ is unsatisfiable.

\textbf{Theorem 2.15.} A set of clauses $C$ is unsatisfiable if and only if there is a resolution refutation of the set.

\textbf{Proof.} The “only-if part” follows easily from the soundness of the resolution rule. Now, for the opposite direction, assume that $C$ is unsatisfiable and such that only the literals $p_1$, \ldots, $p_s$ occur as literals in clauses $C$. Then $C \cup \{p_1\}$ is unsatisfiable and so is $C \cup \{\bar{p}_1\}$.

\textsuperscript{13} Unless there is an optimal proof system.
\( p_1, \ldots, p_n, \neg p_n \) appear in \( C \). We prove by induction on \( n \) that for any such \( C \) there is a resolution refutation of \( C \).

**Basis Case:** If \( n = 1 \) there is nothing to prove: the set \( C \) must contain \( \{p_1\} \) and \( \{\neg p_1\} \) and then by the resolution rule we have \( \{\} \).

**Induction Step:** Assume that \( n > 1 \). Partition \( C \) in four disjoint sets:

\[
C_{10} \cup C_{01} \cup C_{11} \cup C_{10} \cup C_{11}
\]

of those clauses which contain no \( p_n \) and no \( \neg p_n \), no \( p_n \) but do contain \( \neg p_n \), do contain \( p_n \) but not \( \neg p_n \) and contain both \( p_n \) and \( \neg p_n \), respectively. Produce a new set of clauses \( C' \) by:

1. Delete all clauses from \( C_{11} \).
2. Replace \( C_{10} \cup C_{10} \) by the set of clauses that are obtained by the application of the resolution rule to all pairs of clauses \( C_1 \cup \{\neg p_n\} \) from \( C_{01} \) and to \( C_2 \cup \{p_n\} \) from \( C_{10} \).

The new set of clauses do not contain either \( p_n \) or \( \neg p_n \). It is easy to see that the new set of clauses \( C' \) is also satisfiable. Any assignment \( \alpha' : \{p_1, \ldots, p_{n-1}\} \rightarrow \{0, 1\} \) satisfies all clauses \( C_1 \) such that \( C_1 \cup \{\neg p_n\} \in C_{01} \), or all clauses \( C_2 \) such that \( C_2 \cup \{p_n\} \in C_{10} \). Hence \( \alpha' \) can be extended to a truth assignment \( \alpha \) satisfying \( C \), which is a contradiction because by our hypothesis \( C \) is unsatisfiable.

\( \Box \)

A resolution refutation \( \pi = D_1, \ldots, D_k \) can be represented as a directed acyclic graph (dag-like) in which the clauses are the vertices, and if two clauses \( C \cup \{p\} \) and \( D \cup \{\bar{p}\} \) are resolved by the resolution rule, than there exists a direct edge going from each of the two clauses to the resolvent \( C \cup D \). A resolution refutation \( \pi = D_1, \ldots, D_k \) is tree-like if and only if each \( D_i \) is used at most once as a hypothesis of an inference in the proof. The underlying graph of \( \pi \) is a tree. The proof system allowing exactly tree-like proofs is called tree-like resolution and denoted by \( R^* \).

In propositional proof complexity, perhaps the most important relation between dag-like refutations and refutations in \( R^* \) is that the former can produce exponentially shorter refutations then the latter. A simple remark on this is that in a tree-like proof anything which is needed more than once in the refutation must be derived again each time from the initial clauses. A superpolynomial separation between \( R^* \) and \( R \) was given in (64), and later by others in (16) and (32). Later on, in (10) has been presented a family of clauses for which \( R^* \) suffers an exponential blow-up with respect to \( R \). For an improvement of the exponential separation the reader can see (6).

### 2.3 Interpolation and effective interpolation

A basic result in mathematical logic is the Craig interpolation theorem (24). The theorem says that whenever an implication \( A \rightarrow B \) is valid then there exists a formula \( I \), called an interpolant, which contains only those symbols of the language occurring in \( A \) and \( B \) and such that the two implications \( A \rightarrow I \) and \( I \rightarrow B \) are both valid formulas. Craig’s interpolation theorem is a fundamental result in propositional logic and in predicate logic as well.\(^{14}\)

\(^{14}\) Throughout all this work by Craig interpolation’s theorem we mean the propositional version of it.
Finding an interpolant for the implication is a problem of some relevance with respect to computational complexity theory. Mundici in (45) pointed out the following. Let $U$ and $V$ be two disjoints $NP$-sets, subsets of $\{0,1\}^n$. By the proof of the $NP$-completeness of satisfiability (19) there are sequences of propositional formulas $A_n(p_1, \ldots, p_n, q_1, \ldots, q_m)$ and $B_n(p_1, \ldots, p_n, r_1, \ldots, r_m)$ such that the size of $A_n$ and $B_n$ is $n^O(1)$ and such that

$$U_n := U \cap \{0,1\}^n = \{ (\delta_1, \ldots, \delta_n) \in \{0,1\}^n | \exists \alpha_1, \ldots, \alpha_n A_n(\delta, \bar{\alpha}) \text{ holds} \}$$

and

$$V_n := V \cap \{0,1\}^n = \{ (\delta_1, \ldots, \delta_n) \in \{0,1\}^n | \exists \beta_1, \ldots, \beta_n A_n(\delta, \bar{\beta}) \text{ holds} \}.$$ 

Assuming that the sets $U$ and $V$ are disjoint sets is equivalent to the statement that the implications $A_n \rightarrow \neg B_n$ are all tautologies. Craig's interpolation theorem guarantees there is a formula $I_n(\bar{\beta})$ constructed only using atoms $\bar{\beta}$ such that

$$A_n \rightarrow I_n$$

and

$$I_n \rightarrow \neg B_n$$

are both tautologies. Thus the set

$$W := \bigcup_n \{ \delta \in \{0,1\}^n | I_n(\bar{\delta}) \text{ holds} \}$$

defined by the interpolant $I_n$ separates $U$ from $V$: $U \subseteq W$ and $W \cap V = \emptyset$. Hence an estimate of the complexity of propositional interpolation formulas in terms of the complexity of an implication yields an estimate to the computational complexity of a set separating $U$ from $V$. In particular, a lower bound to a complexity of interpolating formulas gives also a lower bound on the complexity of sets separating disjoint $NP$-sets. Of course, we cannot really expect to polynomially bound the size of a formula or a circuit defining a suitable $W$ from the length of the implication $A_n \rightarrow \neg B_n$. This is because, as remarked by Mundici (45), it would imply that $NP \cap coNP \subseteq P/poly$. In fact, for $U \in NP \cap coNP$ we can take $V$ to be the complement of $U$ and hence it must hold that $W = U$. In (39), Krajíček formulated the idea of effective interpolation as follows:

For a given propositional proof system, try to estimate the circuit-size of an interpolant of an implication in terms of the size of the shortest proof of the implication.

In other words, for a given propositional proof system establish an upper bound on the computational complexity of an interpolant of $A$ and $B$ in terms of the size of a proof of the validity of $A_n \rightarrow \neg B_n$. Then any pair $A$ and $B$ which is hard to interpolate yields a formula which must have large proofs of validity. This fact can be exploited in proving lower bounds, and indeed several new lower bounds came out from its application, see (41), (52). Besides lower bounds, effective interpolation revealed to be an excellent idea in other areas in proving results of independence in bounded arithmetic (53) and in establishing links between proof complexity and modern cryptography.

The footnote 15 can stay.

**Definition 2.16.** A propositional proof system $P$ admits effective interpolation if and only if there is a polynomial $p(x)$ such that any implication $A \rightarrow B$ with a proof in $P$ of size $m$ has an interpolant of a circuit size $\leq p(m)$.

---

15 A general overview of these applications has been given in (38) and (51).
The main point of the effective interpolation method is that by establishing a good upper bound for a proof system $P$ in the form of the effective interpolation we prove lower bounds on the size of the proofs in $P$. That is,

**Theorem 2.17.** Assume that $U$ and $V$ are two disjoints $\mathsf{NP}$-sets such that $U_n$ and $V_n$ are inseparable by a set of circuit complexity $\leq s(n)$, all $n \geq 1$. Assume that $P$ admits effective interpolation. Then the implications $A_n \rightarrow \neg B_n$ require proofs in $P$ of size $\geq s(n)^{\epsilon}$, for some $\epsilon > 0$.

The system Resolution admits feasible interpolation, as it was proven in (41). In fact,

**Theorem 2.18 (Krajíček (41)).** Assume that the set of clauses

$$\{A_1, ..., A_m, B_1, ..., B_l\}$$

where

1. $A_i \subseteq \{p_1, \neg p_1, ..., p_n, \neg p_n, q_1, \neg q_1, ..., q_k, \neg q_k\}$, all $i \leq m$
2. $B_j \subseteq \{p_1, \neg p_1, ..., p_m, r_1, \neg r_1, ..., r_l, \neg r_l\}$, all $j \leq l$

has a resolution refutation with $k$ clauses.

Then the implication

$$\bigwedge_{i \leq m} (\bigvee A_i) \rightarrow \neg \bigwedge_{i \leq l} (\bigvee B_i)$$

has an interpolant $I$ whose circuit-size is $kn^{O(1)}$.

The key idea of the proof of the previous theorem is that the structure of a resolution refutation allows one easily to decide which clauses cause the unsatisfiability under a specific assignment. Furthermore, it should be noticed that the interpolant can be computed by a polynomial time algorithm having an access to the resolution refutation. Theorem 2.18 is important because it is a theorem used later on in the next section.

### 2.4 “Mathematical” proof systems

The set of propositional tautologies $\text{TAUT}$ is a $\text{coNP}$-complete set. In general a proof system is a relation $R(x, y)$ computable in polynomial time such that

$$x \in \text{TAUT} \text{ if and only if } \exists y(R(x, y)).$$

A proof of $x$ is a $y$ such that $R(x, y)$ holds. Thus one can take a $\text{coNP}$-complete set and a suitable relation $R$ over it and investigate the complexity of such proofs. In this section we recall a few proof systems (only one in some detail) “mathematically” based on $\text{coNP}$-complete sets.

A nice example of a well-known “mathematical” proof system is the proof system Cutting Plane $CP$. The Cutting Plane proof system ($CP$) is a refutation system based on showing the non-existence of solutions for a family of linear equalities. A line in a proof in this system $CP$ is an expression of the form

$$\sum a_i \cdot x_i \geq B$$

where $a_1, ..., a_n, B$ are integers. Then for a given clause $C$, and the variables $x_i, i \in P$, occur positively in $C$, and variables $x_i, i \in N$, occur negatively in $C$, then $C$ is represented by the linear inequality

$$\sum_{i \in P} x_i - \sum_{i \in N} x_i \geq 1 - |N|.$$

---

16 This expression is taken from Pudlák (51).
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A CNF formula is represented by the family of linear inequalities corresponding to its clauses. Thus for example the formula \((x_1 \lor x_2 \lor x_3) \land (x_1 \lor x_3 \lor x_4 \lor x_5)\) is represented by the inequalities \(x_1 - x_2 + x_3 \geq 0\) and \(-x_1 + x_3 + x_4 - x_5 \geq -1\). The axioms of the proof system are \(x_i \geq 0\), \(-x_i \geq -1\). The rules of inference are:

(a) \[
\frac{\sum a_i \cdot x_i \geq A}{\sum (a_i + b_j) \cdot x_i \geq A + B}
\]

(b) \[
\frac{\sum a_i \cdot x_i \geq A}{\sum (c \cdot a_i) \cdot x_i \geq c \cdot A}
\]

where \(c \geq 1\) is an arbitrary integer;

(c) \[
\frac{\sum (c \cdot a_i) \cdot x_i \geq A}{\sum a_i \cdot x_i \geq \left\lceil \frac{A}{c} \right\rceil}
\]

where \(c > 1\) is an arbitrary integer.

A derivation \(D\) of the inequality \(I\) from inequalities \(I_1, ... , I_m\) is a sequence \(D_1, ..., D_n\) such that \(I = D_n\) and for all \(i < n\) either \(D_i\) is an axiom, or one of \(I_1, ..., I_m\) or inferred from \(D_j, D_k\) for \(j, k < i\) by means of a rule of inference. A CP refutation of \(I_1, ..., I_m\) is a derivation of \(0 \geq 1\) from \(I_1, ..., I_m\).

We have seen above the soundness and the completeness of Resolution for CNF formulas, see Theorem 2.15. Soundness in the sense that given any formula \(\phi\) which has a resolution refutation \(\pi\), \(\phi\) is not satisfiable and completeness in the sense that given any unsatisfiable formula \(\phi\), there is a resolution refutation \(\pi\) of \(\phi\). Theorem 2.19 can be proved exploiting the completeness of \(R\), since CP easily simulates resolution as observed in (23).

**Theorem 2.19.** The proof system CP is sound and complete with respect to CNF formulas.

For the soundness part we can argue as follows. Let \(\phi\) be a CNF formula with a CP refutation \(\gamma\). Suppose \(\phi\) is satisfied by the assignment \(a\). Instantiate each inequality in \(\gamma\) of \(\phi\) by assigning the boolean variables their value under \(a\). By induction on the length of \(\gamma\) we can prove that each instantiated inequality in the refutation \(\gamma\) holds. This is contradiction, because we cannot have the inequality \(0 \geq 1\) as the last element of the refutation. Goerdt (30) proved that Frege systems polynomially simulate the CP proof system.

Other examples of mathematical proof systems are for instance the Nullstellensatz system introduced in (4), the Polynomial Calculus (15) and the Gaussian Calculus first defined in (5). At the end of this chapter a new mathematical proof system using cellular automata will be proposed.

### 3. Applications of propositional logic to cellular automata

Cellular automata can be described as large collections of simple objects locally interacting with each other. A d-dimensional cellular automaton consists of an infinite d-dimensional array of identical cells. Each cell is always in one state from a finite state set. The cells change their states synchronously in discrete time steps according to a local rule. The rule gives the
new state of each cell as a function of the old states of some finitely many nearby cells, its neighbours. In the literature one can find different types of neighbourhoods depending upon which group of cells are taken into consideration during the application of the local rule. In the figure below the Von Neumann, Moore and Smith neighbourhoods are displayed in Figure 1.

![Figure 1](image_url)

Fig. 1. The Moore neighborhood of the cell $c$, the von Neumann neighborhood of the cell $c'$, and the Smith neighborhood of the cell $c''$.

The automaton is homogeneous so that all its cells operate under the same local rule. The states of the cells in the array are described by a configuration. A configuration can be considered as the state of the whole array. The local rule of the automaton induces a global function that tells how each configuration is changed in one time step. In literature cellular automata take various names according to the way they are used. They can be employed as computation models (27) or models of natural phenomena (61), but also as tessellations structures, iterative circuits (12), or iterative arrays (18). The study of this computation model was initiated by von Neumann in the '40s (46), (47). He introduced cellular automata as possible universal computing devices capable of mechanically reproducing themselves. Since that time cellular automata have also acquired some popularity as models for massively parallel computations.

Cellular automata have been extensively studied as discrete models for natural systems they have several basic properties of the physical world: they are massively parallel, homogeneous and all interactions are local. Other physical properties such as reversibility and conservation laws can be programmed by selecting the local rule suitably. They provide very simple models of complex natural systems encountered in physics and biology. As natural systems they consist of large numbers of very simple basic components that together produce the complex behaviour of the system. Then, in some sense, it is not surprising that several physical systems

---

17 For surveys on cellular automata the interested reader can see (35), (36).
Propositional Proof Complexity and Cellular Automata (spin systems, crystal growth process, lattice gases, ...) have been modelled using these devices, see (61).

In this section we show how the study of propositional proof complexity and some of its techniques can be exploited in order to investigate cellular automata and their properties. In this section we focus on a new proof of a fundamental theorem in the field, the Richardson theorem (54), given in (14). Then application of feasible interpolation shows how to find computational description of inverse cellular automata. Then we consider in some detail two complexity problems formulated in (28) and solved in (14) as well.

3.1 Cellular Automata: definitions and some basic results
From a formal point of view a cellular automaton is an infinite lattice of finite automata, called cells. The cells are located at the integer lattice points of the $d$-dimensional Euclidean space. In general any Abelian group $\mathcal{G}$ in place of $\mathbb{Z}^d$ can be used. In particular, we may consider $(\mathbb{Z}/m)^d$, a toroidal space, where $\mathbb{Z}/m$ is the additive group of integers modulo $m$. In $\mathbb{Z}^d$ we identify the cells by their coordinates. This means that the cells are adressed by the elements of $\mathbb{Z}^d$.

Definition 3.1. Let $S$ be a finite set of states and $S \neq \emptyset$. A configuration of the cellular automaton is a function $c: \mathbb{Z}^d \to S$. The set of all configurations is denoted by $C$.

At discrete time steps the cells change their states synchronously. Simply the next state of each cell depends on the current states of the neighboring cells according to an update rule. All the cells use the same rule, and the rule is applied to all cells in the same time. The neighboring cells may be the nearest cells surrounding the cell, but more general neighborhoods can be specified by giving the relative offsets of the neighbors.

Definition 3.2. Let $N = (x_1, \ldots, x_n)$ be a vector of $n$ elements of $\mathbb{Z}^d$. Then the neighbors of a cell at location $\vec{x} \in \mathbb{Z}^d$ are the $n$ cells at locations $\vec{x} + \vec{x}_i$, for $i = 1, \ldots, n$.

The local transformation rule (transition function) is a function $f: S^n \to S$ where $n$ is the size of the neighborhood. State $f(a_1, \ldots, a_n)$ is the new state of a cell at time $t + 1$ whose neighbors were at states $a_1, \ldots, a_n$ at time $t$.

Definition 3.3. A local transition function defines a global function $G: C \to C$ as follows,

$$G(c)(\vec{x}) := f(c(\vec{x} + \vec{x}_1), \ldots, c(\vec{x} + \vec{x}_n)).$$

The cellular automaton evolves from a starting configuration $c^0$ (at time 0), where the configuration $c^{t+1}$ at time $(t + 1)$ is determined by $c^t$ (at time $t$) by,

$$c^{t+1} := G(c^t).$$

Thus, cellular automata are dynamical systems that are updated locally and are homogeneous and discrete in time and space. Often in literature cellular automata are specified by a quadruple

$$\mathcal{A} = (d, S, N, f),$$

where $d$ is a positive integer, $S$ is the set of states (finite), $N \in (\mathbb{Z}^d)^n$ is the neighborhood vector, and $f: S^n \to S$ is the local transformation rule.

Definition 3.4. A cellular automaton $\mathcal{A}$ is said to be injective if and only if its global function $G_\mathcal{A}$ is one-to-one. A cellular automaton $\mathcal{A}$ is said to be surjective if and only if its global function $G_\mathcal{A}$ is onto. A cellular automaton $\mathcal{A}$ is bijective if its global function $G_\mathcal{A}$ is one-to-one and onto.
Let \( A \) and \( B \) be cellular automata. Let \( G_A \) and \( G_B \) the two global functions. Suppose that \( d \) is the same for \( A \) and \( B \) and that they have in common also \( S \). We may compose \( A \) with \( B \) as follows: first run \( A \) and then run \( B \). Denoting the resulting cellular automaton by \( B \circ A \) we have

\[
G_{B \circ A} = G_B \circ G_A.
\]

Notice that this composition can be formed effectively. If \( N_A \) and \( N_B \) are neighborhoods of \( A \) and \( B \), and \( G_A \) and \( G_B \) the global functions, then a neighborhood of \( G_B \circ G_A \) consists of vectors \( \vec{x} + \vec{y} \) for all \( \vec{x} \in N_A \) and \( \vec{y} \in N_B \).

The reader can see that the problem of establishing whether or not two given cellular automata \( A \) and \( B \), with \( G_A \) and \( G_B \), are equivalent is decidable. To see this it is enough to observe that:

(i) if \( N_A = N_B \) then the local transformation rules, \( f_A \) and \( f_B \), are identical;

(ii) if \( N_A \neq N_B \) then one can take \( N_A \cup N_B \) and to test whether \( A \) and \( B \) agree on the expanded neighborhood.

Intuitively, the shift functions translate the configurations one cell down in one of the coordinate direction. Formally, for each dimension \( i = 1, \ldots, d \) there is a corresponding shift function \( \sigma_i \) whose neighborhood contains only the unit coordinate vector \( \vec{e}_i \) whose rule is the identity function \( \text{id} \). Translations are compositions of shift functions.

In the literature quite often a particular state \( q \in S \) is specified as a quiescent state (which usually simulates empty cells). The state must be stable, i.e. \( f(q, q, \ldots, q) = q \). Thus a configuration \( c \) is said to be quiescent if all its cells are quiescent, \( c(\vec{x}) = q \).

**Definition 3.5.** A configuration \( c \in S^{\mathbb{Z}^d} \) is finite if only a finite number of cells are non-quiescent, i.e. the set (support),

\[
\{ \vec{x} \in \mathbb{Z}^d \mid c(\vec{x}) \neq q \}
\]

is finite.

Let \( C_F \) be the subset of \( C \) that contains only the finite configurations. Finite configurations remain finite in the evolution of the cellular automaton, because of the stability of \( q \), hence the restriction \( G^d \) of \( G \) on the finite configurations is a function \( G^d : C_F \rightarrow C_F \).

**Definition 3.6.** A spatially periodic configuration is a configuration that is invariant under \( d \) linearly independent translations.

This is equivalent to the existence of \( d \) positive integers \( t_1, \ldots, t_d \) such that \( c = c^{t_i}(c) \) for every \( i = 1, \ldots, d \). We denote the set of periodic configurations by \( C_P \). The restriction of \( G^P \) of \( G \) on the periodic configurations is hence a function \( G^P : C_P \rightarrow C_P \).

Finite and periodic configurations are used in effective simulations of cellular automata on computers. Periodic configurations are referred to as the periodic boundary conditions on a finite cellular array. For instance, when \( d = 2 \), this is equivalent to running the cellular automaton on a torus (see Figure 2) that is obtained by joining together the opposite sides of a rectangle. The relevant group is \((\mathbb{Z}/t_1) \times (\mathbb{Z}/t_2)\).

**Definition 3.7.** Let \( A \) be a cellular automaton. A configuration \( c \) is called a Garden of Eden configuration of \( A \), if \( c \) is not in the range of the global function \( G_A \).

---

18 The one-dimensional shift function is the left shift \( \sigma = \sigma_1 \)
Fig. 2. A toroidal arrangement: when one goes off the top, one comes in at the corresponding position on the bottom, and when one goes off the left, one comes in on the right.

When one deals with finite sets a basic property that holds is the following: a function from a finite set into itself is injective if and only if the function is surjective. This property is partially true for cellular automata. In fact, an injective cellular automaton is always surjective, but the converse does not hold. When we consider finite configurations the behaviour is more analogous to finite sets. Theorem 3.9, a combination, a combination of two results proved by Moore (43) and by Myhill (44) respectively, shows out exactly this fact.

Definition 3.8. A pattern $\alpha$ is a function $\alpha : P \rightarrow S$, where $P \subseteq \mathbb{Z}^d$ is a finite set. Pattern $\alpha$ agrees with a configuration $c$ if and only if $c(x) = \alpha(x)$ for all $x \in P$.

Theorem 3.9 (Moore (43), Myhill (44)). Let $A$ be a cellular automaton. Then $G^F_A$ is injective if and only if $G^F_A$ has the property that for any given pattern $\alpha$ there exists a configuration $c$ in the range of $G^F_A$ such that $\alpha$ agrees with $c$.

The proof of the theorem is combinatorial and holds for any dimension $d$. The following theorem summarizes the situation regarding the injectivity and the surjectivity of cellular automata.

Theorem 3.10 (Richardson (54)). Let $A$ be a cellular automaton. Let $G_A$ be its global function and $G^F_A$ be $G_A$ restricted to the finite configurations. Then the following implications hold:

1. If $G_A$ is one-to-one then $G^F_A$ is onto.
2. If $G^F_A$ is onto then $G^F_A$ is one-to-one.
3. $G^F_A$ is one-to-one if and only if $G_A$ is onto.

Definition 3.11. A cellular automaton $A$ with global function $G_A$ is invertible if there exists a cellular automaton $B$ with global function $G_B$, such that $G_B \circ G_A = id$, where id is the identity function on $C$. 
It is decidable whether two given cellular automata $A$ and $B$ are inverses of each other. This is a consequence of the effectiveness of the composition and the decidability of the equivalence. In 1972 Richardson proved the following important theorem about cellular automata:

**Theorem 3.12** (Richardson (54)). Let $A$ be an injective cellular automaton. Then $A$ is bijective and the inverse of $G_A$, $G^{-1}_A$, is the global function of a cellular automaton.

The same year of Richardson’s result Amoroso and Patt proved the following theorem:

**Theorem 3.13** (Amoroso and Patt (1)). Let $d = 1$. Then there exists an algorithm that determines, given a cellular automaton $A = (1, S, N, f)$, if $A$ is invertible or not.

In the same paper they also provided an algorithm in order to determine if a given cellular automaton is surjective. In higher spaces the problem of showing if a given cellular automaton is surjective or not, has been shown undecidable by Kari (34). Kari proved also that the reversibility of cellular automata is undecidable too,

**Theorem 3.14** (Kari (34)). Let $d > 1$. Then there is no an algorithm that determines, given $A = (d > 1, S, N, f)$, if $A$ is invertible or not.

The proof of Theorem 3.14 is based on the transformation of the tiling problem shown to be undecidable by Berger (8), into the invertibility problem on a suitable class of cellular automata.

### 3.2 A new proof of the Richardson theorem based on propositional logic

Theorem 3.12 was proven using a topological argument in combination with the Garden of Eden theorem. Richardson’s proof was non-constructive (it used compactness of a certain topological space) and the new proof is formally non-constructive too (because of the use of compactness of propositional logic). One should notice that this non-constructivity is unavoidable because of the undecidibility theorem proved by Kari; see Theorem 3.14. The new proof given in (14) offers a technical simplification: only basic logic is involved requiring straightforward formalism, and it allows us to apply an interpolation theorem. It is important to point out that the proof can be made fully constructive, if we consider periodic configurations; considering $d = 2$ the working space becomes a torus.

The proof use as a dimension $d = 2$ and on the binary alphabet. This simplifies the notation but displays the idea of the proof in full generality which works $d > 2$ and extended alphabets as well. We report below the statement of Richardson’s theorem and the proof in some detail. The reader can see (14) for the complete one.

**Theorem 3.15.** Let $A$ be a cellular automata over $\mathbb{Z}^2$ (with 0, 1 alphabet) whose global function $G_A$ is injective. Then there is a cellular automata $B$ (with 0, 1 alphabet) with global function $G_B$ such that $G_B \circ G_A = id$.

The new proof given by the present author in (14) goes as follows. For an $n$-tuple of $\mathbb{Z}^2$-points $N = ((u_1, v_1), \ldots, (u_n, v_n))$ defining the neighborhood of $A$ denoted by $(i, j) + N$.

---

19 Recall that on finite configurations the global function may be onto and one-to-one even if the cellular automaton is not reversible.

20 Later Sutner designed elegant decision algorithms based on de Bruijn graphs, see (60).

21 After Theorem 3.15 this point will be discussed in some detail.
the \( n \)-tuple \((i + u_1, j + v_1), \ldots, (i + u_n, j + v_n)\). Then we define a suitable embedding into propositional logic as follows: For each \( i, j \) let \( p_{ij} \) be a propositional variable. Denote by \( p_{i+j+N} \) the \( n \)-tuple of variables

\[
p_{i+u_1, j+v_1}, \ldots, p_{i+u_n, j+v_n}.
\]

This embedding has the consequence of characterizing the transformation function of the cellular automata \( A \) as a boolean function of \( n \)-variables

\[
p_{i+j+N}^{t+1} = f(p_{i+j+N}^t)
\]

where the superscript \( t \) and \( t+1 \) denote the discrete time. An array

\[
(r_{ij})_{i,j} \in \mathbb{Z}^2
\]

(we shall skip the indices and write simply \( r \)) of 0 and 1 describes the configurations obtained by \( G_A \) from an array

\[
(p_{ij})_{i,j} \in \mathbb{Z}^2
\]

if and only if conditions

\[
r_{ij} = f(p_{ij+N}),
\]

for all \((i,j)\) are satisfied.

Denote the infinite set of all these conditions \( T_A(\vec{p}, \vec{r}) \).

Then the next step is to define \( f \) by a CNF (or DNF) formula. In this manner we can think of \( T_A(\vec{p}, \vec{r}) \) as of a propositional theory consisting of clauses.

A basic observation is that the injectivity of \( G_A \) is equivalent to the fact that the theory

\[
T(\vec{p}, \vec{r}) \cup T(\vec{q}, \vec{r})
\]

(where \( \vec{p}, \vec{q} \) and \( \vec{r} \) are disjoints arrays of variables) logically implies all equivalences of the form:

\[
P_{ij} \equiv q_{ij}
\]

for all \((i,j) \in \mathbb{Z}^2\). Since the theory is unaltered if we replace all indices \((i,j)\) by \((i,j) + (i_0, j_0)\), (any fixed \((i_0, j_0) \in \mathbb{Z}^2\)) this is equivalent to the fact that

\[
T(\vec{p}, \vec{r}) \cup T(\vec{q}, \vec{r})
\]

implies that

\[
P_{(0,0)} \equiv q_{(0,0)}.
\]

This can be reformulated in the following manner:

\[
T(\vec{p}, \vec{r}) \cup \{P_{(0,0)}\} \cup T(\vec{q}, \vec{r}) \cup \{\neg q_{(0,0)}\}
\]

is unsatisfiable.

By applying the compactness theorem for propositional logic to deduce that there are finite theories

\[
T_0(\vec{p}, \vec{r}) \subseteq T(\vec{p}, \vec{r})
\]

and

\[
T_0(\vec{q}, \vec{r}) \subseteq T(\vec{q}, \vec{r})
\]
such that 
\[ T_0(\vec{p}, \vec{r}) \cup \{ p(0,0) \} \cup T_0(\vec{q}, \vec{r}) \cup \{ \neg q(0,0) \} \]
is unsatisfiable. At this point in the proof we can use the Craig interpolation theorem. This result guarantees the existence of a formula \( I(\vec{r}) \), such that:
\[ T_0(\vec{p}, \vec{r}) + p(0,0) \vdash I(\vec{r}) \]
and
\[ I(\vec{r}) \vdash T_0(\vec{q}, \vec{r}) \rightarrow q(0,0). \]
Although we write the whole array \( \vec{r} \) in \( I(\vec{r}) \), the formula obviously contains only finitely many \( r \) variables.

Thus by application of the deuction theorem we have that:
\[ T_0(\vec{p}, \vec{r}) \vdash p(0,0) \rightarrow I(\vec{r}) \]
and
\[ T_0(\vec{q}, \vec{r}) \vdash I(\vec{r}) \rightarrow q(0,0). \]
Then after suitably renaming the propositional variables we see that the the second implication gives:
\[ T_0(\vec{p}, \vec{r}) \vdash I(\vec{r}) \rightarrow p(0,0) \]
i.e. together
\[ T_0(\vec{p}, \vec{r}) \vdash I(\vec{r}) \equiv p(0,0). \]
The interpolant \( I(\vec{r}) \) computes the symbol of cell \((0,0)\) in the configuration prior to \( \vec{r} \). This it defines the inverse to \( A \). Let \( M \subseteq \mathbb{Z}^2 \) be the finite set of \((s,t) \in \mathbb{Z}^2\) such that \( r_{(s,t)} \) appears in \( I(\vec{r}) \). Finally the inverse cellular automaton \( B \) as follows:

1. Alphabet is 0,1;
2. The neighborhood is \( M \);
3. The transition function is given by \( I(\vec{r}) \),

This concludes the proof.

We conclude this part about the Richardson theorem with a few remarks about the proof sketched above.

1. The construction of the inverse cellular automaton carried out in the proof given in (14) has two key moments. First the application of the compactness theorem after a suitable embedding into propositional logic. In a second moment the interpolation theorem is applied leading to some kind of effectiveness. Of course, the application of compactness leads to a non-recursive procedure but as we previously noticed this fact is unavoidable because of theorem 3.14.

2. The construction guarantees that
\[ G_B(G_A(\vec{p})) = \vec{p} \]
but it does not - a priori - imply that also
\[ G_A(G_B(\vec{r})) = \vec{r}. \]
This is a consequence of Theorem 3.9 (Garden of Eden Theorem).

3. If the interpolant \( I(\vec{r}) \) contains \( M \) variables (i.e. the neighborhood of \( B \) has size \( |M| \)) then the size of \( B \) (as defined in (28), see Definition 3.16 below) is \( O(2^{|M|}) \). This also bounds the size \( |I| \) of any formulas defining the interpolant, but the interpolant \( I \) could be in principle defined by a substantially smaller formula (e.g. of size \( O(|M|) \)).

It is interesting to notice that the same argument works for the version of the previous theorem with \( (\mathbb{Z}/m)^2 \) in place of \( \mathbb{Z}^2 \). In this case, the starting theory \( T(\vec{p}, \vec{r}) \) is finite: of size \( O(m^2 2^n) \) where \( m^2 \) is the size of \( (\mathbb{Z}/m)^2 \) and \( O(2^n) \) bound the sizes of \( \text{CNFs}/\text{DNFs} \) formulas for the transition function of \( A \). In this case we can avoid the use of the compactness theorem and the interpolation can be directly applied.

In (14) is also given a constructive way how to to find the interpolant and the inverse automaton as well.

### 3.3 Some new complexity results

In this paper Durand (28) proved the first complexity results concerning a global property of cellular automata of dimension \( \geq 2 \) (see Theorem 3.17). By Kari’s result (33) the reversibility of a cellular automaton with \( d \geq 2 \) is not decidable. This implies that the inverse of a given cellular automaton cannot be found by an algorithm: its size can be greater than any computable function of the size of the reversible cellular automaton. Durand’s result shows that even if we restrain the field of action of cellular automata (with \( d = 2 \)) to finite configuration bounded in size, it is still very hard to prove that the cellular automaton is invertible or not: the set of cellular automata invertible on finite configurations is \( \text{coNP}- \)complete (see below). Nevertheless some open problems are left from Durand’s work in (28). A solution to two of the open problems stated in (28) has been offered in (14) by the present author. Below we give in some detail a summary of Durand’s theorem and of the two solutions. For more details the reader can see (28) and (14). In (28) it is assumed that the size of a cellular automaton corresponds to the size of the table of its local function and of the size of its neighborhood. More precisely:

**Definition 3.16.** If \( s \) is the number of states of a cellular automaton \( A \) and \( N = (x_1, \ldots, x_n) \) then the size of a string necessary to code the table of the local function plus the vector \( N \) of \( A \) is \( s^n \cdot \log(s) + o(s^n \cdot \log(s)) \).

Durand proved that the decision problem concerning invertibility of cellular automata of dimension 2 belongs to the class of \( \text{coNP} \)-hard problems or to the class of \( \text{coNP} \)-complete problems if some bound is introduced on the size of the finite configurations considered.\(^{22}\) For the \( \text{coNP} \)-completeness we assume that the size of the neighborhood is lower than the size of the transition table of the cellular automaton, i.e. \( \forall x \in N, |x| \leq s^n \).

Now, consider the following problem:

**PROBLEM** (CA-FINITE-INJECTIVE):

**Instance:** A 2-dimensional cellular automaton \( A \) with von Neumann neighborhood. Two integers \( p \) and \( q \) less than the size of \( A \).

**Question:** Is \( A \) injective when restricted to all finite configurations \( \leq p \times q \)?

The theorem below is the main result in (28).

---

\(^{22}\) Notice that result is obtained for a 2-dimensional cellular automata with von Neumann neighborhood, see Figure 1.
Theorem 3.17 (Durand (28)). The problem CA-FINITE-INJECTIVE is co-\(NP\)-complete.

The proof is based on tiling. A tile is a square and its sides are colored. The colors belong to a finite set called the color set. All tiles have the same size. A plane tiling is valid if and only if all pairs of adjacent sides have the same color.\(^{23}\) A finite tiling can be defined as follows. We assume that the set of colors contains a special “blank color” and that the set of tiles contains a “blank tile” (a tile whose sides are blank.) A finite tiling is an almost everywhere blank tiling of the plane. If there exist two integers \(i\) and \(j\) such that all the nonblank tiles of the tiling are located inside a square of size \(i \times j\), then we say that the size of the finite tiling is lower than \(i \times j\). Inside the \(i \times j\) square, there can be blank and nonblank tiles. If we have at least one nonblank tile, then the tiling is called nontrivial.

Durand in its proof introduces a special tile set \(\delta\). The sides contain a color (“blank”, “border”, “odd”, “even”, or “the-end”), a label (\(N, S, E, W, N+, S+, E+, W+,\) or \(\omega\)), and possibly an arrow. A tiling is valid with respect to \(\delta\) if and only if all pairs of adjacent sides have the same color, the same label, and for each arrow of the plane, its head points out the tail of an arrow in the adjacent cell. A basic rectangle of size \(p \times q\) is a finite valid tiling of the plane of size \(p \times q\) with no size labeled “blank” or “border” inside the rectangle.

Then, given a finite set of colors \(B\) with a blank color and a collection \(\tau \in B^4\) of tiles including a blank tile, Durand constructs a cellular automaton \(A_{\tau}\) and proves the following basic theorem which provides a link between tilings and cellular automata:

Theorem 3.18 (Durand (28)). Let \(n \geq 3\) be an integer and \(\tau\) be a set of tiles. The cellular automaton \(A_{\tau}\) is not injective restricted to finite configurations of size smaller than \(2n \times 2n\) if and only if the tile set \(\tau\) can be used to form a finite nontrivial tiling of the plane of size smaller than \((2n - 4) \times (2n - 4)\).

Then using Theorem 3.18 he proves that PROBLEM (CA-FINITE-INJECTIVE) is co-\(NP\)-complete, i.e. Theorem 3.17.

Notice that if one drops the restriction on the bound of the size of the neighborhood then a proof of the co-\(NP\)-hardness of CA-INFINITE-INJECTIVE can be obtained; for more details on this the reader can see (28).

What is assumed in the previous result is basically that the size of the representation of a cellular automaton corresponds to the size of its transition table. Durand (28) asked if the co-\(NP\)-completeness result can be true also if we define the size of a cellular automaton as the length of the smallest program (circuit) which computes its transition table. A second question formulated in (28) is the following: suppose that we have an invertible cellular automaton given by a simple algorithm and that we restrict ourself to finite bounded configurations. Then is the inverse given by a simple algorithm too? In (14) both problem got a solution. Let us see in some detail the solutions. The second problem is solved for succinctness on \(d = 1\) it is fairly simple to get obtain examples for \(\mathbb{Z}^2\) or \((\mathbb{Z}/m)^2\).

Let \(f : \{0, 1\}^n \rightarrow \{0, 1\}^n\) be a Boolean function having the following properties:

1. \(f\) is a permutation;
2. \(f\) is computed by a polynomial size circuit.
3. The inverse function \(f^{-1}\) requires an exponential size circuit, \(\exp(\Omega(n))\).

As an example of these type of functions one could take one-way permutations (e.g. conjecturally based on factoring or discrete logarithm). Now define a cellular automaton \(A_f\) as follows:

\(^{23}\) Notice that is not allowed to turn tiles.
1. Alphabet: 0, 1, #.

2. Neighborhood of $i \in \mathbb{Z}$:
\[ N = \{ i - n, i - n + 1, \ldots, i, i + 1, \ldots, i + n \} \]
i.e. $|N| = 2n + 1$.

3. Transition function:
   (i) $p_i^t = # \rightarrow p_i^{t+1} = #$
   (ii) If $p_i^t \in \{0, 1\}$ and there are $j, k$ such that:
      (a) $j < i < k$ and $k - j = n + 1$;
      (b) $p_j^t = p_k^t = #$
      (c) $p_r^t \in \{0, 1\}$ for $r = j + 1, j + 2, \ldots, i, \ldots, k - 1$
   define
      \[ p_i^{t+1} = (f(p_{j+1}^t, \ldots, p_{k-1}^t))_i \]
   where $(f(p_{j+1}^t, \ldots, p_{k-1}^t))_i$ is the $i$-th bit of $f(p_{j+1}^t, \ldots, p_{k-1}^t)$.
   (iii) If $p_i^t \in \{0, 1\}$ and there are no $j, k$ satisfying (ii) then put
      \[ p_i^{t+1} = p_i^t. \]

Informally the automaton $A_f$ can be summarized as follows: every 0–1 segment between two consecutive #’s that does not have the length exactly $n$ is left unchanged. Segments of length $n$ are transformed according to the permutation $f$.

The inverse automaton $B$ is defined in the same manner using $f^{-1}$ in place of $f$ ($B = A_{f^{-1}}$).

**Theorem 3.19.** Assume that $f : 2^n \rightarrow 2^n$ is a permutation computable by a size poly$(n)$ circuit such that any circuit computing the inverse function $f^{-1}$ must have size at least \( \exp(n \Omega(1)) \). Then the cellular automaton $A_f$ is invertible but has an exponentially smaller circuit-size than its inverse cellular automaton.

The proof is based on the fact that by the construction the inverse cellular automaton has a transition table which defines a boolean function which has a circuit-size exponential in $n$.

The hypothesis of Theorem 3.19 follows from the existence of cryptographic one-way functions. In particular, it follows from the exponential hardness of factoring or of discrete logarithm.

Thus Theorem 3.19 solves negatively one of the open problem formulated by Durand (28) that we have described above: a very “simple” algorithm giving a reversible cellular automaton (even if restricted to finite configurations) can have an inverse which is given by an algorithm which is exponentially bigger and then not “simple”.24

The second problem stated in (28) and solved in (14) asks about $\text{coNP}$-completeness of the injectivity of cellular automata when it is represented by a program (circuit) rather than by a transition table.

Consider the following problem:

**PROBLEM (P1):**

Input: A circuit $C(x_1, \ldots, x_n)$ defining the transition table function of $0–1$ cellular automaton

---

24 Where “simple” algorithm means polynomial time algorithm.
A\textsubscript{C} with a neighborhood \(N\) of size \(|N| = n\).

Question: Is \(A\textsubscript{C}\) injective on \(\mathbb{Z}\)?

**Theorem 3.20.** Problem (P1) is coNP-hard.

The proof offered in (14) describes a polynomial reduction from \(TAUT\) to (P1). Let \(\phi(x_1, \ldots, x_n)\) be a propositional formula. A sketch of the proof can be the following. Let the alphabet be 0,1 and the neighborhood \(N\) be \((0, \ldots, n)\). Now define the cellular automaton \(A\) as follows:

\[
p_{i+1}^j = \begin{cases} p_i^j, & \text{if } \phi(p_{i+1}^j, \ldots, p_{i+n}^j) \\ 0, & \text{otherwise.} \end{cases}
\]

Clearly the circuit defining \(A\) is

\[
p_i^j \land \phi(p_{i+1}^j, \ldots, p_{i+n}^j)
\]

and has size \(O(|\phi|)\). This means that the map \(\phi \rightarrow A\) is polynomial time.

If \(\phi \in TAUT\) then always \(p_{i+1}^j = p_i^j\). In this case \(A\) is a cellular automaton doing nothing, i.e. its global map is the identity and, in particular, it is invertible. Assume \(\phi \notin TAUT\). Then two different configurations mapped by \(A\) to the same configuration have been constructed. Let \(i_0 \geq 1\) be minimal \(i_0\) such that there is a truth assignment \(\bar{a} = (a_1, \ldots, a_n) \in \{0, 1\}^n\) satisfying:

(i) \(\neg \phi(\bar{a})\);
(ii) \(a_{i_0} = \ldots = a_n = 0\);
(iii) either \(i_0 = 1\) or \(a_{i_0-1} = 1\).

Informally, \(\bar{a}\) has the longest segment of 0’s on the right hand side that is possible for assignments falsifying \(\phi\). Define two configurations as follows:

\[
C_0 : (\ldots, 0, 0, a_1, \ldots, a_n, 0, 0, \ldots)
\]

and

\[
C_1 : (\ldots, 0, 0, 1, a_1, \ldots, a_n, 0, 0, \ldots).
\]

The two configurations differ only in the position 0. Easily the theorem follows from the following lemma.

**Lemma 3.21.** The two configurations \(C_0\) and \(C_1\) are both mapped by \(A\) to \(C_0\).

The proof is given using the definition above and then Theorem 3.20 follows directly from the application of the lemma.

Now, consider a finite modification of the problem (P1):

**PROBLEM (P2):**

**Input:**

1. \(A\textsubscript{C}\) as in (P1);
2. \(1^{(m)}\), such that \(m > n\). (Notice that this condition implies that \(A\textsubscript{C}\) is well-defined on \((\mathbb{Z}/m)\) tori.)

**Question:** Is \(A\textsubscript{C}\) injective on \((\mathbb{Z}/m)\)?

**Theorem 3.22.** (P2) is coNP-complete.

The proof of Theorem 3.22 is quite similar to the proof of 3.20.
4. Inverse Cellular Automata as propositional proofs

In this last section of the chapter we combine the Richardson theorem with the $\text{coNP}$-completeness result of Durand (28) and we define a new type of a proof system $P_{CA}$. This proof system $P_{CA}$ is a proof system for the membership in a $\text{coNP}$-complete language $L_D$ (to be specified below). As the set TAUT of propositional tautologies can be polynomially reduced to $L_D$, $P_{CA}$ can be thought of also as a propositional proof system in the sense on Cook and Reckhow (21).

In this conclusive section we show that: there is polynomial time algorithm having a cellular automaton $A$ with von Neumann neighborhood and a cellular automaton $B$ with an arbitrary neighborhood and with the same alphabet of $A$ as inputs, it can decide whether or not $B$ is an inverse to $A$. Then, we define a “mathematical” proof system for $L_D$ satisfying the Cook and Reckhow definition (21). We conclude this chapter with some concluding remarks and some open questions when we consider our new proof system with respect to polynomial simulations.

We considered Durand’s result of $\text{coNP}$-completeness in the section 3. Let us recall the problem because it will be useful below. The problem that has been called (CA-FINITE-INJECTIVE) goes as follows:

**PROBLEM** (CA-FINITE-INJECTIVE):

Instance: A 2-dimensional cellular automaton $A$ with von Neumann neighborhood. Two integers $p$ and $q$ smaller than the size of $A$.

Question: Is $A$ injective when restricted to all finite configurations $\leq p \times q$?

We shall also use the name CA-FINITE-INJECTIVE for the language of inputs with an affirmative answer.

Now we reformulate Durand’s problem a bit in that we consider cellular automata operating on $\mathbb{Z}^2$ rather than on finite rectangles in $\mathbb{Z}^2$. We are replacing rectangles in $\mathbb{Z}^2$ by $(\mathbb{Z}/m)^2$ in order to be compatible with our treatement of Richardson’s theorem given in the third chapter.

Consider a variant of the problem CA-FINITE-INJECTIVE in which the cellular automata operate on $(\mathbb{Z}/m)^2$ rather than on “finite configurations”. We call this problem **PROBLEM** (CA-TORI-INJECTIVE):

**PROBLEM** (CA-TORI-INJECTIVE):

Instance: A 2-dimensional cellular automaton $A$ with von Neumann neighborhood and $m \geq 3$, $m$ is smaller than the size of $A$.

Question: Is $A$ injective when restricted to $(\mathbb{Z}/m)^2$?

**Definition 4.1.** The language $L_D$ is the set of pairs $(m, A)$ for which the **PROBLEM** (CA-TORI-INJECTIVE) has an affirmative answer.

In terms of languages the problem above will be called $L_D$. Thus, of course Theorem 3.17 by Durand can be simply stated as follows:

**Theorem 4.2.** $L_D$ is a $\text{coNP}$-complete language.

Now, consider the following lemma which states the existence of a polynomial time algorithm deciding the inverse:

**Lemma 4.3.** There is a polynomial time algorithm that on the two inputs:
1. a cellular automaton $A$ with von Neumann neighborhood;
2. a cellular automaton $B$ with an arbitrary neighborhood and the same alphabet as $A$, decides whether or not $B$ is an inverse to $A$.

**Proof.** The automata $A$ and $B$ are presented to the algorithm by the tables of their local functions, see Definition 3.16. Assume that the alphabet of $A$ and $B$ has $S$ symbols and that the size of $B$ neighborhood is $N$. Hence the size of $A$ and $B$ are $O(S^3 \cdot \log(S))$ and $O(S^N \cdot \log(S))$, respectively.

To evaluate a cell $(i,j)$ in $B \circ A$ we need to look at a von Neumann neighborhood of all $N$ points in the neighborhood of $(i,j)$ in $B$, i.e. on at most $\leq 5N$ cells. Considering all the possible $\leq S^{5N}$ patterns on these cells yields in a list of all possible patterns ($\leq S^N$) on the neighborhood of $(i,j)$ in $B$, after the action of $A$. Then we check that in all these patterns $B$ produces in the cell $(i,j)$ the original symbol.

The time they need is bounded above by $O(S^{5N} \cdot (N \cdot S^5 \cdot \log(S)) \cdot (S^N \log(S)) = S^{O(N)})$, where $S^{5N}$ bounds the number of patterns to check, $N \cdot S^5 \cdot \log(S)$ bounds the time need to compute the pattern on the neighborhood of $(i,j)$ in $B$ after the action of $A$ (for any fixed pattern), and $S^N \cdot \log(S)$ bounds the time need to compute the symbol of $(i,j)$ after the action of $B$. However, the quantity $S^{O(N)}$ is polynomial in terms of the size of $B$, i.e. the algorithm is polynomial time.

\[ \square \]

Let us remark that the restriction on $A$ to a von Neumann neighborhood is essential. If $A$ was allowed to have an arbitrarily neighborhood $M$, then the algorithm would need time $S^{O(M \cdot N)}$ which is only quasi-polynomial in the sizes $O(S^M \cdot \log(S))$ and $O(S^N \cdot \log(S))$ of the inputs $A$ and $B$.

### 4.1 A proof system based on cellular automata

In this section we define a new proof system $P_{CA}$ based on cellular automata. As far as we know this is the first proof system based on cellular automata.

**Definition 4.4.** $P_{CA}$ is a proof system for the language $L_D$. A $P_{CA}$ proof for the pair $(m, A) \in L_D$ is cellular automaton $B$ such that:
1. $B$ has the same alphabet as $A$;
2. $B$ is inverse to $A$.

**Lemma 4.5.** $P_{CA}$ is a proof system for the language $L_D$.

**Proof.** If $A \in L_D$, then a suitable cellular automaton $B$ exists by Richardson’s theorem, Theorem 3.15. On the other hand the existence of $B$ implies that the cellular automaton $A$ is injective, i.e. $A \in L_D$. Hence $P_{CA}$ is complete and sound.

Finally, the provability relation is polynomial time decidable by Lemma 4.3.

\[ \square \]

The statement $A \in L_D$ can be expressed in a propositional way, same as in the proof of Richardson’s theorem proved in (14). In particular, a proof of $A \in L_D$ is a proof of the unsatisfiability of the formula\(^{25}\):

$$T_0(\bar{p}, \bar{f}) \cup \{p_{(0,0)}\} \cup T_0(\bar{q}, \bar{f}) \cup \{\neg q_{(0,0)}\}$$

\(^{25}\) See top page 66, the formula denoted by (*).
Hence any propositional proof system $Q$ can be thought of also as a proof system for $L_D$: a proof is a proof in $Q$ of this formula.

We may observe at this place that having in particular a resolution proof of the formula gives us at least a circuit that describes the transition function of the inverse cellular automaton and whose size is polynomial in the size of the resolution proof: feasible interpolation allows to extract a circuit computing the interpolant and the interpolant defines the transition function.

We remark that this leads to an interesting question about feasible interpolation. The size of the inverse automaton $B$ is $O(S^N \log(S))$ where $S$ is the size of the alphabet (common with the cellular automaton $A$) and $N$ is the size of the neighborhood of the inverse cellular automaton $B$. Hence it is the quantity $N$ that we would like to estimate. For this it would be very useful to have an estimate on the number of atoms the interpolant (produced by the feasible interpolation method or by any other specific method) depends on.

### 4.2 Some concluding remarks regarding the new proof system

The main problems which remain open from this last part are the followings: can we establish some polynomial simulation between $P_{CA}$ and some existing proof system such as Resolution? The investigation of this problem is hampered by the convoluted proof of Durand’s theorem; a good place where to start thus would be to find a simple (or at least a simpler) proof of the latter. It would be desirable to have a proof which involves propositional logic, as the proof of Richardson’s theorem given in (14), since this could give us a very elegant and unified framework.

Having such a simplified proof one could use the well-known relation between bounded arithmetic and proof systems (see (37)) and attempt to prove the soundness of $P_{CA}$ in the theory corresponding to $R$. Such a soundness proof would imply polynomial simulation of $P_{CA}$ by $R$ via a universal argument. We remark that the proof of Durand’s theorem appears to be formalizable in the theory $V^0$, if that is indeed the case this would imply a polynomial simulation of $P_{CA}$ by a constant-depth Frege system.  

### 5. Conclusions

In this chapter we have seen some interactions between the study of cellular automata and the study of propositional proofs. In some sense the first attempt was made in (14) and the ending part of the final section constitutes a development in that direction. Nevertheless as pointed out at the end of the previous section several problems concerning simulations remain open for the reasons given above.
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Cellular automata make up a class of completely discrete dynamical systems, which have become a core subject in the sciences of complexity due to their conceptual simplicity, easiness of implementation for computer simulation, and their ability to exhibit a wide variety of amazingly complex behavior. The feature of simplicity behind complexity of cellular automata has attracted the researchers’ attention from a wide range of divergent fields of study of science, which extend from the exact disciplines of mathematical physics up to the social ones, and beyond. Numerous complex systems containing many discrete elements with local interactions have been and are being conveniently modelled as cellular automata. In this book, the versatility of cellular automata as models for a wide diversity of complex systems is underlined through the study of a number of outstanding problems using these innovative techniques for modelling and simulation.
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