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1. Introduction

In solid state electronics, the miniaturization of integrated circuits implies that, even at moderate applied voltages, the components can be exposed to very intense electric fields. Advances in electronics push the devices to operate also under cyclostationary conditions, i.e. under large-signal and time-periodic conditions. A main consequence of this fact is that circuits exhibit a strongly nonlinear behavior. Furthermore, semiconductor based devices are always imbedded into a noisy environment that could strongly affect their performance, setting the lower limit for signal detection in electronic circuits. For this reason, to fully understand the complex scenario of the nonlinear phenomena involved in the devices response, an analysis of the electron dynamics in low-doped semiconductors far from equilibrium conditions is very important. Semiconductor spintronics offers a possible direction towards the development of hybrid devices that could perform logic operations, communication and storage, within the same material technology: electron spin could be used to store information, which could be transferred as attached to mobile carriers and, finally, detected. Despite these advantages, for the operability of prospective spintronic devices, the features of spin relaxation at relatively high temperatures, jointly with the influence of transport conditions, should be firstly well understood.

This chapter reviews recent results obtained by using a three dimensional semiclassical multivalleys Monte Carlo code to simulate the nonlinear carrier dynamics in low-doped GaAs bulks (Persano Adorno et al., 2009a; Persano Adorno, 2010; Spezia et al., 2010). The aim is to discuss and clarify the most relevant findings obtained by the investigation of: (a) the harmonic generation process and (b) the spectral density of the electron velocity fluctuations in the presence of intense sub-terahertz electric fields; (c) the influence of temperature and transport conditions on the electron spin relaxation.

Since Monte Carlo approach includes, at a microscopic level, all the sources of the nonlinearities (hot carriers, velocity overshoot, intervalley transfer, etc.) which take place in electronic devices operating under large-signal conditions, it allows to study harmonic
generation in the presence of far-infrared fields. Research along this line is motivated both by
the desire to understand the response of doped semiconductors to high-power submillimeter
radiation and by the possibility of applications to frequency conversion of coherent radiation
in the THz frequency region, where other conventional techniques are ineffective or difficult
to realize. In the first part of the chapter, the results of the analysis of the polarization of
the generated harmonics are reported (Persano Adorno, 2010). In particular, the polarization
obtained from the mixing of an oscillating electric field and a static field is compared with
that obtained in the presence of two cyclostationary fields, having an integer ratio between the
two frequencies. The findings show that the strength and the polarization of the mixed-fields
emission exhibit a strong dependence on the angle between the orientation of the two fields.
Unusual polarization features of the generated harmonics are found and discussed.
Recently, studies concerning the constructive aspects of noise and fluctuations in different
non-linear systems have shown that the addition of external noise to systems with an intrinsic
noise may result in a less noisy response. In the central part of the chapter the attention is
focused on the calculation of the modifications of the electronic noise spectra caused by the
addition of an external correlated noise source. Numerical results show that, under specific
conditions, the presence of a fluctuating component, added to a driving oscillating electric
field, can reduce the total noise power. Furthermore, a non-linear behavior of the spectral
density with the noise intensity is found. Critically depending on the external noise correlation
time, the system benefits from the constructive interplay between the random fluctuating
electric field and the intrinsic noise of the system. This is a relevant example of noise enhanced
stability (NES) in semiconductor systems (Persano Adorno et al., 2009a).
The last part of the chapter is dedicated to the investigation of the influence of temperature
and transport conditions on the electron spin depolarization, making use of a Monte Carlo
code which includes the precession description of the spin polarization vector. In order to
make spintronics a viable prospective technology it needs to find out the best conditions to
achieve long spin relaxation times and/or spin diffusion lengths in semiconductor materials.
Electron spin depolarization lengths and times show a nonmonotonic dependence on both
the lattice temperature and the electric field amplitude (Spezia et al., 2010). Both parameters
appear to be fundamental for the design and fabrication of spintronic devices.

2. Monte Carlo approach

The correct theoretical description of a semiconductor device can be obtained by
self-consistently solving the Boltzmann transport equation, or the quantum mechanical
equivalent of it, and the Maxwell field equations. In the presence of high amplitude driving
fields or under cyclostationary conditions, no analytical solution of the Boltzmann equation
is known. Approximate solutions can be obtained within drift-diffusion or hydrodynamic
models, but the validity of these models is very limited. It becomes necessary to perform a
numerical simulation of the process and Monte Carlo approach represents one of the most
powerful methods to simulate the transport properties in semiconductor devices, beyond
the quasi-equilibrium approximations. This technique, representing a space-time continuous
solution of the field and transport equations, is suitable for studying both the steady
state and the dynamic characteristics of the devices. Owing to its flexibility, Monte Carlo
method presents the remarkable advantage of giving a detailed description of the particle
motion in the semiconductor, by taking into account the main details of band structure,
scattering processes and heating effects, specific device design and material parameters. It
allows to obtain important electron dynamics information, such as the average velocity,
temperature, current density, etc., directly without the need of calculating first the electron distribution function. The time interval between two collisions (time of free flight), the scattering mechanisms, the collisional angle, and all parameters of the problem are chosen in a stochastic way, making a mapping between the probability density of the given microscopic process and a uniform distribution of random numbers.

In our code the conduction bands of GaAs are represented by the $\Gamma$-valley, by four equivalent L valleys and three $X$-valleys. The algorithm includes: (i) the intravalley scattering with acoustic phonons, ionized impurities, acoustic piezoelectric phonons, polar optical phonons, and for the the L-valleys also the scattering with optical nonpolar phonons; (ii) the intervalley scattering with the optical nonpolar phonons. Here all simulations refer to a GaAs bulk with a free electron concentration $n = 10^{13}$ cm$^{-3}$. With this value of impurity density and for the range of investigated temperatures ($80 < T < 300$ K) the Fermi temperature is much smaller than the electron temperature and degeneracy does not play any important role. We assume that all donors are ionized and that the free electron concentration is equal to the doping concentration. The complete set of n-type GaAs parameters used in the calculations is listed in Ref. (Persano Adorno et al., 2000). The scattering probabilities are calculated by the Fermi Golden Rule and assumed to be both field and spin independent; accordingly, the influence of the external fields is only indirect through the field-modified electron velocities. Nonlinear interactions of the field with the lattice and bound carriers are neglected. We also neglect electron-electron interactions and consider electrons to be independent (Kiselev & Kim, 2000). The spin polarization vector is included into the Monte Carlo algorithm and calculated for each free carrier, by taking into account the scattering-induced deviations of precession vector suffered after each collision.

The MC simulation is carried out by: (a) setting up the initial conditions of the system by giving to the electrons spin polarization, random momentum direction and kinetic energies with Maxwellian distribution depending on the lattice temperature; (b) determining the free flight time of each electron and updating the energy, the momentum and the spin polarization vector at the end of the free flight; (c) selecting a scattering process for each electron; (d) calculating the new value of energy (in case of inelastic scattering) and the scattering angles of each electron. The simulation continues from point (b). At fixed sampling time steps, small enough to properly update the particle motion, the average values of the physical quantities of interest, such as temperature, average electron velocity, spin polarization vector, are calculated.

3. Harmonic generation process in the presence of intense sub-terahertz electric fields

3.1 A short introduction to the problem

The comprehension of the harmonic generation process in solid state nonlinear materials under the influence of far-infrared fields is important in perspective to use upconversion to create coherent sources of terahertz radiation and/or new devices for microwave and terahertz optics and electronics (Mikhailov, 2008; 2009). With this aim the process of harmonic emission arising from the interaction of semiconductor structures with intense radiation fields, having frequencies in the sub-THz range, has been both experimentally (Brazis et al., 1998; 2000; Moreau et al., 1999; Urban et al., 1995; 1996) and theoretically (Persano Adorno et al., 2000; 2001; 2004; 2007a;b; Shiktorov et al., 2002a;b; 2003a) widely investigated. Moreover, this field of research represents an useful tool for the general understanding of several features of the highly non linear processes of carrier transport in low-doped semiconductors. The basic
physical mechanism yielding harmonic generation in these materials, under cyclostationary conditions, is provided by carrier heating via scattering mechanisms. Indeed, the onset of a scattering mechanism usually results in a kink in the static velocity-field relation at some threshold electric field, corresponding to a characteristic energy (optical phonon energy, energy gap between the lower and upper valleys). Such kinks create a nonlinearity in the velocity-field relation which is responsible for velocity harmonic generation. A single alternating field generates only odd harmonics; absence of even harmonics is a consequence of the scattering cross section symmetry with respect to the inversion of the electron velocity direction and of the isotropy of the initial Maxwellian electron velocity distribution function. Both the addition of a static electric field or the mixing of two oscillating fields, having an integer ratio between the two frequencies, can break the inversion symmetry and generate also even harmonics, resulting, therefore, a sensitive means for the control of the emission rates of both even and odd harmonics. Indeed, it has been shown that an opportune manipulation of the relative intensity and polarization of the two fields, offers the possibility to produce coherent radiation beyond that achievable with a single field (Alekseev et al., 1999; Persano Adorno et al., 2003a;b; Romanov et al., 2004).

In the last decade, in order to better understand the harmonics emission process in atoms, gases and plasmas, in the presence of two laser fields, and to enhance its use in applications, several studies have been focused on the investigation of the harmonic polarization properties (Borca et al., 2000; Dudovich et al., 2006; Ferrante et al., 2000; 2004a;b; 2005; Song et al., 2003; Wang et al., 1999; Xia et al., 2007). In atoms, even for a linearly polarized driving laser, in the presence of an additional constant electric field, the harmonics are in general elliptically polarized (Borca et al., 2000). Moreover, the introduction of a second linearly polarized laser beam at low-intensity, collinear with the first one, can produce unusual polarization features of the generated harmonics (Borca et al., 2000). In plasmas driven by a laser field, in the presence of an additional electric static field, it has been found that the even polarization plane rotates with respect to that of the laser field and that the value of the rotation angle depends on the harmonic number (Ferrante et al., 2004a;b; 2005). This circumstance could allow to use harmonics also as a diagnostic tool (Mairesse et al., 2008).

Although the conversion efficiency in semiconductors subjected to two alternating electric fields has extensively been investigated, to the best of our knowledge, very little has been done in the study of the polarization of the emitted radiation. The primary focus of this part of the chapter is to show the effect of mixing two color fields, having an integer ratio between the two frequencies, on the polarization of both even and odd harmonics, that are generated in a low-doped GaAs bulk. We study the polarization of even and odd harmonics as a function of the angle between the direction of the two applied fields and compare the polarization obtained from the mixing of an oscillating field with a static electric field with that obtained in the presence of two periodic fields (Persano Adorno et al., 2007b; Persano Adorno, 2010).

3.2 Harmonic generation theory

The propagation of an electromagnetic wave along the z direction in a medium is described by the Maxwell equation

\[ \frac{\partial^2 \vec{E}}{\partial z^2} - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = \mu_0 \frac{\partial^2 \vec{P}}{\partial t^2} \]  

(1)

where
\[ \vec{P} = \varepsilon_0 (\chi_1 + \chi_2 E + \chi_3 E^2 + \ldots \) \]

is the polarization of the free electron gas in terms of the linear \( \chi_1 \) and nonlinear \( \chi_2, \chi_3, \ldots \) susceptibilities.

The source of the nonlinearity is the current density

\[ \vec{j} = -n e \vec{v} (\vec{E}) \]

related to the polarization \( \vec{P} \) by

\[ \vec{j} = \frac{\partial \vec{P}}{\partial t} \]

Expanding the electrons velocity and the electric field in terms of their Fourier components as

\[ \vec{v} = \sum_q \vec{v}_q \exp \{ -i q (\omega t - k z) \} \]

\[ \vec{E} = \sum_q \vec{E}_q \exp \{ -i q (\omega t - k z) \} \]

with \( \omega = 2\pi \nu \), and taking only the leading term in the nonlinear part of the q-th component of the polarization \( \vec{P} \)

\[ \vec{P}^{NL}_q = \varepsilon_0 \chi_q \vec{E}_1^q \]

we obtain a relation between the q-th component of the velocity and the susceptibility \( \chi_q \) given by

\[ \chi_q = -\frac{inev_q}{q\omega E_1} \]

If we substitute the expansion for the electric field and use the above relation in the Maxwell equation, we obtain

\[ \vec{E}_q \left[ -q^2 k^2 + \frac{1}{c^2} q^2 \omega^2 \right] = i\mu_0 q \omega n e \vec{v}_q \]

By limiting the study of the harmonic generation efficiency to thin samples so as to reduce the loss, it is possible to not consider in the calculations the complex form of the dielectric function \( \epsilon(\nu) \) and neglect the field-dependent absorption. Assuming that the medium is transparent to the radiation at frequency \( \nu \), i.e. \( \nu > \nu_p \), \( \nu_p \) being the donor plasma frequency, we can use the dispersion relation and calculate the efficiency of the harmonic generation at frequency \( \nu = q\nu_1 \), normalized to the fundamental one \( \nu_1 \), as (Persano Adorno et al., 2000; 2001):

\[ \frac{I_\nu}{I_{\nu_1}} = \frac{1}{q^2} \frac{\nu_1^2}{\nu^2} \]

where \( \nu_1 \) is the Fourier transform of the electron drift velocity, obtained via the three-dimensional multivalleys Monte Carlo simulation of the electron motion in the semiconductor. The spectra of emitted radiation are then reconstructed by the analysis of the velocity Fourier components.
3.3 Results and discussion

In all simulations the lattice temperature is $T = 80$ K. The results are obtained in a stationary regime, after a transient time of a few picoseconds has elapsed. In all runs it is always present a linearly polarized oscillating electric field $E_1(t)$, having amplitude $E_1 = 30$ kV/cm and frequency $\nu_1 = 200$ GHz, which can rotate in the plane $xy$; the effects on the harmonic generation process due to the introduction of a second field are studied. In order to investigate the polarization of the emitted radiation, as a function of the different geometries of the linear polarization of the two incident fields, the harmonic spectra along the $x$- and $y$-axis have been computed.

3.3.1 Additional static field

We consider the GaAs bulk under the influence of the sum of the $E_1(t)$ field with a constant electric field $E_0 = \beta E_1$, with $\beta$ constant. The total field is described by the components:

$$E_x(t) = E_1 \cos(\phi) \cos(2\pi\nu_1 t - k_1 z) + E_0$$
$$E_y(t) = E_1 \sin(\phi) \cos(2\pi\nu_1 t - k_1 z)$$

where $\phi$ is the angle between the static field $E_0$, directed along the $x$-axis, and the oscillating field $E_1(t)$, lying in the plane $xy$. The additional static electric field, by lowering the symmetry of the system, allows the generation of even harmonics, whose amplitudes increase with the strength of the static field (Persano Adorno et al., 2007b).

To choose the amplitude of the additional static field to be used to analyze the harmonic generation also for different geometries of the linear polarization of the two incident fields, a preliminary analysis of the efficiency of the generated harmonics, as a function of $\beta$, has been done.

![Fig. 1. Efficiency of the first harmonics as a function of $\beta = E_0/E_1$, calculated with $E_1 = 30$ kV/cm and $\nu_1 = 200$ GHz.](image)

In Figure 1 we show the intensity of the first harmonics obtained with the total electric field directed along the x-axis ($\phi = 0^\circ$). For $\beta \geq 0.1$ even and odd harmonics have comparable intensities; accordingly, to study the polarization of the emitted radiation, we adopt $\beta = 0.1$, i.e. $E_0 = 3$ kV/cm, in all simulations.
Fig. 2. Harmonic spectra along x-axis (left panels) and y-axis (right panels) at different ϕ as a function of the harmonic order q. \( E_1 = 30 \text{ kV/cm}, \nu_1 = 200 \text{ GHz}, \beta = 0.1. \)

Figure 2 shows the harmonic spectra along the x and the y-axis for different values of the angle ϕ. When ϕ = 0°, along the x-axis we find, as expected, odd and even harmonics, and noise along the y-axis. Less obvious is the behaviour of the harmonic peaks when the two fields are not parallel, since the efficiency of both odd and even harmonics becomes function of the angle ϕ. In particular, when ϕ \( \neq \) 0°, the spectrum along the y-axis contains non negligible even harmonics due to the presence of the static field, although along the y-direction is present only \( E_1(t) \). When ϕ = 90° the spectrum along the x-axis shows only the even harmonics of the oscillating field, perpendicular to this direction, while along the y direction the spectrum contains only odd harmonics.

Figure 3 shows the angle α between the x-axis and the direction of the first four even (upper panel) and odd harmonics (lower panel), as a function of the angle ϕ. Since the static field strength is small compared to the amplitude of \( E_1 \), odd harmonics are nearly polarized in the same direction of the sub-THz field. On the contrary, the coincidence of the polarization angle
Fig. 3. Polarization angle $\alpha$ of even (upper panel) and odd (lower panel) harmonics generated by the GaAs bulk as a function of the angle $\phi$. $E_1 = 30$ kV/cm, $\nu_1 = 200$ GHz, $\beta = 0.1$.

with that of the static field is not found for even harmonics. Moreover, even harmonics show a different polarization angle for each harmonic order. This behavior is close to that noted in a theoretical study of laser even harmonic generation by a plasma embedded in a static electric field (Ferrante et al., 2004a;b; 2005). Initially, for $\phi < 20^o$, even harmonics are polarized nearly in the same direction of $E_1$, then for $20^o < \phi < 60^o$, the angle $\alpha$ increases more slowly than $\phi$ and this effect appears more evident for lower values of the harmonic number $q$. Finally, for $\phi > 60^o$ the polarization angle strongly decreases and, when $\phi = 90^o$, even harmonics are directed along the $x$-axis, as the constant field.

3.3.2 Additional oscillating field
The asymmetry effect induced by the presence of a static field may be also introduced by a second periodic field. In order to explore this case, we consider the GaAs bulk under the influence of a linearly polarized periodic electric field $E(t)$ given by the sum of $E_1(t)$ with a low-intensity field $E_2(t)$, having amplitude $E_2 = 3$ kV/cm and frequency $\nu_2 = 0.5 \nu_1$, described by the components:

$$E_x(t) = E_1 \cos(\phi) \cos(2\pi\nu_1 t - k_1 z) + E_2 \cos(2\pi\nu_2 t - k_2 z)$$

$$E_y(t) = E_1 \sin(\phi) \cos(2\pi\nu_1 t - k_1 z)$$

(13) (14)
where $\phi$ is the angle between the field $E_2(t)$, directed along the x-axis, and the field $E_1(t)$, lying in the plane $xy$.

Fig. 4. Harmonic spectra obtained with the $E_1$ field only (upper panel) and the $E_2$ field parallel to the $E_1$ field (central panel) as a function of the harmonic order $q$. Bottom panel show the intensity of the odd harmonic peaks in the two cases. $E_1 = 30 \text{ kV/cm}$, $\nu_1=200 \text{ GHz}$, $E_2 = 3 \text{ kV/cm}$, $\nu_2=100 \text{ GHz}$; $\phi = 0^\circ$.

Harmonic spectra obtained with the $E_1(t)$ field only (upper panel) and the $E_2(t)$ field parallel to the $E_1(t)$ field (central panel) are shown in Figure 4. When the two fields are parallel we found an enrichment of the spectrum with respect to the expected generation of odd harmonics of each field, because of the presence of satellite harmonics at mixed frequencies. In particular, as shown in the bottom panel of Figure 4, under field mixing conditions the peaks at the odd harmonics of the strong driving field frequency are present with amplitude nearly unchanged. Additionally, thanks to the nonlinear sum-frequency process, between pairs of odd harmonics of the frequency $\nu_1$, there are three peaks due to the presence of the field $E_2(t)$. This spectrum is very similar to that found in an experimental work on the generation of
harmonics in atomic gases (Perry & Krane, 1993). The intensity of these three additional peaks strongly depends on the relative angle between the two oscillating fields (see Figure 5).

Fig. 5. Harmonic spectra along x-axis (left panels) and y-axis (right panels) at different $\varphi$ as a function of the harmonic order $q$. $E_1 = 30$ kV/cm, $\nu_1 = 200$ GHz, $E_2 = 3$ kV/cm, $\nu_2 = 100$ GHz.

When the field $E_1(t)$ has a component different from zero along the $y$-axis, also the spectrum along this axis contains the three additional peaks due to the presence of the $E_2(t)$ field, although along the $y$ direction is present only the field $E_1(t)$. When the fields are orthogonal, i.e. $\varphi = 90^\circ$, the spectrum along the $y$-axis still contains the even harmonics, while the peaks immediately on either side of the odd harmonics of the frequency $\nu_1$ disappear; the spectrum along the $x$-axis contains only harmonics corresponding to odd multiples of the frequency $\nu_2$.

As discussed in Ref. (Perry & Krane, 1993), the peak between the odd harmonics of the frequency $\nu_1$, which corresponds to an even harmonic of $\nu_1$, can be justified as true "even" harmonic, resulting from symmetry breaking of the Hamiltonian due to the presence of $E_2(t)$, or as resulting from different combinations of the two frequencies, as, for instance, from the sum of an odd harmonic of $\nu_1$ plus the second harmonic of $\nu_2$. Also the peaks immediately on
each side of the odd harmonics of the frequency \( \nu_1 \) can be attributed to true "odd" harmonics of \( E_2(t) \) or, for example, to the combination of an even harmonic of \( \nu_1 \) plus or minus the signal at \( \nu_2 \). The analysis of the polarization of the emitted harmonics can help to highlight this aspect. Actually, the polarization of true "even" harmonics in two-colors experiment would be qualitatively similar to that predicted for an alternating field plus a static field, as long as the ratio of field strengths is comparable. Figure 6 shows the harmonic polarization plane for harmonic radiation corresponding to even (upper panel) and odd (central panel) multiples of the frequency \( \nu_1 \), as a function of the angle \( \phi \) between the two oscillating fields. In the bottom panel is instead plotted the polarization angle of harmonics corresponding to odd multiples of the frequency \( \nu_2 \). Also in this case, "even" harmonics show different polarization plane for different harmonic order. Nevertheless, the dependence of the polarization angle \( \alpha \) on the relative direction of the two fields is different with respect to the case in which the even harmonics are due the introduction of a static electric field. In particular, in the presence of two periodic fields, for \( \phi < 20^\circ \), "even" order harmonics are polarized nearly in the same direction of the strong field \( E_1(t) \) and for \( 20^\circ < \phi < 60^\circ \) the angle \( \alpha \) increases more slowly than \( \phi \). Rather, for lower values of the harmonic number \( q \), \( \alpha \) remains almost constant. Instead, for \( \phi > 60^\circ \) the polarization angle strongly increases and at \( \phi = 90^\circ \), "even" harmonics are directed along the \( y \)-axis. On the other hand, also the polarization plane of the "odd" harmonics of the frequency \( \nu_2 \) does not coincide with the direction of the field \( E_2(t) \), but it shows a dependence on the angle \( \phi \). Unexpectedly, the first "odd" harmonic is polarized up to \(~ 40^\circ\) from the direction of \( E_2(t) \). The polarization angle of the other three "odd" harmonics appears to be only slightly dependent on the angle \( \phi \), keeping it nearly constant at \(~ 15^\circ\), from the direction of \( E_2(t) \).

3.4 Conclusions
By mixing a strong field with a weak field, oscillating at a frequency whose value is half of that of the high-intensity one, it is possible produce sum and difference-frequency radiation, including odd and even harmonics. The field-mixing does not affect the efficiency of the odd harmonics of the strong field and makes the spectra more rich. The behavior shown by the "even" harmonics shares some features with those occurring in the presence of an additional constant electric field, as, for example, the circumstance that even harmonics show different polarization plane for different harmonics order. However the dependence of the polarization angle of these "even" harmonics on the angle between the two incident fields, does not coincide with that obtained in the presence of an additional static electric field. On the contrary, for the odd harmonics of the high-intensity field there is no rotation of the polarization plane. Moreover, because the polarization angle of the "odd" harmonics of the low-frequency field does not coincide with its direction, we can conclude that these are not true "odd", but, as the "even" ones, are mainly due to the sum-frequency process.

4. Noise enhanced stability in semiconductor systems
4.1 A brief introduction to the problem
The presence of noise in experiments is generally considered a disturbance, especially studying the performance of semiconductor-based devices, where strong fluctuations can affect their response. Recently, however, an increasing interest has been directed towards the constructive aspects of noise on the dynamical response of non-linear systems. The effect of the interaction between an external source of fluctuations and an intrinsically noisy system has been analytically investigated for the first time by Vilar and Rubí in 2001. They have
Fig. 6. Polarization angle $\alpha$ of the generated harmonics as a function of the angle $\phi$. Upper and central panels show "even" and odd harmonics of the frequency $\nu_1$, respectively; the bottom panel refers to "odd" harmonics of the frequency $\nu_2$. $E_1 = 30 \text{ kV/cm}$, $\nu_1 = 200 \text{ GHz}$, $E_2 = 3 \text{ kV/cm}$, $\nu_2 = 100 \text{ GHz}$. 
demonstrated that the spectral intensity of the output signal in a low frequency domain can be reduced by the addition of small amplitude noise on the input of the system (Vilar & Rubí, 2001).

In semiconductor bulk materials the possibility to reduce the diffusion noise by adding a correlated random contribution to a driving static electric field has been investigated by Varani and collaborators. Their numerical results, obtained by including energetic considerations in the theoretical analysis, have shown that, under specific conditions of the fluctuating electric field, it is possible to suppress the intrinsic noise in n-type GaAs semiconductors (Varani et al., 2005).

Recent studies of the electron velocity fluctuations in GaAs bulks driven by periodic electric fields, have shown that the spectral density strongly depends on the frequency of the applied field and critical modifications are observed when two mixed high-frequency large-amplitude periodic electric fields are used (Persano Adorno et al., 2008a). This means that the total power spectrum of the intrinsic noise is dependent on both the amplitude and the frequency of the excitation signals.

In this part of the chapter we focus our attention on the noise influence on the intrinsic carrier noise spectral density in low-doped n-type GaAs semiconductor driven by a high-frequency periodic electric field (Persano Adorno et al., 2008b; 2009a). The semiconductor intrinsic noise is obtained both by computing the velocity fluctuations correlation function and the spectral density (González et al., 2003; Shiktorov et al., 2003b) and directly calculating the variance of the electron velocity fluctuations. The effects caused by the addition of an external source of random perturbations are investigated by analyzing (i) the noise spectral density at the same frequency of the external driving field and (ii) the integrated spectral density (ISD), for different values of both the external noise amplitude and the noise correlation time. Numerical results show that, strictly depending on the correlation time, the presence of the external noise modifies the electron average velocity and significantly affects both the correlation function of its fluctuations and the internal noise spectrum of the system.

4.2 Semiconductor noise calculation

The semiconductor bulk is driven by a fluctuating periodic electric field

\[ E(t) = E_1 \cos(\omega t + \phi) + \eta(t) \]  \hspace{1cm} (15)

with frequency \( \nu = \omega / 2\pi \) and amplitude \( E_1 \). The random component of the electric field is modeled with an Ornstein-Uhlenbeck (OU) stochastic process \( \eta(t) \), which obeys the following stochastic differential equation:

\[ \frac{d\eta(t)}{dt} = \frac{\eta(t)}{\tau_c} + \sqrt{\frac{2D}{\tau_c}} \xi(t) \]  \hspace{1cm} (16)

where \( \tau_c \) and \( D \) are, respectively, the correlation time and the variance of the OU process, and \( \xi(t) \) is the Gaussian white noise with the autocorrelation \( \langle \xi(t)\xi(t') \rangle = \delta(t-t') \). The OU correlation function is \( \langle \eta(t)\eta(t') \rangle = D \exp\left(-\left|t-t'\right|/\tau_c\right) \). The changes on intrinsic noise properties are investigated by the statistical analysis of the autocorrelation function of the velocity fluctuations and of its mean spectral density. When the system is driven by a periodic electric field the correlation function \( C_{\delta\delta\delta\delta}(t, \tau) \) of the velocity fluctuations \( \delta v(t) = v(t) - \langle v(t) \rangle \) can be calculated as (González et al., 2003)

\[ C_{\delta\delta\delta\delta}(t, \tau) = \langle v\left(t - \frac{\tau}{2}\right) v\left(t + \frac{\tau}{2}\right) \rangle - \langle v\left(t - \frac{\tau}{2}\right) \rangle \langle v\left(t + \frac{\tau}{2}\right) \rangle \]  \hspace{1cm} (17)
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in which \( \tau \) is the correlation time and the average is meant over a sequence of equivalent time moments \( t = s + mT \), with \( s \) belonging to the time interval \([0, T]\) (\( T \) is the field period) and \( m \) is an integer. This two-time symmetric correlation function eliminates any regular contribution and describes only the fluctuating part of \( v(t) \). By averaging over the whole set of values of \( t \) within the period \( T \), the velocity autocorrelation function becomes

\[
C_{\delta\delta v}(\tau) = \frac{1}{T} \int_0^T C_{\delta\delta v}(t, \tau) dt
\]  

(18)

As due to the Wiener-Kintchine theorem, the spectral density can be calculated as the Fourier transform of \( C_{\delta\delta v}(\tau) \). In the computations of the autocorrelation function we have considered 

\[ 10^3 \] possible initial values of \( s \) and a total number of equivalent time moments \( m \approx 10^6 \).

Intrinsic noise has been investigated also by estimating directly the electron velocity variance. This calculation has been performed separately for each energy valley, following the same method of equivalent time moments described above (Persano Adorno et al., 2009a).

### 4.3 Physical model of intrinsic noise

When the semiconductor is driven by a static electric field, the shape of the spectral density of electron velocity fluctuations is exclusively determined by the strength of the applied field. For amplitudes smaller than the threshold field \( E_G \) (Gunn Field) for intervalley transitions, the diffusion is the most relevant source of noise, while, for \( E_0 > E_G \), the complex structure of the semiconductor becomes relevant and random transitions of carriers among the available energy valleys must be taken into account. In this case, the intrinsic noise is mainly determined by a partition noise, caused by stochastic carrier transitions between regions characterized by different dynamical properties (intervalley transfers) in momentum space. The partition noise is characterized by a pronounced peak in the spectral density at a frequency \( \nu_G \), which can be defined the “natural” transition frequency of the system between the valleys (Persano Adorno et al., 2008a).

Under cyclostationary conditions, the noise behaviour depends on both the amplitude and the frequency of the applied field. In particular, it is similar to that of the static field case only for very low-frequency fields \( (\nu \ll \nu_G) \). On the contrary, for frequencies \( \nu \gtrsim \nu_G \), the intervalley transfers are driven by the external field, the system enters in a forced regime of oscillations and the velocity fluctuations become time correlated (Persano Adorno et al., 2008a). In this case, the spectral density exhibits a peak centered around the frequency of the periodic signal and a significant enhancement in the low-frequency region.

### 4.4 Numerical results and discussion

In order to neglect thermal noise contribution and to highlight the partition noise effects we have chosen as lattice temperature \( T = 80 \) K. The spectral density of the electron velocity fluctuations has been studied by adopting a fluctuating periodic electric field with frequency \( \nu = 500 \) GHz. The amplitude of this field has been chosen on the base of a preliminary analysis of both the variance of velocity fluctuations and the spectral density \( S_0(E) \) at zero frequency, as a function of the amplitude of the oscillating field. The most favorable condition to obtain a noise suppression effect in our system is reached when \( d^2S_0(E)/dE^2 \) is negative and the variance of velocity fluctuations exhibits a maximum (Varani et al., 2005; Vilar & Rubí, 2001). In accordance with the results shown in figures 1a and 1b of Ref. (Persano Adorno et al., 2009a), we have chosen a driving electric field with amplitude \( E_1 = 10 \) kV/cm and frequency \( \nu = 500 \) GHz.
In the absence of external noise, the amplitude of the forcing field is large enough to switch on intervalley transitions from the $\Gamma$ valley to the $L$ valleys and, since the frequency $\nu$ is of the same order than $\nu_G$, the electron velocity fluctuations are mainly determined by partition noise (Shiktorov et al., 2003b). Hence, the spectrum is characterized by the features described in section 4.3.

![Diagram](image)

**Fig. 7.** (a) Spectral density (SD) of electron velocity fluctuations as a function of the frequency. Solid line is obtained in the absence of external noise; dotted line describes the results obtained with $D^{1/2} = 7$ kV/cm and $\tau_c = 1$ ps = 0.5 T; dashed-dotted line is obtained with $D^{1/2} = 7$ kV/cm and $\tau_c = 16$ ps = 8 T. (b) Height of the peak in the SD of electron velocity fluctuations as a function of the external noise amplitude for different values of the correlation time $\tau_c$ of the external noise source.

In figure 7a we show how the spectral density of electron velocity fluctuations is modified by the presence of noise. The addition of an external source of fluctuations to the driving electric field strongly changes the spectrum and, in particular, the height of the peak around 500 GHz, in a way that critically depends on the OU correlation time. In figure 7b we plot the maximum of the spectral density at the frequency of the driving field as a function of the external noise amplitude $D^{1/2}$, for five different values of $\tau_c$. An interesting nonlinear behavior of this quantity is observed for increasing noise intensities and correlation times. In particular, for values of $\tau_c$ smaller than or equal to the period $T$ of the oscillating electric field, the spectral density at 500 GHz shows a monotonic decreasing trend with increasing noise amplitude. For values of $\tau_c$ greater than $T$, the spectral density is reduced only for small amplitudes of the external noise, while an enhancement of the peak is observed for greater intensities. When the intrinsic noise is mainly due to the partition effect, the height of the peak in the spectral density depends on the population of the different valleys and it reaches a maximum when the populations are nearly at the same level (Nougier, 1994; Shiktorov et al., 2003b). Since the "effective" electric field experienced by electrons in the presence of a fluctuating field is different, the number of intervalley transitions changes with respect to the case in which the external source of noise is absent. This fact can be responsible of the observed changes on the peak of the spectral density.

The dependence of the intrinsic noise suppression effect on the amplitude and the correlation time of the external source of fluctuations has been investigated also by studying the integrated spectral density (ISD), i.e. the total noise power, as a function of the OU noise amplitude, for three different values of $\tau_c$. In figure 8 we show a clear reduction of the ISD in the presence of added noise. In particular, for each value of the correlation time, we find a
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range of \( D^{1/2} \) in which the electric field fluctuations reduce the semiconductor intrinsic noise. This effect is more evident for higher correlation times.

Fig. 8. Integrated spectral density of electron velocity fluctuations as a function of the external noise amplitude. Solid line: \( \tau_c = 0.5 \, T \); dotted line: \( \tau_c = 2 \, T \); dashed line: \( \tau_c = 8 \, T \). Dashed-dotted line is the semiconductor intrinsic noise level.

From a microscopic point of view, this suppression can arise from the fact that the fluctuating electric field forces the carriers to visit regions of the momentum space characterized by a smaller variance with respect to the case of zero noise (Walton & Visscher, 2004). We have investigated the details of the electron dynamics under the fluctuating electric field by analyzing for different correlation times the relative occupation time and the velocity variance separately in different valleys. In figure 9 (right panels) we show that, when the noise amplitude increases, the electron occupation time of the \( \Gamma \) valley decreases and the corresponding times calculated for the \( L \) and \( X \) valleys increase. This behavior is expected because the addition of fluctuations to the driving electric field leads to an increase of scattering events which are responsible for an increase of the transitions from the \( \Gamma \) valley to valleys at higher energy. This behavior depends on the correlation time of the external noise source. In particular, for a fixed value of the external noise intensity, the effect of reduction of the relative occupation time for the \( \Gamma \) valley and the corresponding increase for the \( L \) valleys is more pronounced for shorter correlation times.

Less obvious is the behavior of the electron velocity variance evidenced in figure 9 (left panels). In fact, while the common experience would suggest an increase of the velocity variance when the external noise amplitude grows up, we find that, depending on the value of the correlation time, the velocity variance in the \( \Gamma \) valley can be reduced in a specific range of the noise amplitude. An increasing trend is instead observed for the \( L \) and \( X \) valleys. The reduction of the electron velocity variance observed in the \( \Gamma \) valley for \( \tau_c = 2 \, T \) and \( D^{1/2} \) between 1 and 6 and, even more, for \( \tau_c = 8 \, T \) and \( D^{1/2} \) between 1 and 8, represents an intrinsic effect of the dynamics of electrons in the \( \Gamma \) valley without taking into consideration any transfer to valleys characterized by different dynamical properties. This effect of noise-induced stability can explain the longer residence times of electrons in the \( \Gamma \)-valley at higher correlation times.
4.5 Conclusions

A less noisy response in the presence of a driving periodic electric field containing time-correlated fluctuations is observed. Both the amplitude and the correlation time of the electric field fluctuations are crucial parameters for the intrinsic noise reduction effect. Previous studies ascribe the reduction of the electron velocity fluctuations to an overall effect of intervalley transfers. Our study on the electron velocity variance, calculated separately for every single energy valley of the semiconductor, shows that the velocity variance of an electron moving in the \( \Gamma \)-valley is reduced by the presence of correlated noise, independently from the transitions to upper valleys, bringing to longer residence times. This effect of noise enhanced stability (NES) arises from the fact that the transport dynamics of electrons in the
semiconductor receives a benefit by the constructive interplay between the fluctuating electric field and the intrinsic noise of the system. Moreover, for a fixed value of the external noise amplitude, a very unexpected non-monotonic behavior of the integrated spectral density as a function of the noise correlation time, in a wider range of $\tau_c$, is discussed in (Persano Adorno et al., 2009b).

5. Influence of transport conditions on the electron spin depolarization

5.1 Preliminary remarks

For an extensive utilization of spintronic devices, the features of spin decoherence at relatively high temperature, jointly with the influence of transport conditions, should be fully understood. In last decade there has been a lot of experimental works in which the influence of transport conditions on relaxation of spins in semiconductors has been investigated (Beck et al., 2006; Dzhioev et al., 2004; Furis et al., 2006; Hägge et al., 1998; Hruška et al., 2006; Kikkawa & Awschalom, 1998; Sanada et al., 2002). Even though for high speed transfer of information, high external electric fields must be used, up now only the influence of low electric fields ($F < 0.1 \text{ kV/cm}$) on coherent spin transport has been investigated and very little is known about the effects of higher electric fields (Sanada et al., 2002) or high lattice temperatures. Very recently, electrical injection of spin polarization in n-type and p-type silicon at room-temperature have been experimentally carried out (Dash et al., 2009). These promising experimental results for development of spintronic devices suggest that it is important investigate the spin coherence up to room temperature.

The temporal evolution of the spin and the evolution of the momentum of an electron cannot be separated. The spin depolarization rates are functionals of the electron distribution function in momentum space which continuously evolves with time when an electric field is applied to drive the transport. Thus, the dephasing rate is a dynamic variable that needs to be treated self-consistently in step with the dynamic evolution of the electron’s momentum. A way to solve this problem is to describe the transport of spin polarization by making use of Boltzmann-like kinetic equations. This can be done within the density matrix approach (Ivchenko et al., 1990), methods of nonequilibrium Green’s functions, as the microscopic kinetic spin Bloch equation approach (Jiang & Wu, 2009; Weng & Wu, 2003; Weng et al., 2004; Wu & Ning, 2000; Wu et al., 2010; Zhang et al., 2008), or Wigner functions (Mishchenko & Halperin, 2003; Saikin, 2004), where spin property is accounted for starting from quantum mechanics equations. Another way is to use a Monte Carlo approach, by taking into account the spin polarization dynamics with the inclusion in the code of the precession mechanism of the spin polarization vector (Barry et al., 2003; Bournel et al., 2000; Kiselev & Kim, 2000; Pershin, 2005; Pramanik et al., 2003; Saikin et al., 2003; 2006; Shen et al., 2004; Spezia et al., 2010; Spezia et al., in press). Both methods allow to include the relevant spin relaxation phenomena for electron systems and take into account the details of electron scattering mechanisms, material properties and specific device design; their predictions have been found to be in good agreement with experiments.

Earlier Monte Carlo simulation has revealed that the presence of an external electric field can accentuate spin relaxation in GaAs bulk materials (Barry et al., 2003). However, a comprehensive theoretical investigation of the influence of transport conditions on the spin depolarization in semiconductor bulk structures, in a wide range of values of temperature, doping density and amplitude of external fields, is still lacking. In this last part of the chapter, solving the transport and spin dynamics stochastic differential equations by a semiclassical Monte Carlo approach, the spin lifetimes and depolarization lengths of an
ensemble of electrons, for intermediate values of the electric field (0.1 – 2.5 kV/cm) and lattice temperatures in the range 10 < T < 300 K, are estimated (Spezia et al., 2010). A detailed analysis of the doping density effect on the fast process of spin depolarization of drifting electrons in GaAs bulks, below the metal-to-insulator transition, can be found in Spezia et al., (in press).

5.2 Spin relaxation dynamics

Spin dephasing may be caused by interactions with local magnetic fields originating from nuclei and spin-orbit interactions or magnetic impurities. The most relevant spin relaxation mechanisms for an electron system under non degenerate regime are: (i) the Elliott-Yafet (EY) mechanism, in which electron spins have a small chance to flip during each scattering, due to the spin mixing in the conduction band (Elliott, 1954; Yafet, 1963); (ii) the Dyakonov-Perel (DP) mechanism, based on the spin-orbit splitting of the conduction band in non-centrosymmetric semiconductors, in which the electron spins decay due to their precession around the k-dependent spin-orbit fields (inhomogeneous broadening) during the free flight between two successive scattering events (Dyakonov & Perel, 1971; Dyakonov, 2006); (iii) the Bir-Aronov-Pikus (BAP) mechanism, in which electrons exchange their spins with holes (Bir et al., 1976). Hyperfine interaction is another mechanism, usually important for spin relaxation of localized electrons, but ineffective in metallic regime where most of the carriers are in extended states (Abragam, 1961; Paget et al., 1977; Pikus & Titkov, 1989).

Previous theoretical (Jiang & Wu, 2009; Wu et al., 2010) and experimental (Litvinenko et al., 2010) investigations indicate that the EY mechanism is totally irrelevant on electron spin relaxation in n-type III-V semiconductors. For this reason we analyze the spin depolarization of drifting electrons in n-type GaAs semiconductors by considering only the D’yakonov-Perel process.

By following the semiclassical formalism, the term of the single-electron Hamiltonian which accounts for the spin-orbit interaction can be written as

\[ H_{SO} = \frac{\hbar}{2} \vec{\sigma} \cdot \vec{\Omega}. \]  

It represents the energy of electron spins precessing around an effective magnetic field \[ \vec{B} = \hbar \vec{\Omega} / m_{BG} \] with angular frequency \( \vec{\Omega} \), which depends on the orientation of the electron momentum vector with respect to the crystal axes. Near the bottom of the \( \Gamma \)-valley, the precession vector can be written as (Pikus & Titkov, 1989)

\[ \vec{\Omega}_\Gamma = \beta_G \left[ k_x (k_y^2 - k_z^2) \hat{x} + k_y (k_z^2 - k_x^2) \hat{y} + k_z (k_x^2 - k_y^2) \hat{z} \right] \]  

(20)

In equation (20), \( k_i \) (\( i = x, y, z \)) are the components of the electron wave vector. \( \beta_G \) is the spin-orbit coupling coefficient, a crucial parameter for the simulation of spin polarization. In \( \Gamma \)-valley we consider the effects of nonparabolicity on the spin-orbit splitting by using (Pikus & Titkov, 1989),

\[ \beta_G = \frac{a \hbar}{m \sqrt{2mE_g}} \left( 1 - \frac{E_0(k)}{E_g} \frac{9 - 7\eta + 2\eta^2}{3 - \eta} \right) \]  

(21)

where \( a = 0.029 \) is a dimensionless material-specific parameter, \( \eta = \Delta / (E_g + \Delta) \), with \( \Delta = 0.341 \) eV the spin-orbit splitting of the valence band, \( E_g \) is the energy separation between the conduction band and valence band at the \( \Gamma \) point, \( m \) the effective mass and \( E(k) \) the electron energy.
The quantum-mechanical description of electron spin evolution is equivalent to that of the classical momentum $\vec{S}$ experiencing the effective magnetic field, as described by the equation of motion

$$\frac{d\vec{S}}{dt} = \vec{\Omega} \times \vec{S}. \quad (22)$$

Every scattering event changes the orientation of the effective magnetic field $\vec{B}$ (that strongly depends on $\vec{k}$) and the direction of the spin precession axis.

### 5.3 Calculation of spin depolarization times and lengths

All simulations are performed by using a temporal step of 10 fs and an ensemble of $5 \cdot 10^4$ electrons to collect spin statistics. The initial non-equilibrium spin polarization decays with time as the electrons, driven by a static electric field, move through the medium, experiencing elastic and anelastic collisions. Since scattering events randomize the direction of $\vec{\Omega}$ during the motion, the polarization vector of the electron spin experiences a slow angular diffusion. The dephasing of each individual electron spin produces a distribution of spin states that results in an effective depolarization, which is calculated by ensemble-averaging over the spin of all the electrons.

![Fig. 10. Spin polarization $\langle S_x \rangle$ as a function of time for three different values of the lattice temperature $T$, $E_0 = 0.1$ kV/cm.](image)

The simulation of the spin relaxation starts with all the electrons of the ensemble initially polarized ($\langle \vec{S} \rangle = 1$) along the $x$-axis at the injection plane ($x_0 = 0$). After a transient time of typically $10^4$ time steps, long enough to achieve the steady-state transport regime, the electron spins are initialized, the spin relaxation begins and the quantity $\langle \vec{S} \rangle$ is calculated as a function of time. In Fig. 10, we show the electron average polarization $\langle S_x \rangle$, calculated as a function of time in the presence of an electric field, having amplitude $E_0 = 0.1$ kV/cm, directed along the $x$-axis, for three different values of temperature. In order to extract the characteristic time $\tau$ of the spin relaxation, the obtained trend of the spin dephasing is fitted by the following
exponentially time decaying law
\[ \langle S_x \rangle(t) = A \cdot \exp(-t/\tau), \quad (23) \]
with \( A \) a normalization factor. The depolarization length \( L \) is the corresponding value of the distance traveled by the center of mass of the electron cloud from the injection plane.

5.4 Numerical results and discussion
In Fig. 11 we plot the spin depolarization length \( L \) [panel (a)] and the spin depolarization time \( \tau \) [panel (b)] as a function of the electric field amplitude, for three values of the lattice temperature. The spin relaxation lengths show a marked maximum that rapidly reduces its intensity, widens and moves towards higher electric field amplitudes with the increasing of the temperature. For temperatures \( T \leq 150 \text{ K} \) the decoherence times plotted in Fig. 11 (b) show a non-monotonic behavior. For \( E_0 > 0.5 \text{ kV/cm} \), \( \tau \) lightly depends on the temperature up to \( T \sim 150 \text{ K} \). At higher temperatures, the spin electron relaxation time becomes a monotonic decreasing function of the electric field intensity. The presence of maxima in the spin depolarization length at intermediate fields can be explained by the interplay between two competing factors: in the linear regime, as the field enlarges, the electron momentum and the drift velocity increase in the direction of the field. On the other hand, the increased electron momentum also brings about a stronger effective magnetic field, as shown in Eq. 20 (Barry et al., 2003). Consequently, the electron precession frequency becomes higher, resulting in faster spin relaxation (i.e., shorter spin relaxation time). For \( E_0 < 0.5 \text{ kV/cm} \) and \( T \leq 150 \text{ K} \) the non-monotonic behavior of the relaxation time reflects the complex scenario described above, caused by the triggering of scattering mechanisms having different rates of occurrence.

In Fig. 12 we show the spin electron relaxation length \( L \) [panel (a)] and the spin depolarization time \( \tau \) [panel (b)] as a function of the lattice temperature, for five values of the electric field amplitude. For a fixed electric field, \( L \) is a monotonic decreasing function of the temperature. When \( E_0 = 0.5 \text{ kV/cm} \), \( L \) shows its maximum value, remaining greater than 35 \( \mu \text{m} \) up to \( T \approx 80 \text{ K} \). Furthermore, for field amplitudes greater than 1 \( \text{kV/cm} \), the spin depolarization length remains almost constant for \( T < 100 \text{ K} \). At room temperature the maximum value of \( L \) (\( \sim 6 \mu \text{m} \)) is obtained for \( E_0 \geq 1 \text{ kV/cm} \). The relaxation time \( \tau \) shows, instead, a non-monotonic behavior with the temperature [see Fig. 12 (b)]. In particular, the curve obtained with \( E_0 = 0.1 \text{ kV/cm} \) exhibits a minimum at \( T \sim 80 \text{ K} \) and an increase in the range 80 – 150 \( \text{K} \). For temperatures greater than 150 \( \text{K} \), all curves with a field strength up to 0.5 \( \text{kV/cm} \) show a common decreasing trend. The longest value of spin coherence time is achieved for the field amplitude \( E_0 = 0.5 \text{ kV/cm} \) for the entire range of temperatures. For higher values of \( E_0 \), the spin depolarization time strongly decreases, becoming nearly temperature-independent for \( E_0 > 1.5 \text{ kV/cm} \). As the temperature increases, the scattering rate increases too, and hence the ensemble of spins loses its spatial order faster, resulting in a faster spin relaxation. This temperature dependence becomes less evident at higher amplitudes of the driving electric field, where, because of the greater drift velocities, the polarization loss is mainly due to strong effective magnetic field. At very low electric fields, the spin dephasing is, instead, primarily caused by the multiple scattering events. The nonmonotonicity of \( \tau \) can be ascribed by the progressive change, with the increase of the temperature, of the dominant collisional mechanism from acoustic phonons and ionized impurities to polar optical phonons (Dzhioev et al., 2004). Following the theory of D’yakonov-Perel, \( -1/\tau \) is proportional to the third power of the temperature \( T \) and linearly depends on the momentum relaxation time \( \tau_p \) (Dyakonov & Perel, 1971). An increase of the temperature initially leads to a slightly decrease of \( \tau \); for
temperatures greater than $\sim 100$ K the electrons start to experience scattering by polar optical phonons. This switching on leads to an abrupt decrease of $\tau_p$ that, for lattice temperatures in the range 100 – 150 K, results more effective than the increase of $T$, giving rise to the observed increase of $\tau$. For temperatures greater than 150 K this latter effect is no more relevant.

5.5 Conclusions
We have estimated the spin mean lifetimes and depolarization lengths of an ensemble of conduction electrons in lightly doped n-type GaAs crystals, in a wide range of both lattice temperatures ($10 < T < 300$ K) and field intensities ($0.1 < E_0 < 2.5$ kV/cm), finding that, under particular conditions, also at temperatures greater than the liquid-helium temperature, it is possible to obtain very long spin relaxation times and relaxation lengths. These are
essential for the high performance of spin-based devices, in order to extend the functionality of conventional devices to higher working temperatures and higher electric field amplitudes and to allow the development of new information processing systems. In particular, for $E_0 = 0.5$ kV/cm we achieve the longer value of spin lifetime ($\tau > 0.15$ ns) up to a temperature $T = 150$ K. At room temperatures, we obtain a coherence length of about 6 $\mu$m, nearly independent from the intensity of the electric field. Furthermore, depending on the interplay between the external electric field and the different collisional mechanisms with increasing electron energy, we find very interesting nonmonotonic behavior of spin lifetimes and depolarization lengths as a function of temperature and electric field amplitude.

Fig. 12. Spin depolarization length $L(a)$ and spin depolarization time $\tau (b)$ as a function of the temperature $T$, for five values of the electric field amplitude $E_0$. 
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