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1. Introduction

Most living areas such as parks, streets, metro stations, shopping centers, schools and houses are monitored by technologically varied surveillance camera systems. While the first generation primitive systems are still largely used to view and record visual data, the semi-autonomous second generation systems started to emerge to help human operators by processing video data to alert them for abnormal situations (Ahmad et al., 2007). These systems generally include an advanced component for motion detection, object recognition, tracking, behavior understanding, video indexing, or video retrieval (Hampapur et al., 2007). Although these systems intend to handle the events automatically (Hu et al., 2004), fully automated surveillance systems are still inadequate (Keval & Sasse, 2006) and therefore human operators are still indispensable (Siebel & Maybank, 2004).

The number of cameras in surveillance systems is getting larger with the increased demand for security in public spaces (Koskela, 2000). While the number of cameras increases, the amount of data and the amount of visual stimuli for an operator become extremely large. Human operators sometimes have to monitor many video feeds at the same time but the visual limitations of human being give permission to handle only a small subset (Preece et al., 1994). These limitations cause operators to overlook some important actions, requiring more operators to maintain a reliable surveillance system. However, the increased number of operators makes the system more reliable but less efficient. The cost of manpower becomes the dominating factor in the total operational cost and it is generally much larger than the costs of software and storage medium (Dick & Brooks, 2003).

Indispensability of human power in surveillance systems increases the human workload. Performance of human operators become a key point on the total performance of surveillance systems. Attention levels of operators, their monitoring strategies, characters and moods effect the system’s success. It is claimed that the performances of human operators are not stable and even expert operators loses their attention after twenty minutes (Green, 1999). While surveillance systems are so common and the operators are the most important part of these systems, many micro-social studies have been conducted for better understanding of security rooms (Keval & Sasse, 2006; Norris & Armstrong, 1999; D., 2004). All these studies, which show that human attention levels have to be monitored regularly.
The field of Human Computer Interaction (HCI) became very interested in analyzing and designing systems for the interaction between the human operators and the surveillance systems. A large amount of work has been conducted on surveillance systems (Ahmad et al., 2007) to achieve higher efficiency and reliability, which can be separated into two groups. The first group generally works at real-time rates while human operators are monitoring the scene. These systems support operators by placing the views of detected threats in conspicuous places (Steiger et al., 2005). Although these systems are generally limited with a fixed number of objects or actions, they successfully decrease the amount of workload where properties of monitored objects or actions are known. An automated surveillance system consists of a number of complex mechanisms according to its objectives (Hu et al., 2004) like tracking pedestrians, making crowd analysis (Siebel & Maybank, 2004), extracting motion patterns (Gryn et al., 2009) and object recognition (López et al., 2006). Some surveillance systems use advanced user interface designs to make themselves convenient and manageable. The efficiency of operators can be increased by utilizing hand gestures for selecting cameras, zooming, tilting and focusing instead of using traditional mouse and keyboard units (Iannizzotto et al., 2005). Although advanced user interfaces and automatic detection of suspicious threats make the operators more efficient on the monitoring process, the operators might still overlook some important actions.

Retrieving a previously overlooked threat is in the scope of the second group. Since the amount of surveillance-video data is very large, manual reexamination of all the recorded data is time consuming even in accelerated modes. The solution is the searching of actions or objects by using image and video understanding methods. Indexing video data and collecting them in databases increase the speed of subsequent searches (Dick & Brooks, 2003). Content-based video retrieval methods can retrieve objects by considering their shape, color or texture properties but cannot successfully determine specified behaviors (Hu et al., 2004). Tracking of actions and spatial positions of objects are also used for detecting anomalies in surveillance videos (Buono & Simeone, 2010). These systems need the knowledge of event locations and can only work after the event occurs. There are also systems that perform semantic analysis of actions in videos for video indexing (Snoek & Worring, 2005). These methods are more advanced than content-based methods but they have to find low-level visual features and handle semantic video indexing.

These two groups largely cover almost all the approaches of interactive surveillance systems but there is still a gap between the two groups. Methods in the first group aim to decrease the rate of overlooking but they cannot do anything when operator overlooks suspicious actions. They do not know if the operator perceives the action or not. Methods in the second group support indexing and retrieving of actions. While these methods can be used off-line, they cannot preclude damages of suspicious actions. In addition, actions and their features have to be precisely described to the system. We propose a new eye-gaze based user interface system that can help close this gap. The system neither processes video for the known threats nor indexes actions but it catches the overlooked actions and prepares a summarized video of these actions for later viewing. Our user interface increases the reliability of the surveillance system by giving a second chance to the operator. The system increases the efficiency of operators and decreases the workload by re-showing only a summary of overlooked actions. The system can also be used to summarize video sections where the operator pays most attention. Such a video can be used to review the surveillance video by other operators in a much shorter amount of time.
Our system employs eye-gaze positions to decide operator’s Region Of Interest (ROI) on the videos. Eye-gaze based ROIs are used on images for personalized image retrieval and indexing (Jaimes et al., 2001; Jing & Lansun, 2008) but they are not popular on videos. Eye-gaze information is used as a semantic information on images and they cooperate with other content-based methods. While images contain only objects, there are both objects and actions on videos, so finding semantic rules for videos is harder. We do not try to form semantic rules for actions, we only focus on how people watch videos and track motion (Jacob, 1991). Psychological studies show that humans can track only 5 to 8 moving objects at a time (Franconeri et al., 2007; Pylyshyn & Storm, 1988; Sears & Pylyshyn, 2000) by focusing at the center of moving objects instead of making saccades between them (Fehd & Seiffert, 2008). Although expert human operators can track slightly more actions than untrained operators (R. et al., 2004), they may still overlook some important actions at rush times. We propose to estimate video sections that correspond to these overlooked actions by finding video regions with actions away from the center of focus. These estimated video sections are used to produce the final summary video. Similarly, as mentioned before, our system allows video summaries that include only the video sections where the surveillance operator pays attention, which could be used for fast peer reviewing of already monitored videos.

There are many video summarization methods available in the literature (Komlodi & Marchionini, 1998; Li et al., 2009; Truong & Venkatesh, 2007). A classification of linear video summarization methods is given by Li et al. (2001). The most popular video summarization methods are based on discarding frames with least activity (Kim & Hwang, 2000; Li et al., 2000), but this simple method cannot compress a video shorter than number of possible key frames. These methods need a threshold and it is not generally possible to determine this threshold perfectly, lower thresholds increase size of the summarized video and higher thresholds discard the frames with activities.

Another important problem with the methods that discard whole-frames is that the summarized videos might contain both overlooked and focused actions if they are in the same frame. We need a summary method that lets objects move on the time axis independently to compress the activity from different time intervals into a very small time volume. One such method is the non-linear video summarization approach by Acha et al. (2006) who represented the video summary as an energy minimization over the whole video volume. The chronology of a single pixel value is allowed to change, meaning that events of different time steps for the same region of the video image can be collated in any order. In the final summarized video, a single frame is most likely composed of activity from different frames of the original video. For example, for an input video where two persons walk in different frames (Fig 1. (a)), they are seen walking together in its non-linear summary (Fig. 1. (b)). While this method may seem like a good solution for a compact video for later viewing, the overall energy minimization is very complex and it is not suitable for our real-time purposes.

Non-linear video summarization methods are getting popular on surveillance domain (Choudhary & Tiwari, 2008;Slot et al., 2009;Pritch et al., 2009;Chen & Sen, 2008). An extension of 2D seam carving (Avidan & Shamir, 2007) is applied for achieving a content-aware synopsis video for stationary cameras (Slot et al., 2009). A more complex non-linear method using min-cut optimization technique on 3D video volume is proposed by (Chen & Sen, 2008). This method better preserves the actions in a very compact synopsis, it requires large memory space. Another original approach for non-linear synopsis is the grouping of actions(Pritch et al., 2009). Pritch et al. propose an unsupervised system that clusters similar actions. A more
Fig. 1. Sample frames from the first input video and its corresponding summaries.

(a) Sample frames from an input video sequence of 366 frames. Small blue circles are eye gaze points of operator.

(b) Sample frames from full synopsis video sequence of 185 frames.

(c) Sample frames from the synopsis of monitored parts. The result video contains 147 frames.

(d) Sample frames from the synopsis of where operator overlooks. It contains 130 frames.

Fig. 1. Sample frames from the first input video and its corresponding summaries.
A parallel non-linear surveillance video synopsis system with operator eye-gaze input

A fast approximation of non-linear video summarization method is proposed by Yildiz et al. (2008). The method works on 2D projections of the video volume instead of working on 3D volume itself. This projection reduces the complexity of the problem. Therefore, an efficient dynamic programming algorithm can be employed to optimize the video energy. The video energy is represented by an energy image after the projection. Every pixel of the energy image corresponds to a column of a video frame and a pixel has a higher energy value if there is an action on the corresponding column. A path with the minimum energy can be found and discarded on this image to decrease the video length. After removing these columns from the original video, the non-linearly summarized video is obtained.

The main contribution of the proposed system is the novel integration of the eye-gaze focus points with the improved real-time non-linear video summarization method of (Yildiz et al., 2008). We use a new efficient background subtraction algorithm that provides information about the number of frames to be discarded without limiting the summarization capacity. The overall system can be used with practical surveillance systems without complicating the task of the operator (Fig. 1). The system runs at real-time speeds on average hardware, which means that while the operator is working, the summary video of the overlooked (Fig. 1. (d)) or the attentively monitored (Fig. 1. (c)) video sections are already available at the end of the monitoring process. We also describe some improvements over our previous work (Vural & Akgul, 2009). Today’s surveillance cameras generally produce low resolution videos that could not be useful for human identification (Keval & Sasse, 2006). So, the recorded videos are not accepted as an evidence in court(Sasse, 2010). Technological foresights on digital surveillance video systems indicate that most of the surveillance video cameras are going to be replaced with higher resolution ones. Our method reaches the real-time rates on high resolution videos by using parallelism and a better optimization method.

2. Background information

Video summarization methods are useful in video surveillance systems for decreasing the operational costs. They decrease the demand of manpower on video searching tasks as well as cutting down the storage costs. We use video summarization in surveillance somehow differently from the previous methods. We utilize the operator eye-gaze positions in summarizing the interesting sections of the surveillance videos, where interesting sections might include the overlooked or most attentively monitored sections. We employ a non-linear video summarization method for its efficiency and nonlinear treatment of its time dimension. The method depends on an observation of motion in real life activities. It assumes that almost all dynamic objects in surveillance scenes move horizontally on the ground and cameras are placed such that x axis of the camera reference frame is parallel to the ground. If we project the video volume onto the plane orthogonal to its y axis, the resulting projection reduces the size of the problem in exchange for losing the information of motion on the y axis (Fig. 2 Step-1). The projection keeps horizontal motion information on a 2D projection matrix, \( P \). Despite the 3D nature of the video summarization problem, the method works on 2D projection matrix. The projection matrix \( P \) contains \( W \times H \) elements for a video sequence of \( T \) frames each of which is \( W \times T \). Each element of matrix \( P \) represents a column of input video \( V \), and their values are equal to the sum of the gray level pixels in the corresponding columns.
Fig. 2. Non-linear video summarization of an input video sequence with $T$ frames. All frames of input video have width of $W$ and height of $H$. A summarized video with $T$ number of frames is obtained after 3 steps: 1- Projection of the columns, 2- Computation of Energy Matrix, 3- Optimization using dynamic programming.

$$P(w, t) = \sum_{h=1}^{H} V(w, h, t), \forall w, t, \text{ s.t. } w \in [1, W], t \in [1, T]. \quad (1)$$

Although the projection operation reduces the problem size, the values in $P$ are the summations of the pixel intensities and cannot be used alone in the optimizations. The second step of the summarization method constructs an energy matrix $E$ with the same size of $P$(Fig. 2 Step-2). The elements of $E$ are computed as a partial derivative of $P$ with respect to time (Eq. 2) so the motion information is obtained from the brightness changes of the video columns.

$$E(w, t) = \left| \frac{\partial P(w, t)}{\partial t} \right|, \forall w, t, \text{ s.t. } w \in [1, W], t \in [2, T]. \quad (2)$$

We briefly explain the dynamic programming based optimization here and leave the details to the next subsection (Fig. 2 Step-3). The method discards the video columns by running dynamic programming on the energy matrix $E$. While higher energy values in $E$ mean there can be an action, lower energy values most probably represent background columns. The method uses dynamic programming to find a path with the minimum energy on $E$ and
removes the corresponding pixels from the original video. These removed pixels make a surface in the 3D video volume which means that removing this surface makes the video shorter. Since the removed surface contains only the low energy pixels, background columns in the video are discarded. Matrix $E$ is partially changed after the removal of the columns. New surfaces can be discarded by applying dynamic programming after computing the changed parts of matrix $E$. Applying these steps several times makes the video shorter and the video summary is obtained. Although the above method is similar to the non-linear image resizing method of Avidan & Shamir (2007), our employment of this method is original because we use it not for the image resizing but for video summarization. The energy matrix $E_{img}$ of an image can be defined as the gradient magnitude of the original image $I$. Edges and textured regions in the image are most likely preserved.

Our video summarization method is based on the non-linear image resizing method of Avidan & Shamir (2007). In non-linear image resizing, an energy matrix of the original image is used for optimization. The energy matrix is specially formed from the original image such that matrix elements have higher energy values if they correspond to pixels with higher conceptual information. Dynamic programming runs on the energy matrix and finds a minimum energy path on the image. The pixels along the path are removed for shrinking the image. For horizontal shrinking, non-linear image resizing finds a vertical minimum energy path on the energy image and removes the pixels belonging to that path. Similarly, a horizontal minimum energy path is searched and its pixels are removed for vertical shrinking. Size of the new image is inversely proportional with the number of dynamic programming paths so for getting original image smaller more minimum energy paths must be found.

$$E_{img} = \sqrt{\left(\frac{\partial I}{\partial x}\right)^2 + \left(\frac{\partial I}{\partial y}\right)^2}$$  \hspace{1cm} (3)

A vertical path on $E_{img}$ should be found for horizontal shrinking and the path should have only one element for each row of the image. This rule enforces all rows to have the same number of pixels after every path removal. On a $W \times H$ image, a vertical path is defined as

$$S^v = \{\text{col}(h), h\}, \ s.t. \forall h, h \in [1, H], |\text{col}(h) - \text{col}(h - 1)| \leq 1,$$  \hspace{1cm} (4)

where $\text{col}(h)$ is the column position of the path element on row $h$. A vertical path $S^v$ is composed of $h$ points and the neighboring points of the path can have at most 1 displacement in the horizontal direction. Similarly, a horizontal path $S^h$ is defined as

$$S^h = \{(w, \text{row}(w))\}, \ s.t. \forall w, w \in [1, W], |\text{row}(w) - \text{row}(w - 1)| \leq 1.$$  \hspace{1cm} (5)

Finding the vertical or the horizontal minimum energy paths on $E_{img}$ and removing the corresponding pixels will shrink the image in the desired dimension. The minimum energy path is found using dynamic programming. Dynamic programming first fills a table $M$ with the cumulative cost values of the paths then back traces on this table to find the actual path elements. The values of $M$ are computed using the following recursion

$$M(w, h) = E_{img}(w, h) + \min\{M(w - 1, h - 1), M(w, h - 1), M(w + 1, h - 1)\}.$$  \hspace{1cm} (6)

When $M$ is fully constructed, the minimum costs for the paths are placed at the last row of $M$. The minimum cost value of the last row equals to the total cost of the minimum energy vertical path and the position of the minimum cost value gives the last element of the path.
Dynamic programming finds all path elements by back tracing from that position. At the end of this process we have the minimum path across the energy image. All pixels belonging to this path are discarded to shrink the image by one column.

This method can be used in 3D space-time video volume as well as 2D images. A non-linear video summarization from the space-time video volume can be achieved by shrinking the time dimension. A naive approach would search a 3D surface of pixels with least motion information instead of a 2D path. The video summary can then be produced by discarding a surface with the minimum energy but finding such a surface with dynamic programming would take exponential time. This problem is solved by projecting the video volume onto a plane orthogonal to its x or y axes (Yildiz et al., 2008).

3. The method

Our method employs the projection technique used in (Yildiz et al., 2008) to obtain a projection matrix. We then use a novel frequency based background subtraction method on the projection matrix. The video sections with motion information in the background matrix $B$ are then filtered according to the eye-gaze positions obtained from the operator. The filtering can be performed to produce overlooked sections or the sections that have the operator focus. At the last step, we run the dynamic programming algorithm for producing the video summary.

We use two buffers for the real-time processing of the video. Each buffer is processed by a separate process. One of the processes fills its buffer with video frames and computes the corresponding row of projection matrix $P$ just after grabbing the frame. Since computing projection of a frame does not depend on other frames, one process can handle grabbing and projection together. Once the first process fills its buffer, it hands the current buffer over to the second process and it starts filling the other. The second process begins processing the full buffer by computing energy matrix from the present projection matrix and continuously finds the minimum energy paths for summarizing the video.

The following subsections include novel contributions of our method for the background subtraction and the employment of eye-gaze positions.

3.1 Frequency based background subtraction

Although the video abstraction method of (Yildiz et al., 2008) is fast, direct employment of this method in our application has several problems. First, computed values on $E$ are the absolute differences of total intensity values between two consecutive columns (Eq. 2). The value
Fig. 4. Non-linear video summarization of the interesting sections contains 4 steps: 1-Projection of the video columns, 2- Background subtraction, 3- Computing Energy Matrix $E_{gaze}$ considering eye-gaze positions, 4- Optimization using dynamic programming.
gets larger while the intensity dissimilarity between the moving object and the background increases. Second, the system produces positive costs for the video columns with no motion information, if there are lighting variations. Third, the system cannot determine how many frames have to be discarded because it does not know what values represent an action. Finally, the system does not have any mechanisms of filtering according to eye-gaze positions.

Our new frequency based background subtraction method produces a binary map \( B \) of background and actions. Values of the projection matrix elements are scaled to the interval of \([0, S]\) for a scaling parameter \( S \). This scaling operation limits the maximum value with a relatively small number and lets us use a histogram based fast frequency transform.

Our method counts the number of scaled intensity values for the rows of matrix \( P \) using an histogram array \( A \) with a size of \( S \). The values of histogram array for a row \( w \in [1, W] \) are computed as follows:

\[
A_w[P(w, t)] = A_w[P(w, t)] + 1 \quad \forall t \text{ s.t., } 1 \leq t \leq T.
\]

The last step of computing frequency based background matrix is extracting the background and actions. We use a technique similar to one described by Zhang & Nayar (2006), for extracting background from the video frames. Since the histogram values for the action pixels of matrix \( P \) is expected to be less than the pixels of the background, a simple thresholding method can be used to form the background matrix \( B \).

\[
B(w, k) = \begin{cases} 
\text{ACTION} & \text{if } A_w(k) \leq \text{threshold}_1, \\
\text{BACKGROUND} & \text{otherwise}.
\end{cases}
\]

### 3.2 Tracking eye-gaze positions of human operator

The proposed system requires both background matrix \( B \) and eye-gaze positions of the operator for computing energy matrix of interesting video sections (Fig. 4 Step-3). Although we use the eye-gaze tracker of LCTechnologies (LCTechnologies (1997)), any eye-gaze tracker (Hutchinson et al., 1989; Morimoto & Mimica, 2005) that does not disturb operators would work with our system. The tracker communicates with our application and returns the \( x \) and \( y \) positions of the operator’s eye-gaze position for each video frame. First, we label each frame as ‘monitored’ or ‘not monitored” by checking if the eye-gaze position of the operator is within the display area.

\[
L(t) = \begin{cases} 
\text{monitored} & \text{if } G_x(t) \in [0, W] \wedge G_y(t) \in [0, H], \\
\text{not monitored} & \text{otherwise},
\end{cases}
\]

where \( L(t) \) is the label of the frame, \( G_x(t) \) and \( G_y(t) \) are \( x \) and \( y \) positions of eye-gaze position at time \( t \). We preprocess \( G_x(t) \) and \( G_y(t) \) before they are used in Eq. 9 for suppressing the effect of eye blinking. Our system uses an outlier detection approach for determining the frames with eye blinking. For such blinking frames the last valid eye-gaze position is applied as \( G_x \) and \( G_y \).

The above formulations are sufficient to find if the operator misses the whole frame. For such cases, our dynamic programming based abstraction method includes the action sections of the frame in the video summary because it is known that none of the actions are monitored by the operator.
If the eye-gaze positions of the operator is on the display area, we need a mechanism of what sections of the video the operator is focused on. Although sensing and tracking actions generally can be done fast, operators cannot focus to see all the actions on a monitor if there are several independently moving objects (Sears & Pylyshyn, 2000). Detecting such a situation is also important to understand if the action is seen by operator or not. Human visual system has a good and efficient mechanism for tracking moving objects. The eye focuses near the moving object if there is only one object (Fig. 8. (a)). It focuses at the center of moving objects if there are more than one related object (Fehd & Seiffert, 2008) (Fig. 8. (b)). We also observe this behavior in our experiments, which led us to use a circular attention window for covering action sections. A circular area around the eye gaze position is assumed as the visual field where a human can catch actions. The radius of the circle is determined experimentally in our work and we set it as quarter of the screen dimensions.

Our summarization method uses a weight array $\omega$ for ignoring or accepting the video sections according to eye-gaze positions of the operator. The weight array with values larger than 1 increases the acceptance chance ($\omega^+$) of the section and the values smaller than 1 decreases the chance ($\omega^-$). These arrays are filled with constant numbers, however our formulations do not prevent any employment of varying numbers that increases the weights of the center pixels. Since our system cannot discard a video column partially due to the projection of the 3D video volume to a 2D projection image, vertical weighting is unnecessary. Therefore, using a simple weight array is sufficient. The $\omega$ contains $2r + 1$ elements where $r$ is the radius of attention circle. The system can have either one of two different special abstracts using one of the weight arrays above. The abstract video can show either ‘attentively monitored’ or ‘overlooked’ parts depending on which weight array is used.

We construct our eye-gaze based energy matrix $E_{\text{gaze}}$ from background matrix $B$ using a weight array $\omega$.

$$E_{\text{gaze}}(w, t) = \begin{cases} B(w, t) \omega |G_x(t) - w| & \text{if } |G_x(t) - w| \leq r, \\ B(w, t) & \text{otherwise.} \end{cases}$$

(10)

The new energy matrix $E_{\text{gaze}}$ is the matrix that will be used to run the dynamic programming based video summary method.

### 3.3 A more efficient and parallelizable method

It is expected that most of the surveillance cameras are going to be replaced with higher resolution cameras (Sasse, 2010). New generation cameras produce high quality videos which are more useful for accurate recognition of objects and actions but processing these videos will require more CPU power. Some of the existing surveillance video synopsis methods work in delayed real-time with today’s surveillance cameras but further improvements are required for handling higher resolution videos. Analysis of our existing synopsis method shows that the method is highly parallelizable and dynamic programming based optimization can be replaced with an efficient binary optimization method. In order to speed up the synopsis system, we use binary energy images more effectively both for finding minimum energy paths and for the regeneration of synopsis video.

The slowest part of the existing method is the regeneration of synopsis video after removing the minimum energy paths. Video columns that do not correspond to the minimum energy path elements are moved on time axis to reconstruct synopsis video. Moving the input video columns to their new locations in the synopsis video volume is a time consuming
Fig. 5. (a) An input video volume. Each different color shows columns with different column indexes. (b) Energy matrix $E$ of (a). Two sample paths are found so the video will be two frames shorter. One of these paths is used for constituting the background frame $F_{\text{background}}$. Each column index is represented with a different color on the rows of the energy matrix $E$. One thread is assigned for each row of $E$. Sample movements of video columns are also shown.

Existing non-linear synopsis methods spend most of their computation times on the reconstruction phase. In experiments, it is shown that total processing time decreases when the number of extracted minimum energy paths increases. The methods get faster when the number of moving columns is smaller. While the reconstruction of synopsis video is the most time consuming phase, it is important to improve this phase for speeding up the whole synopsis system. We propose two improvements for this phase: first improvement is to prevent to movement of redundant columns and the second improvement is using parallel programming techniques for the reconstruction of synopsis video.

Although the system ensures that a path element represents a background column, the video columns to be moved do not only contain actions but also background columns which do not include any minimum energy path (Fig. 7). Fast non-linear synopsis method of Yildiz et al. uses a real valued energy matrix $E_r$ and this map does not know anything about if a map element represents an action or background (Yildiz et al., 2008). Thus, this method has to move all columns for the reconstruction. A large number of video columns can be skipped in the moving process by using the binary energy matrix $E_b$ effectively. First, a background image is obtained using one of the minimum energy paths (Fig. 5(b)). Video columns that correspond to a zero energy path constitute a background frame $F_{\text{background}}$ by using Eq. 11.

$$F_{\text{background}}(i, j) = V(i, j, \text{path}[i].t), \forall i, j, s.t. i \in [1, W], j \in [1, H]$$

where $\text{path}[i].t$ is the frame number of the $i^{th}$ element of the minimum energy path stack.

We first create a synopsis video volume whose frames are $F_{\text{background}}$ and then only move the action columns to their new locations in the synopsis video volume. The moving operation is similar to the moving operation of (Vural & Akgul, 2009).

The second improvement on the synopsis video volume reconstruction is using parallelism. An input video column can only be moved to a synopsis video column on the same column index (Fig. 5(a)). In other words, a column can only be moved on the time axis. This operation is independent from other columns with different $w$ indexes. We assign one thread for each
Fig. 6. (a) A path starting from \((x_0,t_2)\) finishes on \((x_2,t_1)\). A stack holds the path elements. (b) Dead-end: \((x_1,t_1)\) is chosen as a next path element from the node \((x_0,t_2)\) but there are no available path elements in the neighborhood of \((x_1,t_1)\). (c) \((x_1,t_1)\) is removed from the stack and marked as an unavailable node. \((x_1,t_2)\) is chosen instead of \((x_1,t_1)\). A complete path is found after this choice.

row of the energy matrix \(E\) (Fig. 5(b)). Each thread handles the movement of all columns in a row of binary energy matrix \(E\).

Another time consuming part of the existing non-linear synopsis methods is the DP optimization. In DP optimization it is required to find total costs of all minimum energy paths. When a path is found and removed from the energy matrix \(E\), neighborhood of video columns is changed and recalculations of total path energies are needed for a partial region of \(E\). DP finds all the paths and then it requires a back-tracing for the one with the minimum energy to find path elements. A more efficient method that uses binary energy matrix \(E\) can be applied instead of DP. Total energy of a permitted path on a binary energy map must be zero. While we know the total energy, computation of path’s total energy is redundant. A path can only contain elements which represent the background columns with zero energy values. The proposed method tries to find paths for all background elements of the first row of the binary energy matrix \(E\). A stack data structure is used for storing path elements. The first element of the stack is chosen from the first row of the binary energy matrix \(E\). The method seeks a path for each background element of the first row. The stack is initialized for each path and the next background element from the first row of \(E\) is added to the stack. The top element of the stack is the active node. From the active node, next element of the path can be one of the three neighbors on the next row. A background element from the active node’s neighborhood is added to the stack. A path is completed when the stack includes an element from the last row of the energy image \(E\) (Fig. 6(a)). In some cases, there can be no available background nodes in the neighborhood of an active node as seen in Fig. 6(b). If there is not any path from an active node, the method marks that node as a dead-end node. A dead-end node is removed from the stack and a new path is tried from the previous active node (Fig. 6(c)). A marked dead-end node loses its availability and further paths never traverse it again.

Although there are some other parallelism mechanisms could be found for the computation of the projection matrix \(P\) and the energy matrix \(E\), their effect will be marginal on the total processing time. A pipeline mechanism could also be used while computing the projection matrix \(P\). Each row of the projection matrix \(P\) is only depended on one input video frame, so a row of \(P\) could be computed just after the frame is grasped. We tested the proposed
Fig. 7. $E_g$ images and the minimum energy paths of the first input video. Black regions show action trajectories and the cyan colored regions represent minimum energy paths. Green regions are also representing background columns like cyan regions but the difference is that there is not any minimum energy path passing from green elements. One improvement on synopsis video reconstruction phase skips over working on these columns. Processing times are for single threaded method running on 3.2Ghz CPU.

4. Experiments

We group our experiments into two parts. The videos of these experiments can be viewed at http://vision.gyte.edu.tr/projects.php?id=5. In the first group we analyze how humans track and sense moving objects. This analysis is important to understand the relationship between eye movements and observed actions. We prepared six synthetic movies with different number of moving objects and motion characteristics to test on a group of people. The experiments show us how an eye-gaze position gets its initial position when an action...
Table 1. Running times (sec) of single thread method of (Vural & Akgul, 2009) and improved multi-threaded method on different resolutions. Experiments are done on two different computer setups.

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Intel P4 3.2Ghz with hyper-threading</th>
<th>Intel QuadCore 2.5Ghz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single Threaded</td>
<td>Multi Threaded</td>
</tr>
<tr>
<td>320x240</td>
<td>7.349</td>
<td>2.532</td>
</tr>
<tr>
<td>640x480</td>
<td>23.51</td>
<td>10.17</td>
</tr>
<tr>
<td>1024x768</td>
<td>104.3</td>
<td>39.98</td>
</tr>
<tr>
<td>1920x1080</td>
<td>182.1</td>
<td>87.76</td>
</tr>
</tbody>
</table>

In the second group of experiments, we tested our method on two different scenarios of surveillance videos with varied resolutions. We show the results of our video summarizations and compare them with each other according to their frame numbers and processing times. The videos are recorded in our laboratory and we instruct our operators to monitor some actions and overlook others. Our videos are at 15fps and the resolutions are 320 x 240, 640x480, 1024x768 and 1920x1080. We select the scaling parameter $S$ as 255 and threshold $1$ of Eq. 8 as 5 for all our experiments. We tested our methods on two different computer setups. First computer is a hyper-threaded Intel Pentium-4 3.2GHz PC with 1GB of memory and the second one has 2GB memory and an Intel QuadCore 2.5GHz CPU.

In the first video a person walks and another person traces nearly the same route after the first person leaves the field of view of the camera. The first person then again walks in the room. We instructed our operator to direct his eye-gaze out of the display area when the second person appears on the screen. Sample frames from this scenario are shown in Fig. 1. We also show images of the minimum energy paths and the $E_{gaze}$ matrices of both input and result videos (Fig. 7). First input video is 24 second long and our single threaded method summarizes the overlooked sections of it in 5.67 seconds with the DP optimization. The processing time of attentively monitored sections is a little longer than the overlooked parts and it takes 6.17 seconds. The processing time of the video decreases when the number of minimum energy paths increases for the single threaded method of (Vural & Akgul, 2009). This shows that the most time consuming part of the system is reconstruction of the video volume for summarization. Time requirement of this step increases with the number of frames in the video.

We compare the running time of single-threaded synopsis method of Vural et. al (2009) with the proposed multi-threaded method. In Table 1 we tested several different resolutions of first input video on two different computers. We run each method ten times and the values appear and how the tracking is continued. The eye moves totteringly when it first recognizes a moving object and nearly after two seconds all the subjects’ eyes find a stable trajectory for tracking. Tracking is more complex for multiple moving objects on different sections of the monitor. Although most of the subjects prefer to track as many objects as possible, eyes move towards crowded sections of the monitor (Fig. 8. (c)). This initial latency and tottering can cause overlooking some actions. We also observed that our experiments support the thesis about multiple moving objects in (Fehd & Seiffert, 2008). Human eyes are rather focused around moving objects instead of focusing directly on the objects conference (Fig. 8. (a,b)). Therefore using an attention area to represent this adjacency is required and we represent this area in a circular form.
Fig. 8. How an eye tracks moving objects: Black circles are moving objects and the circles with other colors represent the eye gaze points of different subjects. (a) Tracking one moving object, (b) Tracking two objects moving same direction. (c) Tracking five objects moving different directions.
Table 2. Speeding up effects of the improvements on the first input video. Column A: Single-threaded synopsis method, Column B: Single-threaded method without DP optimization, Column C: Multi-threaded method without DP optimization, Column D: Multi-threaded method without DP optimization and with skipping redundant video columns from moving. Running times are (sec) achieved on Intel QuadCore 2.5 CPU with 2GB memory. Percentages represent the speeding up ratio of that column from the Column A.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full synopsis</td>
<td>126.4</td>
<td>101.0</td>
<td>52.59</td>
<td>30.07</td>
</tr>
<tr>
<td>(1920x1080)</td>
<td>(125%)</td>
<td>(240%)</td>
<td>(420%)</td>
<td>(420%)</td>
</tr>
<tr>
<td>Full synopsis</td>
<td>48.30</td>
<td>39.94</td>
<td>22.38</td>
<td>10.81</td>
</tr>
<tr>
<td>(1024x768)</td>
<td>(121%)</td>
<td>(216%)</td>
<td>(447%)</td>
<td>(447%)</td>
</tr>
<tr>
<td>Full synopsis</td>
<td>4.578</td>
<td>2.375</td>
<td>1.094</td>
<td>0.859</td>
</tr>
<tr>
<td>(320x240)</td>
<td>(193%)</td>
<td>(216%)</td>
<td>(418%)</td>
<td>(533%)</td>
</tr>
<tr>
<td>Overlooked</td>
<td>3.962</td>
<td>1.782</td>
<td>1.031</td>
<td>0.750</td>
</tr>
<tr>
<td>(320x240)</td>
<td>(222%)</td>
<td>(384%)</td>
<td>(528%)</td>
<td></td>
</tr>
<tr>
<td>Monitored</td>
<td>4.047</td>
<td>2.031</td>
<td>1.203</td>
<td>0.843</td>
</tr>
<tr>
<td>(320x240)</td>
<td>(199%)</td>
<td>(336%)</td>
<td>(533%)</td>
<td>(480%)</td>
</tr>
</tbody>
</table>

The experiments show that the multi-threaded synopsis method is at least the number of CPU cores times faster than the single threaded method. While the limited memory sizes limit the speeding up, the improvement is nearly two times more on lower resolution videos.

We also show how each improvement effects on the running times. In Table 2, running times of single threaded synopsis method and the effects of different combination of improvements are shown. In higher resolution videos dynamic programming based optimization takes less percentage of time on total running time. So, the removing DP can only effect up to 240% over single-threaded method. Multi-threading decreases running time between 50% to 75%.

The last column of the table shows multi-threaded synopsis method without DP and skipping background columns from moving. The improvement is up to 533% and this improvement is proportional with the number of background nodes which are not marked as minimum energy path elements. All of our running times on the last column except for 1920x1080 resolution are shorter then the original input video length. Our multi-threaded method runs on delayed real-time for other resolutions of video on 15 fps. The method reaches only 11 fps on 1920x1080 resolution but this speed is also acceptable on today’s high resolution surveillance cameras. High resolution surveillance cameras works at 25 fps for 1024x768 (768p) resolution and at 10fps for 1920x1080 (1080p). In the last table (Table 3) we show the running time results of second input video.

Our last experiment is for analyzing the behavior of our system when an operator overlooks an action while watching another action on the same monitor (Fig. 9). In this scenario a bag is stolen but our operator watches the other side of the monitor. We then show the rubbery again to the operator by processing the 24 second long input video in only 4.39 seconds. There are some artifacts in summarized videos. These artifacts occur because of the constant radius of visual attention circle. If the attention circle covers only some part of the action, the other parts can be discarded. One solution to this problem could be a simple motion segmentation module that prevents segments from partial omission. We prefer not to use such a mechanism due to the real-time requirements of our system.
Table 3. Speeding up effects of the improvements on the second input video. Column A: Single-threaded synopsis method, Column B: Single-threaded method without DP optimization, Column C: Multi-threaded method without DP optimization, Column D: Multi-threaded method without DP optimization and with skipping redundant video columns from moving. Running times are (sec) achieved on Intel QuadCore 2.5 CPU with 2GB memory. Percentages represent the speeding up ratio of that column from the Column A.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full synopsis</td>
<td>3.782</td>
<td>2.406 (157%)</td>
<td>1.297 (292%)</td>
<td>0.797 (475%)</td>
</tr>
<tr>
<td>Overlooked</td>
<td>3.632</td>
<td>1.516 (240%)</td>
<td>0.969 (375%)</td>
<td>0.698 (520%)</td>
</tr>
<tr>
<td>Monitored</td>
<td>3.657</td>
<td>2.324 (157%)</td>
<td>1.188 (308%)</td>
<td>0.765 (478%)</td>
</tr>
</tbody>
</table>

5. Conclusions

We introduced a novel system for the real-time summarization of the high resolution surveillance videos under the supervision of an surveillance operator. The system employs an eye-gaze tracker that returns the focus points of the surveillance operator. The resulting video summary is an integration of the actions observed in the surveillance video and the video sections where the operator pays most attention or overlooks. The unique combination of the eye-gaze positions with the non-linear video summaries results in a number of important advantages: First, it is possible to review what actions happened in the surveillance video in a very short amount of time. If there are many operators monitoring different cameras, the supervisor of the surveillance system can check what the operators observed without going through all the videos. Second, it is possible to review the overlooked actions of the surveillance videos efficiently. Finally, as a side benefit of the second advantage, it is possible to evaluate the performance of the surveillance operators by analyzing the overlooked sections of the videos. This advantage makes it possible to adjust the number of operators, their work durations and the work environment conditions.

The proposed system requires the tracking of the operators gaze for the gaze positions, which might seem like a disturbance for the operator. However, eye-gaze tracking is becoming very popular and seamless systems started to appear in the market for very low costs. We expect that the advantages of the proposed system far exceed the disadvantage of the added eye-gaze tracker.

Another limitation of the system might be the employment of the 3D video projection to the 2D images that loses some of the action information. However, our experiments with the real surveillance scenes indicated that this is not a serious problem because in surveillance videos most of the action happens on a horizontal plane and vertical actions are always coupled with horizontal actions. The experiments we performed on real and synthetic videos indicated that our system is actually works in the real world and can easily be employed in practice.

Although the system is formulated and the experiments are performed under the assumption that only the video sections with movements are interesting, the system can be easily modified to change what is interesting. There are systems that classify the video sequences as interesting or not interesting, which could be easily integrated with our system for other types of video summaries.
Fig. 9. Sample frames from the second input video and its corresponding abstracted videos. Processing times are for single threaded method on 3.2Ghz CPU.
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This book presents the latest achievements and developments in the field of video surveillance. The chapters selected for this book comprise a cross-section of topics that reflect a variety of perspectives and disciplinary backgrounds. Besides the introduction of new achievements in video surveillance, this book also presents some good overviews of the state-of-the-art technologies as well as some interesting advanced topics related to video surveillance. Summing up the wide range of issues presented in the book, it can be addressed to a quite broad audience, including both academic researchers and practitioners in halls of industries interested in scheduling theory and its applications. I believe this book can provide a clear picture of the current research status in the area of video surveillance and can also encourage the development of new achievements in this field.
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