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1. Introduction

Distillation is a widely used method to separate liquid mixtures into their components and has been applied in many separation processes such as those in petroleum, petrochemical, chemical and related industries. It shares a large portion of the capital investment, and is the largest consumer of energy in these industries. It is also commonly recognized that distillation is a very important process in today’s industry and will continue to be in the future (You, 2004). Tray column is widely used as distillation column in chemical and petrochemical industry. It has some advantages compared with packed column, such as easy maintainability, low cost, convenient feed and side-stream withdrawal, and reliability for high pressure and high viscosity liquid. Numerous studies were carried out on tray columns and many different types of tray have been developed. Among them, valve tray is one of the most effective ones, and it plays an important role in commercial production due to its flexibility in handling a wide range of vapour throughputs. As the gas horizontally blows out of the valves and has a long hold-up time, the valve has low entrainment and higher average operating efficiency than sieve trays which had been in use before (Lianghua et al., 2008; Li et al., 2009).

Even if valve tray columns are widely used in distillation processes separating liquid mixtures, a bottleneck that impedes the further improvement of these column internals is the fact that little is known about the detailed flow field through the valves on the tray for a given geometry under different operation conditions. The main reason is the complex flow
behaviours on the tray deck. For example, although it is well known that the liquid flow pattern, or velocity distribution, is a very important factor in distillation tray design, the details of the extremely complex hydrodynamic processes on trays still do not seem to be completely understood (Hirschberg et al., 2005; Lianghua et al., 2008). In contrast with the importance and common use of valve tray columns, due to the complex geometry of their valves, there is lack of report about simulating the hydrodynamics of valve trays by using computational fluid dynamics (Li et al., 2009).

In the recent years, computational fluid dynamics (CFD) has attracted the attention of researchers as a powerful tool for fluid-flow phenomena in various devices. It is possible to use CFD method to simulate the complex fluid flow performance on trays. Compared to experimental method, CFD has the flexibility of testing different flow geometry and system conditions without suffering appreciable cost. At present, numerical simulation is mainly focused on the liquid flow field (Li et al., 2009; Zhang & Yu, 1994; Liu et al., 2000) or the gas-liquid two-phase flow (Delnoij et al., 1999; Deen et al., 2001; Buwa & Ranade 2002; Van Baten & Krishna, 2000) on a tray.

Since the liquid distribution on a valve tray is complex in its structure influenced by the hydrodynamics behaviour of gas through the bubble element, it is very important to study the hydrodynamics behaviour of the gas using CFD (Lianghua et al., 2008). The tray design based on computational fluid dynamics foundation is obviously superior to that based on experience or rough estimation, especially for the case of scaling up a column to large diameter (You, 2004). The idea of using CFD to incorporating the prediction of tray efficiency relies on the fact that the hydrodynamics is an essential influential factor for mass transfer in both interfacial and bulk diffusions, which could be understood by the effect of velocity distribution on concentration profile. This, in fact, opens an issue on the computation for mass transfer prediction based on the fluid dynamics computation (Sun et al., 2007). Several recent publications have established the potential of CFD for describing tray hydraulics and tray performance (Wijn, 1996; Mehta et al., 1998; Fischer & Quarini, 1998; Yu et al., 1999; Krishna & van Baten, 1999; Liu et al., 2000; Ling et al., 2004; Rahbar et al., 2006; Li et al., 2009; Alizadehdakhel, 2010).

The experts cited transport phenomena such as fluid flow, heat and mass transfer, and multi-phase flow as subjects that are insufficiently understood. In recent years there has been considerable academic and industrial interest in the use of computational fluid dynamics (CFD) to model two-phase flows in process equipment. The use of CFD models for gas-liquid bubble columns has also evoked considerable interest in recent years and both Euler–Euler and Euler–Lagrange frameworks have been employed for the description of the gas and liquid phases (Van Baten & Krishna, 2000). Mehta et al. (1998) have analysed the liquid phase flow patterns on a sieve tray by solving the time-averaged equations of continuity of mass and momentum only for the liquid phase. Interactions with the vapour phase are taken account by use of interphase momentum transfer coefficients determined from empirical correlations. Yu et al. (1999) attempted to model the two-phase flow behaviour using a two-dimensional model, focussing on the description of the hydrodynamics along the liquid flow path, ignoring the variations in the direction of gas flow along the height of the dispersion. Fischer and Quarini (1998) have attempted to describe the three-dimensional transient gas–liquid hydrodynamics. An important key assumption made in the simulations of Fischer and Quarini concerns the drag coefficient;
these authors assumed a constant drag coefficient of 0.44, which is appropriate for uniform bubbly flow. 

As a result of the development of computer technology beginning in the sixties of last century, the computational fluid dynamics and heat transfer were initiated on the basis of closure of the differential equations of momentum and heat transfer respectively by the fluid dynamic researchers and mechanical engineers. Nevertheless, in the chemical engineering work, the prediction of concentration field is equally important, and the task of such development, which may be regarded as computational mass transfer, is naturally relied on the investigation by the chemical engineers. Recently, works on computational mass transfer have been reported covering its basic ground and various applications. The early research on the numerical simulation of concentration distribution was reported in 1960s, almost at the same time when CFD was developed (McFarlane et al., 1967; Farouqali & Stahl, 1969), but the simulation of concentration and temperature distributions depended largely on the pattern of velocity distribution by CFD. Yu et al. studied the concentration field on a sieve tray by applying the CFD method to solve the flow and mass transfer equations with the assumption of constant equilibrium ratio of the separated substance in the mixture. They obtained the mass transfer efficiency in terms of effectiveness of the tray. But their assumption of constant equilibrium ratio would lead to a large deviation in the case of having wide range of tray concentration. Therefore, a variable equilibrium ratio is adopted to recalculate the concentration field on the tray in this study (Yu et al., 1999). You analysed quantitatively the dependence of mass transfer performance of sieve distillation tray on the physical properties of fluid and tray flow patterns and discussed the ways to improve the efficiency of distillation sieve tray (You, 2004). Wang et al. presented a three-dimensional CFD model for describing the liquid-phase flow and concentration distribution on a distillation column tray. They considered both volume fractions of gas and liquid as well as the interfacial forces and the interphase mass transfer item. Simulations of three-dimensional liquid flow and the concentration distribution were carried out on both a single tray and all trays of a distillation column with 10 sieve trays under total reflux and the prediction by the present model for liquid flow on a single tray was confirmed by the experimental measurements (Wang et al., 2004). Sun et al. demonstrated the feasibility of the simplified computational mass transfer model for distillation column simulation, and compared the simulation results with the experimental data taken from literatures. They showed that by applying the modified model to the simulation of a commercial scale distillation tray column, predicted concentration at the outlet of each tray and the tray efficiency were satisfactorily confirmed by the published experimental data (Sun et al., 2007). The computational mass transfer under investigation now aims to the prediction of concentration distribution of complex fluid systems with simultaneous mass, heat and momentum transports and/ or chemical reactions in chemical processes (Xigang & Guocong, 2008).

The purpose of this research was to develop a three-dimensional CFD modeling, within the two-phase Eulerian framework, to understand the hydrodynamics and mass transfer of valve trays in a distillation column. Velocity distributions, clear liquid height, phases volume fractions, and separation of materials under unsteady state conditions were predicted. The main objective of this work was to consider gas-liquid mass transfer (species distribution for each phase) for cyclohexane-n-heptane separation in a single valve tary distillation column.
2. Mathematical formulation

2.1 Governing equations

In this research Eulerian method was used to predict the behaviour of gas-liquid in a valve tray. The governing equations were solved sequentially. The non-linear governing equations were linearized to produce a system of equations for the dependent variables in every computational cell. The resulting linear system was then solved to yield an updated flow-field solution. A point implicit (Gauss-Seidel) linear equation solver was used in conjunction with an algebraic multigrid method to solve the resulting scalar system of equations for the dependent variable in each cell.

The continuity equation for phase \(q\) is:

\[
\frac{\partial}{\partial t} (\alpha_q \rho_q \vec{v}_q) + \nabla \cdot (\alpha_q \rho_q \vec{v}_q \vec{v}_q) = 0
\]

(1)

Where \(\alpha\), \(\rho\) and \(\vec{v}\) shows volume fraction, density and velocity, respectively. The description of the multiphase flow as an interpenetrating continuum incorporated the concept of volume fraction, denoted by \(\alpha_q\). The volume fractions represent the space occupied by each phase, and the laws of conservation of mass and momentum are satisfied by each phase individually. The derivation of the conservation equations can be done by calculating the ensemble average of the local instantaneous balance for each of the phases or by using the mixture theory approach. It is assumed that density is constant, then the continuity equation (Eq. (1)) can be written as Eq. (2), and the volume fraction of each phase can be calculated via this equation:

\[
\frac{\partial}{\partial t} (\alpha_q) + \nabla \cdot (\alpha_q \vec{v}_q) = 0
\]

(2)

The momentum balance for phase \(q\) yields:

\[
\frac{\partial}{\partial t} (\alpha_q \rho_q \vec{v}_q) + \nabla \cdot (\alpha_q \rho_q \vec{v}_q \vec{v}_q) = -\alpha_q \nabla P + \nabla \cdot \tau_q + \alpha_q \rho_q \vec{v}_q + \sum_{p=1}^{n} (R_{pq}) + \alpha_q \rho_q (\vec{F}_q)
\]

(3)

where \(t\), \(P\), \(\vec{g}\), \(\tau\), \(R_{pq}\), and \(\vec{F}_q\) represents time, pressure, gravity, stress-strain tensor, interphase force, and body force, respectively. Here \(n\) is number of phases. The \(q\) phase stress-strain tensor \(\tau_{qq}\) was defined as follow:

\[
\tau_q = \alpha_q \mu_q (\nabla \vec{v}_q + \nabla \vec{v}_q^T) + \alpha_q (\lambda_q - \frac{2}{3} \mu_q) \nabla \cdot \vec{v}_q I
\]

(4)

where \(\mu\) and \(\lambda\) are dynamic viscosity and bulk viscosity of phase \(q\), respectively. The interphase force, \(R_{pq}\), depended on the friction, pressure, cohesion, and other effects and was subjected to the conditions that \(R_{pq} = -R_{qp}\), \(R_{qq} = 0\) and that

\[
\sum_{p=1}^{n} \vec{F}_{pq} = \sum_{p=1}^{n} K_{pq} (\vec{v}_p - \vec{v}_q)
\]

(5)

where \(K_{pq}\) is the interphase coefficient.
where $K_{pq}$ ($K_{qp}$) is the interphase momentum exchange coefficient; and it tends to zero whenever the primary phase is not present within the domain.

In simulations of the multiphase flow, the lift force can be considered for the secondary phase (gas). This force is important if the bubble diameter is very large. It was assumed that the bubble diameters were smaller than the distance between them, so the lift force was insignificant compared with the other forces, such as drag force. Therefore, there was no reason to include this extra term.

The exchange coefficient for these types of gas-liquid mixtures can be written in the following general form:

$$K_{pq} = \frac{\alpha_p \alpha_q \rho_p f}{\tau_p} \tag{6}$$

where $f$ and $\tau_p$ are the drag function and relaxation time, respectively. $f$ can be defined differently for each of the exchange-coefficient models. Nearly all definitions of $f$ include a drag coefficient that is based on the relative Reynolds number. In this study the basic drag correlation implemented in FLUENT (Schiller-Naumann) was used in order to predict the drag coefficient.

In comparison with single-phase flows, the number of terms to be modeled in the momentum equations in multiphase flows is large, which complicates the modeling of turbulence in multiphase simulations.

In the present study, standard $k$-$\varepsilon$ turbulence model was used. The simplest "complete models" of turbulence are two-equation models in which the solution of two separate transport equations allows the turbulent velocity and length scales to be independently determined. Economy, and reasonable accuracy for a wide range of turbulent flows explain popularity of the standard $k$-$\varepsilon$ model in industrial flow and heat transfer simulations. It is a semi-empirical model, and the derivation of the model equations relies on phenomenological considerations and empiricism (FLUENT 6.2 Users Guide, 2005).

The equations $k$ and $\varepsilon$ that describe the model are as follows:

$$\frac{\partial}{\partial t} (\rho_m k) + \nabla \cdot (\rho_m \vec{v}^2 m k) = \nabla \cdot (\frac{\mu_m}{\sigma_k} \nabla k) + G_k - \rho_m \varepsilon \tag{7}$$

and

$$\frac{\partial}{\partial t} (\rho_m \varepsilon) + \nabla \cdot (\rho_m \vec{v} \varepsilon) = \nabla \cdot (\frac{\mu_m}{\sigma_\varepsilon} \nabla \varepsilon) + \frac{\varepsilon}{k} (C_{1\varepsilon} \varepsilon - C_{2\varepsilon} \rho_m \varepsilon) \tag{8}$$

where $k$ and $\varepsilon$ shows turbulent kinetic energy and dissipation rate, respectively; and $C_{1\varepsilon}$, $C_{2\varepsilon}$, $\sigma_k$, and $\sigma_\varepsilon$ are parameters of the model. The mixture density and velocity, $\rho_m$ and $\vec{v}_m$, are computed from:

$$\rho_m = \frac{1}{N} \sum_{i=1}^{N} \alpha_i \rho_i \tag{9}$$

and

$$\vec{v_m} = \frac{1}{N} \sum_{i=1}^{N} \alpha_i \vec{v}_i$$
The turbulent viscosity $\mu_{t,m}$ is computed from:

$$\mu_{t,m} = \frac{\rho_m C_p}{\varepsilon} \frac{k^2}{\varepsilon} \quad (11)$$

The production of turbulent kinetic energy $G_{k,m}$ is computed from:

$$G_{k,m} = \mu_{t,m} (\nabla \bar{v}_m + (\nabla \bar{v}_m)^T) \cdot \nabla \bar{v}_m \quad (12)$$

**2.2 Species transport equations**

To solve conservation equations for chemical species, software predicts the local mass fraction of each species, $Y_i$, through the solution of a convection-diffusion equation for the $i$th species. This conservation equation takes the following general form:

$$\frac{\partial}{\partial t} (\rho Y_i) + \nabla \cdot (\rho \bar{v} Y_i) = -\nabla \cdot (\nabla Y_i) + R_i + S_i \quad (13)$$

where $R_i$ is the net rate of production of species $i$ by chemical reaction and here it is zero. $S_i$ is the rate of creation by addition from the dispersed phase plus any user-defined sources. An equation of this form will be solved for $N - 1$ species where $N$ is the total number of fluid phase chemical species present in the system. Since the mass fraction of the species must sum to unity, the $N$th mass fraction is determined as one minus the sum of the $N - 1$ solved mass fractions.

In Equation (13), $\mathbf{J}$ is the diffusion flux of species $i$, which arises due to concentration gradients. By default, FLUENT uses the dilute approximation, under which the diffusion flux can be written as:

$$\mathbf{J} = -\rho D_{i,m} \nabla Y_i \quad (14)$$

Here $D_{i,m}$ is the diffusion coefficient for species $i$ in the mixture.

**3. Numerical implementation**

**3.1 Simulation characteristics**

In the present work, commercial grid-generation tools, GAMBIT 2.2 (FLUENT Inc., USA) and CATIA were used to create the geometry and generate the grids. The use of an adequate number of computational cells while numerically solving the governing equations over the solution domain is very important. To divide the geometry into discrete control volumes, more than $5.7 \times 10^5$ 3-D tetrahedral computational cells and 37432 nodes were used. Schematic of the valve tray is shown in figure 1.

The commercial code, FLUENT, have been selected for simulations, and Eulerian method implemented in this software; were applied. Liquid and gas phase was considered as
continuous and dispersed phase, respectively. The inlet flow boundary conditions of gas and liquid phase was set to inlet velocity. The liquid and gas outlet boundaries were specified as pressure outlet fixed to the local atmospheric pressure. All walls assumed as no slip wall boundary. The gas volume fraction at the inlet holes was set to be unity.

The phase-coupled simple (PC-SIMPLE) algorithm, which extends the SIMPLE algorithm to multiphase flows, was applied to determine the pressure-velocity coupling in the simulation. The velocities were solved coupled by phases, but in a segregated fashion. The block algebraic multigrid scheme used by the coupled solver was used to solve a vector equation formed by the velocity components of all phases simultaneously. Then, a pressure correction equation was built based on total volume continuity rather than mass continuity. The pressure and velocities were then corrected to satisfy the continuity constraint. The volume fractions were obtained from the phase continuity equations. To satisfy these conditions, the sum of all volume fractions should be equal to one.

For the continuous phase (liquid phase), the turbulent contribution to the stress tensor was evaluated by the $k$-$\varepsilon$ model described by Sokolichin and Eigenberger (1999) using the following standard single-phase parameters: $C_\mu = 0.09$, $C_{1\varepsilon} = 1.44$, $C_{2\varepsilon} = 1.92$, $\sigma_K = 1$ and $\sigma_\varepsilon = 1.3$.

The discretization scheme for each governing equation involved the following procedure: PC-SIMPLE for the pressure-velocity coupling and “first order upwind” for the momentum, volume fraction, turbulence kinetic energy and turbulence dissipation rate. The under-relaxation factors that determine how much control each of the equations has in the final solution were set to 0.5 for the pressure and volume fraction, 0.8 for the turbulence kinetic energy, turbulence dissipation rate, and for all species. Using mentioned values for the under-relaxation factors, a reasonable rate of convergence was achieved. The convergence was considered to be achieved when the conservation equations of mass and momentum were satisfied, which was considered to have occurred.

Fig. 1. Schematic of the geometry
when the normalized residuals became smaller than $10^{-3}$. The normalization factors used for the mass and momentum were the maximum residual values after the first few iterations.

### 3.2 Confirmation of grid independency

The results are grid independent. To select the optimized number of grids, a grid independence check was performed. In this test water and air were used as liquid and gas phase, respectively. The flow boundary conditions applied to each phase set the inlet gas velocity to $0.64\, \text{ms}^{-1}$, and the inlet liquid velocity to $0.195\, \text{ms}^{-1}$. Four mesh sizes were examined and results have been represented in table 1. The data were recorded at 15 s, which was the point at which the system stabilized for all cases. Outlet mass flux of air was considered to compare grids. As the difference between numerical results in grid 3 and 4 is less than 0.3%, grid 3 was chosen for the simulation. Figure 2 shows the grid.

<table>
<thead>
<tr>
<th>Grid</th>
<th>Number of elements</th>
<th>Outlet mass flux of air (g/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$411 \times 10^3$</td>
<td>5.24</td>
</tr>
<tr>
<td>2</td>
<td>$554 \times 10^3$</td>
<td>7.08</td>
</tr>
<tr>
<td>3</td>
<td>$575 \times 10^3$</td>
<td>7.4</td>
</tr>
<tr>
<td>4</td>
<td>$806 \times 10^3$</td>
<td>7.42</td>
</tr>
</tbody>
</table>

Table 1. Results of grid independency

Fig. 2. (a) The grid used in simulations; (b) To obtain better visualization the highlighted part in Fig. 2(a) is magnified; (c) Grid of the tray.
4. Results and discussion

Here hydrodynamics and mass transfer of a distillation column with valve tray is studied. Two-phase, newtonian fluids in Eulerian framework were considered.

4.1 Hydrodynamics behaviour of a valve tray

Firstly water and air were used as liquid and gas phase. During the simulation, the clear liquid height, the height of liquid that would exist on the tray in the absence of gas flow, was monitored, and results have been presented in figure 3. As this figure shows, after a sufficiently long time quasi-steady state condition has established. The clear liquid height has been calculated as the tray spacing multiplied by the volume average of the liquid-volume fraction.

![Clear liquid height versus time.](image1)

![Clear liquid height as a function of superficial gas velocity.](image2)
In order to valid simulations, results (clear liquid height) were compared with semi-empirical correlations (Li et al., 2009). As figure 3 illustrates, around 15 s steady-state condition is achieved and the clear liquid height is about 0.0478 m. Simulation results are in good agreement with those predicted by semi-empirical correlations and the error is about 2%.

To investigate the effect of gas velocity on clear liquid height, three different velocities (0.69, 0.89 and 1.1 m/s) were applied. The liquid load per weir length was set to 0.0032 m$^3$s$^{-1}$m$^{-1}$, and clear liquid height was calculated for the air-water system. Results have been shown in figure 4 and they have been compared with experimental data (Li et al., 2009). As this figure represents, trend of simulations and experimental data are similar.

Simulations continued and two phase containing cyclohexane (C$_6$H$_{12}$) and n-heptane (C$_7$H$_{16}$) were assumed. Numerical approach has been conducted to reach the stable conditions.

Fig. 5. Top view of liquid velocity vectors after 6 s at (a) z=0.003m, (b) z=0.009m and (c) z=0.015m.
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Because flow pattern plays an important role in the tray efficiency; numerical results were analysed and Liquid velocity vectors after 6 s have been represented in figure 5. As this figure illustrates, the circulation of liquid near the tray wall have been observed, confirmed experimentally by Yu & Huang (1980) and also Solari & Bell (1986). In fact, as soon as the liquid enters the tray, the flow passage suddenly expands. This leads to separation of the boundary layer. In turbulent flow, the fluids mix with each other, and the slower flow can easily be removed from the boundary layer and replaced by the faster one. The liquid velocity in lower layers is greater than that in higher layers, thus the turbulent energy of the former is larger, and this leads to the separation point of lower liquid layers moving backward toward the wall. Finally circulation produces in the region near the tray wall.

Gas velocity vectors have been shown in figure 6. As this figure represents, the best mixing of phases happens around caps. Such circulations around valves also have been reported elsewhere (Lianghua et al., 2008). Existence of eddies enhances mixing and has an important effect on mass transfer in a distillation column.

Fig. 6. Gas velocity vectors around caps after 6 s.

4.2 Mass transfer on a valve tray

It is assumed that cyclohexane transfers from liquid to the gas phase, and initial mass fraction of \( \text{C}_7\text{H}_{16} \) in both phases is about 0.15. Concentration is simulated by simultaneously solving the CFD model and mass-transfer equation. Mass fraction of \( \text{C}_7\text{H}_{16} \) in liquid phase versus time has been presented in figure 7. As this figure shows, with passing time mass fraction of n-heptane in liquid increases. In other words, the concentration of the light component (\( \text{C}_6\text{H}_{12} \)) in the gas phase increases along time (figure 8) and the \( \text{C}_7\text{H}_{16} \) concentration in this phase decreases. In addition, \( \text{C}_6\text{H}_{12} \) concentration in gas phase at higher layers increases. Figure 9 shows mass fraction of the light component at three different \( z \) and after 6 s. As contours (figure 8 and 9) illustrate, concentrations are not constant over the entire tray and they change point by point. This concept also has been found by Bjorn et al. (2002).
As mentioned in figure 5, fluid circulation happens near the tray wall. Therefore, the liquid residence time distribution in the same zone is longer than that in other zones. With the
increase of the liquid residence time distribution, mass transfer between gas and liquid is more complete than that in other zones. As the liquid layer moves up, the average concentration of \( \text{C}_6\text{H}_{12} \) in gas phase increases (figure 9) or \( \text{C}_6\text{H}_{12} \) concentration in liquid phase decreases.

A simulation test with high initial velocities of phases were done, and it was found that hydrodynamics have a significant effect on mass transfer. Results of the simulation have been presented in figure 10. Again liquid circulation were observed near the tray wall, and the maximum velocity can be seen around \( z=0.009 \text{m} \) (figure 10 (b)). At this \( z \), \( \text{C}_6\text{H}_{12} \) concentration is in the maximum value and after that the mass fraction becomes constant (figure 10 (c)).

Fig. 9. Mass fraction contours of \( \text{C}_6\text{H}_{12} \) in the gas phase after 6 s at (a) \( z=0.003 \text{m} \); (b) \( z=0.009 \text{m} \) and (c) \( z=0.015 \text{m} \).
Fig. 10. Results at high initial velocities of gas and liquid after 6s. (a) The geometry; (b) Liquid velocity versus z and (c) Changes of $C_6H_{12}$ mass fraction with z.

Figure 11 represents snapshots of gas hold-up at z=0. Fluid hold-up was calculated as the phase volume fraction. Near the tray, gas is dispersed by the continued liquid, and liquid hold-up decreases as height increases.

Fig. 11. Gas hold-up at z=0 at (a) 1s, (b) 3s, and (c) 6s.
5. Conclusion

A three dimensional two phase flow and mass transfer model was developed for simulation of hydrodynamics behaviour and concentration distribution in a valve tray of a distillation column. CFD techniques have been used and governing equations simultaneously were solved by FLUENT software. Eulerian method was applied in order to predict the behaviour of two phase flow. Clear liquid height for the system of air-water was calculated and results were compared with experimental data.

System of cyclohexane-n-heptane also were considered and its mass transfer were investigated. Eddies near the caps have been observed, and it is found that such circulations enhances mixing and has an important effect on mass transfer in a distillation column. Results show that the concentration of the light component (C\textsubscript{6}H\textsubscript{12}) in the vapour phase increases along time and the C\textsubscript{7}H\textsubscript{16} concentration in the vapour phase decreases. In addition, concentrations are not constant over the entire tray and they change point by point. This research showed that CFD is a powerful technique in design and analysis of mass transfer in distillation columns and the presented model can be used for further study about mass transfer of valve trays.
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