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1. Introduction

The subject of this Chapter is an urgent cross-disciplinary problem relating to both Mass Transfer and Materials Science, namely enhanced, or abnormal diffusion mass transfer in solid metals and alloys under the action of periodic plastic deformation at near-room temperatures. This phenomenon takes place during the synthesis of advanced powder materials by mechanical alloying (MA) in binary and multi-component systems, which is known as a versatile means for producing far-from equilibrium phases/structures possessing unique physical and chemical properties such as supersaturated solid solutions and amorphous phases (Benjamin, 1992; Koch, 1992; Koch, 1998; Ma & Atzmon, 1995; Bakker et al., 1995; El-Eskandarany, 2001; Suryanarayana, 2001; Suryanarayana, 2004; Zhang, 2004; Koch et al., 2010).

Along with MA, this phenomenon is relevant to other modern processes used for producing bulk nanocrystalline materials by intensive plastic deformation (IPD) such as multi-pass equal-channel angular pressing/extrusion (ECAP/ECAE) (Segal et al., 2010; Fukuda et al., 2002), repetitive cold rolling (often termed as accumulative roll bonding-ARB, or folding and rolling-F&R) (Perepezko et al., 1998; Sauvage et al., 2007; Yang et al., 2009), twist extrusion (Beygelzimer et al., 2006) and high-pressure torsion (HPT) using the Bridgman anvils (X.Quélenne et al., 2010). It is responsible for the formation of metastable phases such as solid solutions with extended solubility limits during IPD, demixing of initial solid solutions or those forming in the course of processing, and is considered as an important stage leading to solid-state amorphization in the course of MA.

In these and similar situations, the apparent diffusion coefficients at a room temperature, which are estimated from experimental concentration profiles, can reach a value typical of a solid metal near the melting point, $D \approx 10^{-8} - 10^{-7}$ cm$^2$/s, and even higher.

Mechanical alloying (MA) was discovered by J.S. Benjamin in early 1970es as a means for producing nickel-base superalloys with dispersed fine oxide particles (Benjamin & Volin, 1974). Later it was found that MA brings about the formation of non-equilibrium structures in many metal-base systems, such as supersaturated solid solutions, amorphous and quasicrystalline phases, nanograins etc., and it had acquired a wide use for the synthesis of novel metallic and ceramic materials. MA of powder mixtures is performed in attritors, vibratory and planetary mills and other comminuting devices where particle deformation occurs during incidental ball-powder-ball and ball-powder-wall collisions. An important
advantage of MA is cost efficiency since the alloys are produced without furnaces and other high-temperature equipment while its main drawback is contamination of the final product because of wear of the balls and inner surface of a milling device. On the first stage of MA, particle fracturing and cold welding over juvenile surfaces bring about the formation of composite particles, which contain interwoven lamellas of dissimilar metals (if both of the initial components are ductile) or inclusions of a brittle component in a matrix of a ductile metal. This substantially increases the contact area of the starting reactants. After that, within a certain milling time depending on the energy input to the comminuting device, which is characterized by the ball acceleration reaching 60-80g in modern industrial-scale planetary mills (Boldyrev, 2006), non-equilibrium phases are formed. These transformations occur due to plastic deformation of composite particles, which brings about generation of non-equilibrium defects in the metals and enhanced solid-state diffusion mass transfer. Hence, the latter is virtually the most important phenomenon responsible for metastable phase transformations during MA.

Despite vast experimental data accumulated in the area of MA, a deep understanding of the complex underlying physicochemical phenomena and, in particular, deformation-enhanced solid-state diffusion mass transfer, is still lacking. As outlined in (Boldyrev, 2006), this situation hinders a wider use of cost and energy efficient MA processes and the development of novel advanced materials and MA-based technologies for their production. Further development in this promising and fascinating area necessitates a new insight into the mechanisms of deformation-enhanced diffusion, which is impossible without elaboration of new physically grounded models and computer simulation. As a first step, it seems necessary to review the known viewpoints on this intricate phenomenon.

In this Chapter, analysis of the existing theories/concepts of solid-state diffusion mass transfer in metals during MA is performed and a new, self-consistent model is presented, which is based on the concept of generation of non-equilibrium point defects in metals during intensive periodic plastic deformation. Numerical calculations within the frame of the developed model are performed using real or independently estimated parameter values (Khina et al., 2004; Khina et al., 2005; Khina & Formanek, 2006).

2. Brief analysis of existing concepts

Different models that are used in the area of MA can be divided into three large groups: mechanistic, atomistic and macrokinetic ones. The mechanistic models (Maurice & Courtney, 1990; Magini & Iasona, 1995; Urakaev & Boldyrev, 2000a; Urakaev & Boldyrev, 2000b; Chattopadhyay et al., 2001; Lovshenko & Khina, 2005) consider the mechanics of ball motion and incidental ball-powder-ball and ball-powder-wall collisions in a milling device. The concept of elastic (Hertzian) collision is employed. This approach permits estimating the maximal pressure during collision, energy transferred to the powder, the collision time, strain and strain rate of the powder particles, local adiabatic heating and some other parameters, which can be used for assessing the physical conditions under which deformation-enhanced diffusion and metastable phase formation occur in the particles in the course of MA. This approach was used by the authors for evaluating the MA parameters for a vibratory mill of the in-house design (Lovshenko & Khina, 2005). However, these and similar models all by itself cannot produce any information about the physics of defect formation, enhanced diffusion mass transfer and non-equilibrium structural and phase transformations in metals and alloys under mechanical deformation.
Atomistic models employ molecular statics and molecular dynamics simulations (MDS) (Lund & Schuh, 2004a; Lund & Schuh, 2004b; Odunuga et al., 2005; Delogu & Cocco, 2005). They permit studying ordering and disordering processes, atomic intermixing, i.e. diffusion over a small (nanometric) scale and non-equilibrium phase transitions, e.g., amorphization, in crystalline solids under the influence of an external mechanical force (the so-called “mechanically driven alloys”). In MDS, considered are individual nanosized particles or thin films. However, these models are poorly linked both to external conditions, i.e. the processing regimes in a milling device, and to macroscopic physicochemical parameters that are measured, directly or indirectly, basing on the experimental results or are known in literature, such as diffusion coefficients. Besides, it should be born in mind that since MDS is typically performed over a relatively small-size matrix using periodic boundary conditions, generalization of the obtained results to a macroscopic scale is not always well justified and hence one should use them with caution when interpreting the experimental data on MA.

Macrokinetic models of MA occupy a position in between the mechanistic and atomistic approaches and are based on the results of the latter. They can give important information on the physicochemical mechanisms of non-equilibrium phase and structure formation and deformation-enhanced diffusion during MA, which is necessary for optimization of existing and development of novel MA-based technologies and MA-produced materials, link the mechanical parameters of MA to the transformation kinetics in an individual particle, and bridge the existing gap between the two aforesaid approaches. However, such models are least developed as compared with the mechanistic and atomistic ones, which is connected with the problem complexity. Up to now, two basic concepts are know.

Most elaborated is a semi-quantitative concept according to which the dominated role in the mechanochemical synthesis belongs to fracturing of initial reactant particles with the formation of juvenile surfaces during collisions in a comminuting device (Butyagin, 2000; Delogu & Cocco, 2000; Delogu et al., 2003; Butyagin & Streletskii, 2005). In this case, crystal disordering occurs in surface layers whose thickness is several lattice periods. In the contact of juvenile surfaces of dissimilar particles during collision, co-shear under pressure brings about the so-called “reactive intermixing” on the atomic level, which leads to the formation of a product (i.e. chemical compound) interlayer. Here, the most important factor is a portion of the collision energy transferred to the reactant particles per unit contact surface area, which was estimated in the above cited works. In our view, such a mechanism of interaction is typical of mechanical activation and mechanochemical synthesis in inorganic systems where the reactant particles (salts, oxides, carbonates etc.) are hard and brittle, and the dominating process during collisions is brittle fracture over cleavage planes.

In binary and multicomponent metal-base systems, unlike brittle inorganic substances, the main process during mechanical alloying is plastic deformation of composite (lamellar) particles formed on earlier stages due to fracturing and cold welding of initial pure metal particles. The formation of solid solutions, metastable (e.g., amorphous) and stable (e.g., intermetallic) phases in the course of MA is impossible without intermixing on the atomic level in the vicinity of interfaces in composite particles (boundaries of lamellas of pure metals), i.e. without diffusion. Thus, the second macrokinetic concept of MA outlines the role of deformation-induced solid-state diffusion mass transfer (Schultz et al., 1989; Lu & Zhang, 1999; Zhang & Ying, 2001; Ma, 2003), which is less developed in comparison with the “reactive intermixing” model referring to the area of inorganic mechanochemistry.

It should be noted that the phenomenon of abnormal (enhanced) non-equilibrium diffusion mass transfer under intensive plastic deformation (IPD) was experimentally observed in
bulk metals at different regimes of loading, from ordinary mechanical impact to shock-wave (explosion) processing in a wide rage of temperature, strain $\varepsilon$ and strain rate $\dot{\varepsilon}$ (Larikov et al., 1975; Gertsriken et al., 1983; Arsenyuk et al., 2001a; Arsenyuk et al., 2001b; Gertsriken et al., 1994; Gertsriken et al., 2001), and at ultrasound processing (Kulemin, 1978). The apparent diffusion coefficient, which is calculated from the time dependence of the diffusion zone width, was found to increase by many orders of magnitude and approach a value typical of a metal in the pre-melting state. Extensive experimental investigation performed in the above cited works using a wide range of techniques such are autoradiography, X-ray analysis, Mossbauer spectroscopy and other methods have demonstrated that IPD of bimetallic samples (a metal specimen clad with another metal) in binary substitutional systems brings about the formation of supersaturated solid solutions. The penetration depth of atoms from a surface layer into the bulk material reaches several hundred microns and the concentration of alloying element can be large: 18% Al in copper and up to 10% Cu in aluminum in the Cu-Al bimetallic couple at 300 K and $\dot{\varepsilon}=120$ s$^{-1}$ (Gertsriken et al., 1994).

However, an adequate explanation of the enhanced non-equilibrium diffusion mass transfer phenomenon in crystalline solids under IPD has not been developed so far. Moreover, the very role of diffusion in MA is a subject of keen debates in literature: in particular, a series of mutually contradicting papers was published in journal “Metal Science and Heat Treatment” (Farber, 2002; Skakov, 2004; Gapontsev & Koloskov, 2007; Skakov, 2007; Shtremel’, 2002; Shtremel’, 2004; Shtremel’, 2007). In (Farber, 2002), the physical factors that could be responsible for the acceleration of solid-state diffusion, e.g., generation of non-equilibrium point defects during deformation, were described in detail on a qualitative level but no calculations nor even simple numerical estimates were given. Experimental data on the formation of supersaturated solid solutions at MA were reviewed in (Skakov, 2004; Skakov, 2007) and a qualitative hypothesis was presented. In (Gapontsev & Koloskov, 2007), a model for enhanced diffusion is presented wherein the disclinations (i.e. triple grain junctions) act as sources and sinks of non-equilibrium vacancies during IPD thus giving rise to intensive diffusion fluxes of vacancies across grains, which, in turn, promote the diffusion of alloying atoms. On the other hand, in (M.A.Shtremel, 2002; M.A.Shtremel, 2004) simple numerical estimates based on the classical theories of diffusion and plastic deformation, which can not account for the process-specific factors acting in the conditions of MA, were used to support an opposite viewpoint that atomic diffusion plays an insignificant and even negative role in the formation of solid solutions and intermetallics during MA. It is speculated that the basic reason of alloying during IPD is not diffusion mass transfer but “mechanical intermixing of atoms” at shear deformation (Shtremel’, 2004; Shtremel’, 2007) but the physical meaning of this term is not explained; the author of the cited papers did not present any theories nor numerical estimates to support this concept. Different viewpoints on the role of atomic diffusion and deformation-generated point defects in the structure formation in alloys under IPD have been recently reviewed in (Lotkov et al., 2007).

As was noted earlier (Khina & Froes, 1996), this situation is determined by insufficient theoretical knowledge of the physical mechanisms underlying the deformation-enhanced diffusion mass transfer during MA on the background of extensive experimental data accumulated in this area. Unfortunately, this statement is still valid now to a large extent. The absence of a comprehensive macrokinetic model is a constraint on the way of a further development of novel materials and technologies based on MA and other IPD techniques.

In several theoretical works employing the macrokinetic approach, mathematical models of deformation-induced diffusion mass transfer during MA considered only diffusion along
curved dislocation lines (the so-called dislocation-pipe diffusion) (Rabkin & Estrin, 1998) or a change of geometry of an elementary diffusion couple in a composite (lamellar) particle because of deformation (Mahapatra et al., 1998); in the latter case, traditional diffusion equation (the Fick’s law) was used. In these attempts, the role of deformation-generated point defects was not included. Besides, the whole processing time of powders in a milling device was considered as the time of diffusion (from 1 h in (Rabkin & Estrin, 1998) to 50 h in (Mahapatra et al., 1998)) although it is known from mechanistic models that at MA the collision time, during which deformation-induced diffusion occurs, is substantially (by several orders of magnitude) shorter than intervals between collisions (Benjamin, 1992; Suryanarayana, 2001; Suryanarayana, 2004; Maurice & Courtney, 1990; Chattopadhyay et al., 2001; Lovshenko & Khina, 2005). In (Mahapatra et al., 1998), the numerical value of the main parameter, viz. volume diffusion coefficient, was taken at an elevated temperature, which was varied arbitrary (in the range 505-560 K for binary system Cu-Zn and up to 825 K for system Cu-Ni) to attain agreement with experimental data. This is motivated by particle heating during ball-powder-ball collisions, although it is known that during a head-on collision, which provides maximal pressure, strain and strain rate of particles, a local temperature rise is small (~10 K) for most of the milling devices, and the temperature quickly decreases to the background level due to high thermal conductivity of metals (Maurice & Courtney, 1990; Lovshenko & Khina, 2005). The main conclusion from modeling performed in (Mahapatra et al., 1998) is trivial: to achieve agreement between the calculations obtained using the Fickian equation and the experimental data on the alloying degree reached at a long processing time, the diffusion coefficient must have a value typical of that at a high temperature. This fact is known for many years: the effective (i.e. apparent) diffusion coefficient at IPD exceeds the equilibrium value at the processing temperature by several orders of magnitude.

There are several models of abnormal solid-state diffusion at shock loading of a bimetallic specimen, which are based on extended non-equilibrium thermodynamics (Sobolev, 1997; Buchbinder, 2003). Fast diffusion in metals caused by a propagating shock wave is described using the hyperbolic telegrapher equation, i.e. the equation of a decaying elastic wave. Within this concept, in the left-hand side of the Fickian diffusion equation, the second time-derivative, $\frac{\partial^2 C}{\partial t^2}$, is included along with term $\frac{\partial C}{\partial t}$, where C is concentration. This brings about a final propagation velocity of the concentration disturbance (Buchbinder, 2003). But in this approach, mass transfer is considered as occurring in a structureless continuum (a fluid), and a physical mechanism responsible for fast diffusion in a crystalline solid is not revealed. In (Bekrenev, 2002), a similar situation is analyzed by introducing a drift term into the right-hand side of the diffusion equation to describe the motion of solute atoms in the field of an external force. However, this term was not analyzed in detail. Models for diffusion demixing of a solid solution or intermetallic compound in the course of MA have been developed (Gapontsev & Koloskov, 2007; Gapontsev et al., 2000; Gapontsev et al., 2002; Gapontsev et al., 2003) which consider the formation of non-equilibrium vacancies in grain boundaries and their diffusion into grains. The vacancy flux directed into grains brings about an oppositely directed diffusion flux of solute atoms, which ultimately results in demixing of this stable or metastable phase. In its physical meaning, this model refers to a case when diffusion processes in a lamellar particle has already completed and a uniform product phase (metastable or equilibrium) has formed, and further milling brings about decomposition of the MA product. It should be noted that cyclic process of formation and decomposition of an amorphous or intermetallic phase was observed during prolonged
ball milling in certain systems (El-Eskandarany et al., 1997; Courtney & Lee, 2005). In these models, grain boundaries (Gapontsev et al., 2000; Gapontsev et al., 2002; Gapontsev et al., 2003) or disclinations (triple grain junctions) (Gapontsev & Koloskov, 2007) can act as vacancy sources when the deformation proceeds via grain boundary sliding and rotational modes. This corresponds to a situation when the size of grains in the particle has reduced to nanometric. Similar deformation mechanisms operate at superplastic deformation of micron and submicron grained alloys at elevated temperatures where accommodation of grains takes place via grain boundary diffusion (Kaibyshev, 2002) and vacancies arising in the boundary may penetrate into grains. However, as noted in (Shtremel', 2007), a mechanism via which disclinations can generate vacancies is not described in (Gapontsev & Koloskov, 2007), and estimates for the vacancy generation rate are not presented in (Gapontsev et al., 2000; Gapontsev et al., 2002; Gapontsev et al., 2003). Besides, the interaction of vacancy flux in a grain with edge dislocations, which can substantially reduce the vacancy concentration, is not considered, i.e. it is implied that nonograins, whose typical size in the powders processed by MA lies within 20-100 nm, do not contain dislocations. But experimental observations using high-resolution transmission electron microscopy have revealed that dislocation density in nanograin Ni (20-30 nm) obtained by IPD (particularly, accumulative roll bonding) is very high, \(10^{12} \text{cm}^{-2}\) (Wu & Ma, 2006).

Thus, models (Gapontsev & Koloskov, 2007; Gapontsev et al., 2000; Gapontsev et al., 2002; Gapontsev et al., 2003) can be considered as incomplete and relating to a distant stage of MA where nanograins of a solid solution or intermetallic compound have already been formed via a certain physical mechanism which was not considered in these works.

An idea of solid solution formation during MA by the “shear-drift diffusion” (Foct, 2004) or “trans-phase dislocation shuffling” (Raabe et al., 2009; Quelennec et al., 2010) has been proposed, which the authors of these works base upon the certain outcomes of atomistic simulations (Bellon & Averback, 1995). Since this viewpoint has acquired a certain use in literature, it is necessary to analyze it in detail. It is implied that during plastic deformation, which in crystalline solids is produced by dislocations gliding over glide planes, dislocations can cross the phase boundary. At large strains or strain rates the dislocation glide may occur over intersecting glide planes. According to the above concept, this results in “trans-phase dislocation shuffling” of groups of atoms at the boundary. In other words, after several dislocations gliding over different planes have crossed the phase boundary between dissimilar metals, say the A/B boundary, a group of atoms A originally located in phase A near the interface appears inside phase B (see Fig. 9 in (Raabe et al., 2009)).

Although this qualitative concept seems clear and simple from the viewpoint of the classical dislocation theory and continuum mechanics, it contradicts the existing theories of plastic deformation of bulk polycrystalline materials, both coarse-grained (with micron-sized grains) and nanograin. During plastic deformation of polycrystals with grain size of the order of 1-100 μm, the dislocations that glide from an intragrain source (a Frank-Read source) towards a grain boundary under the action of shear stress cannot “burst” through the boundary (Meyers & Chawla, 2009): they accumulate near the latter forming the so-called pile-ups where the number of piled dislocations is \(10^2-10^3\). The arising elastic stress activates a Frank-Read source in the adjacent grain, which results in macroscopic deformation revealing itself in a step-like displacement of the grain boundary. This theory results in the known Hall-Petch equation which shows a good agreement with numerous experimental data. Gliding dislocations can really cross a phase boundary, but only in the case of a coherent (or at least semi-coherent) interface between a matrix and a small-sized.
inclusion of a strengthening phase, which has formed during ageing of precipitation-hardening alloys. This brings about matched co-deformation of the matrix and precipitate, or shearing of a particle, which is accompanied with interface steps formation (Argon, 2008). In (Raabe et al., 2009), it is speculated that dislocations can cross a phase boundary in a nanograin material under a high shear stress. It is argued that a <111> texture formed at co-deformation of two fcc phases (Cu and Ag) during drawing of Cu-5 at.% Ag-3 at.% Nb wires with a maximal true strain of 10.5 brings about the matching of highly stressed slip systems in both phases, and this consideration is used as an argument for the dislocation shuffling concept. However, the existence of same orientation of grains is a necessary but insufficient condition. A boundary between dissimilar metals formed by cold welding during MA is typically a non-coherent high-angle one and, in a special case, it may convert into a low-angle boundary due to grain-boundary sliding and grain rotation during IPD. But the authors of the cited work did not propose a physical mechanism via which a non-coherent boundary could convert into a coherent or at least a semi-coherent one.

In alloys with submicrocrystalline/nanograned structure, where the Hall-Petch law is not valid, deformation proceeds via different mechanisms. In nanograin sizes the traditional Frank-Read sources of dislocations cannot operate because of lack of space. Then the leading dislocation in a pile-up formed near a grain boundary will interact with the interface, which results in absorption of dislocation by the latter, i.e. conversion into a grain-boundary dislocation accompanied with its core spreading (delocalization) (Segal et al., 2010). This results in grain-boundary sliding and may bring about rotational modes of deformation. In this case, triple grain junctions (disclinations) and non-equilibrium grain boundaries act as sources of dislocations for an adjacent grain (Segal et al., 2010; Gutkin et al., 2001; Bobylev et al., 2009; Gutkin et al., 2005), which results in deformation of the material as a whole. The dislocations (actually, dislocations semiloops) emitted by the grain boundary are blown like bubbles into the next grain by the shear strain; a similar phenomenon was observed at low-angle grain/subgrain boundaries during hot deformation of traditional (with micron-sized grains) metals and alloys (see Figs.3.12 and 3.13 in (Levitin, 2006)).

This concept is supported by atomistic modeling (Wang et al., 2008) for a Cu-Nb system: “a single mixed dislocation, from either Cu or Nb, cannot cross the interface even at resolved shear stresses in excess of 1.0 GPa”. Thus, a non-coherent grain/phase boundary is typically an impermeable obstacle for dislocation glide in both micro and nanograin crystalline materials. Hence, in (Raabe et al., 2009), where work (Wang et al., 2008) was cited, the results of molecular-dynamics simulations performed in the latter were misinterpreted.

So, the qualitative concept of “shear-drift diffusion” or “dislocation shuffling” does not correspond to a real situation in MA and thus appears to be physically meaningless. From the above brief analysis it is seen that, despite a number of attempts, a physically grounded model for the formation of (supersaturated) solid solutions in metallic systems during IPD and, in particular, MA has not been developed so far. This stage of MA is of primary scientific and technological importance since the goal of MA is the production of a far-from-equilibrium product possessing advanced properties.

3. Formulation of the model

3.1 Physical background and basic assumptions

As a physical situation, we consider an individual lamellar particle formed at an initial stage of MA due to fracturing of cold welding of initial metal particles, and separate a unit
structural element, viz. diffusion couple “metal B (phase 2)-metal A (phase 1)” where diffusion mass transfer occurs during MA. In binary metal systems, diffusion in normal conditions proceeds mainly via a substitutional (vacancy) mechanism. Since the directions of incidental ball-powder-ball and ball-powder-wall collisions in a milling device are chaotic, we neglect a change of the diffusion-couple geometry, and reduce the role of plastic deformation only to the formation of defects in the crystal lattice of both phases.

It has been demonstrated experimentally that in many substitutional systems under IPD the enhanced solid-state diffusion mass transfer in a wide temperature range is dominated by volume rather than grain boundary diffusion (Larikov et al., 1975; Gertsriken et al., 1983; Arsenyuk et al., 2001a; Arsenyuk et al., 2001b; Gertsriken et al., 1994; Gertsriken et al., 2001). Since we consider early stages of MA, when the initial concentration gradient at the phase boundary 2/1 is very high, it seems reasonable to assume that phase transformation (e.g., formation of an intermetallic compound) at this interface does not occur, i.e. only diffusion of atoms A and B across the initial boundary can take place. This physical assumption is based on the results of works (Khusid & Khina, 1991; Desre & Yavari, 1990; Desre, 1991; Gusak et al., 2001) where it has been demonstrated using both kinetic (Khusid & Khina, 1991; Gusak et al., 2001) and thermodynamic (Desre & Yavari, 1990; Desre, 1991) considerations that in the field of a sharp concentration gradient in a binary metallic system nucleation of an equilibrium phase, e.g., intermetallic compound, is suppressed and can occur only after the gradient decreases in the course of diffusion to a certain critical level.

Volume diffusion in substitutional alloys (at close diameters of A and B atoms) can be strongly influenced by the formation of non-equilibrium vacancies and also by generation of interstitial atoms whose diffusion rate is high. In a number of works on IPD, the phenomenon of enhanced diffusion is attributed to the interstitial mechanism (Larikov et al., 1975; Skakov, 2004): highly mobile interstitial atoms (say, of sort A), which in binary substitutional solid solutions normally diffuse via a vacancy mechanism, are formed at the A/B interface due to “pushing” of lattice atoms A into interstices of crystal lattice B by the shear stress. After that, they rapidly diffuse in metal B in the field of an external force, e.g., a pressure jump generated by an incidental collision during MA or by explosion at shock-wave processing of metals. This mechanism is similar to the ballistic effects observed in reactor materials under radiation (Bullough et al., 1975; Murphy, 1987; Mansur, 1979) or at ion-beam processing of metals. However, molecular-dynamics simulation has revealed that for this mechanism to operate, local pressure at the phase boundary must be ~100 GPa (Gusak & Bushin, 1996), which is typical of explosion processing, whereas the mechanistic modeling of MA in ball mills has demonstrated that the maximal pressure during collisions is ~1 GPa (Maurice & Courtney, 1990; Lovshenko & Khina, 2005), i.e. substantially lower. That is why this mechanism is not relevant to “traditional” MA/IPD processes and hence is not considered here. Besides, within the above concept it is not specified what happens with the crystal lattice of metal B near the interface when foreign atoms A are “pushed” into interstitial positions of the former in a mass quantity.

In traditional polycrystalline materials with micron-size grains, dislocation glide is the dominating mechanism of plastic deformation (Nabarro et al., 1964; Novikov, 1983; Hirth & Lothe, 1982). As noted earlier, nanocrystalline materials with a grain size of 20-30 nm produced by IPD feature a high density of lattice dislocations (Wu & Ma, 2006). Molecular-dynamics simulations performed for copper (Vo et al., 2008) have unambiguously shown that even at very high strain rates (up to $10^{10}$ s$^{-1}$), which correspond to shock-wave processing of metals, dislocations account for 90% of the strain at the grain size of 20 nm,
and the role of grain boundary sliding, which corresponds to the remaining 10%, decreases with strain. This outcome of modeling is supported by experimental observations (Gurao & Suwas, 2009): the major contribution to plastic strain at IPD (rolling to 90% reduction in thickness) of nanocrystalline Ni with a grain size of about 20 nm occurs through normal dislocation slip. It is known that during deformation of metals via the dislocation mechanism, excess point defects (vacancies and self-interstitials) are produced due to interaction of gliding dislocations (Nabarro et al., 1964; Novikov, 1983). Hence, it this model we consider namely this route of point defect generation.

### 3.2 Derivation of the model equations

Let us define the concentration of species in ratio to the density of lattice sites $N_0$ (Voroshnin & Khusid, 1979): $c_k = N_k / N_0$, where $N_k$ is a number of $k$-th species per unit volume. Here the species in phases 1 and 2 are lattice atoms A and B, vacancies $v$ and interstitial atoms $A_i$ and $B_i$. Since $N_0 = N_B + N_A + N_v$, then $c_B + c_A + c_v = 1$, and thus the overall sum including the concentration of interstitials will exceed unity.

The diffusion mass transfer equation looks as (Adda & Philibert, 1966; Gurov et al., 1981):

$$\frac{\partial c_k}{\partial t} = - \text{div} J_k, \quad k = A, B, v, A_i, B_i \tag{1}$$

where $F_k$ is the sink/source term for $k$-th species and $J_k$ is the diffusion flux. Neglecting the gradient of the lattice site density $\partial N_0 / \partial x$, let us write the expression for diffusion fluxes of lattice atoms A and B and vacancies $v$ taking into account the interconnection of fluxes via the cross-term, or off-diagonal interdiffusion coefficients following the classical theory of diffusion in solids (Voroshnin & Khusid, 1979; Adda & Philibert, 1966; Gurov et al., 1981):

$$J_k = - \sum_n D_{nk} \text{grad} c_n, \quad \sum_k J_k = 0, \quad k, n = A, B, v \tag{2}$$

where $D_{nk}$ are elements of the matrix of interdiffusion coefficients.

For diffusion fluxes of atoms and vacancies $v$, interdiffusion coefficients $D_{nk}$ that appear in Eq. (2) can be determined using the theory of diffusion in solid solutions with non-uniform vacancy distribution (Gurov et al., 1981). We take into account that self-diffusion coefficient $D^*$ in quasi-equilibrium conditions, i.e. at an anneal without external influences, is estimated as $D^* = f c D_v^0$, where $c_v^0$ is the equilibrium vacancy concentration at a given temperature, $D_v$ is the vacancy diffusion coefficient, $D_v \gg D^*$, and $f c \approx 1$ is the correlation factor. Then in the case when non-equilibrium vacancies are present in a solid solution, i.e. $c_v > c_v^0$, the diffusion coefficient of atoms will increase proportionally to term $c_v / c_v^0$. Hence we have

$$D_{BB} = D_B^* (g_{BB} - g_{AB}) c_v / c_v^0, \quad D_{AA} = D_A^* (g_{AA} - g_{BA}) c_v / c_v^0,$$
$$D_{BV} = -D_B^* c_B / c_v^0, \quad D_{AB} = D_{AA} - D_{BB},$$
$$D_{vB} = D_v + D_{AA}, D_v = [c_B D_B^* + c_A D_A^*] / c_v^0$$

(3)

$$g_{jk} = 1 + \frac{\partial (\ln \gamma_k)}{\partial (\ln c_j)} g_{kj} = \left( \frac{c_k}{c_j} \right) \frac{\partial (\ln \gamma_k)}{\partial (\ln c_j)}$$

where $D_B^* \neq D_A^*$ are the self-diffusion coefficients of atoms A and B in the given phase (1 or 2), $g$ is the thermodynamic factor and $\gamma$ is the activity coefficient. As a common first approximation, the solid solutions are considered to be ideal and then $g_{AA}=1, g_{jj}=0$. 
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As seen from Eqs. (3), increasing the vacancy concentration above \(c_v^0\) substantially raises the diffusion coefficient. This corresponds to an increase in the pre-exponential factor \(D_0\) in the Arrhenius formula \(D^* = D_0 \exp[-E/(RT)]\) at an almost unchanged activation energy \(E\). This is connected with the vacancy diffusion mechanism in substitutional solid solutions where \(E\) is the energy barrier height for an atomic jump on the adjacent vacant position while \(D_0\) is related to the number of available vacant sites, the latter being proportional to \(c_v\).

Excess point defects are generated during deformation, i.e. at short-time collisions during MA in a ball mill. Relaxation of point defects towards equilibrium concentration during intervals between collisions occurs by two basic mechanisms: (i) interaction with edge components of dislocation loops, which act as volume-distributed sinks; in this case interstitials \(A_i\) and \(B_i\) become lattice atoms of the corresponding sort, and (ii) vacancy-interstitial annihilation, as a result of which an interstitial atom becomes a lattice one. To describe the rates of these processes we use certain results of the theory of defects in irradiated alloys (Bullough et al., 1975; Murphy, 1987; Mansur, 1979). The equilibrium concentration of self-interstitials in crystalline metals is typically assumed to be negligibly small. Then the rate of vacancy-interstitial annihilation is proportional to the deviation of the vacancy concentration from the equilibrium value times the concentration of self-interstitials. The rate of point defect adsorption by edge dislocations is proportional to the density of the latter, the diffusion coefficient of point defects and their concentration.

Then the equations for concentrations of diffusing species, viz. atoms \(B\), vacancies and interstitials \(B_i\) and \(A_i\) in each phase are formulated as following:

\[
\frac{\partial c_B}{\partial t} = \frac{\partial}{\partial x} \left( D_{BB} \frac{\partial c_B}{\partial x} + D_{BC} \frac{\partial c_C}{\partial x} \right) - P_B c_B + \xi_B D_B \xi_B c_B \rho_e + K_{iv} (c_v - c_v^0) \xi_B,
\]

(4)

\[
\frac{\partial c_A}{\partial t} = \frac{\partial}{\partial x} \left( D_{AB} \frac{\partial c_A}{\partial x} + D_{AC} \frac{\partial c_C}{\partial x} \right) + P_A - \xi_A D_A (c_A - c_A^0) \rho_e + K_{iv} (c_v - c_v^0) (c_B + c_A),
\]

(5)

\[
\frac{\partial c_{B_i}}{\partial t} = \frac{\partial}{\partial x} \left( D_{B_i} \frac{\partial c_{B_i}}{\partial x} \right) + P_B - \xi_B D_B \xi_B c_B \rho_e - K_{iv} (c_v - c_v^0) c_B,
\]

(6)

\[
\frac{\partial c_{A_i}}{\partial t} = \frac{\partial}{\partial x} \left( D_{A_i} \frac{\partial c_{A_i}}{\partial x} \right) + P_A - \xi_A D_A \xi_A c_A \rho_e - K_{iv} (c_v - c_v^0) c_{A_i},
\]

(7)

\[
c_B + c_A + c_v = 1.
\]

(8)

Here \(D_{B_i}\) and \(D_{A_i}\) are the diffusion coefficients of interstitial atoms, \(P_i\) and \(P_e\) are the generation rates of interstitials and vacancies per unit volume of an alloy, \(\rho_e\) is the density of edge dislocations, \(\xi_{B}\), \(\xi_{B_i}\) and \(\xi_{A}\) are dimensionless coefficients describing the efficiency of edge dislocations as sinks point defects, \(\xi_A = 1\), and \(K_{iv}\) is the vacancy-interstitial recombination rate per unit volume.

Unlike radiation damage of reactor materials, where Frenkel pairs and collision cascades are formed due to knocking lattice atoms out of their regular positions by high-energy particles, the basic mechanism of non-equilibrium point-defect generation in metals under plastic deformation is jog dragging by gliding screw dislocations. The jogs are formed on gliding edge and screw dislocations during intersection with the forest dislocations, i.e. those not
involved in the active glide system. Jogs on edge dislocations move together with the dislocation while those on screws act as obstacles for the dislocation glide. Under shear stress, a screw dislocation bends and drags the jogs, which produce excess vacancies or interstitial atoms depending on the jog sign (Nabarro et al., 1964; Novikov, 1983). The defect production rates $P_v$ and $P_i$ are described using the Hirsch-Mott theory (Nabarro et al., 1964):

$$P_v = \frac{\varepsilon b}{2} \frac{\xi}{2} \rho, \quad P_i = \frac{\varepsilon b}{2} \frac{\xi}{2} \rho$$

(9)

Here $\rho$ is the total dislocation density, $\rho_s \approx \rho_e = \rho/2$ where $\rho_e$ is the density of screws (Novikov, 1983), $\xi$ is the fraction of forest dislocations (usually $\xi \approx 0.5$), $b$ is the Burger vector length, $\varepsilon$ is the strain rate, $f_v$ and $f_i$ are the fractions of vacancy and interstitial producing jogs, $f_v + f_i = 1$, and typically $f_v > f_i$ (Nabarro et al., 1964; Novikov, 1983).

The recombination-rate coefficient $K_{vi}$ in a binary solid solution is determined as

$$K_{vi} = \left(4 \pi n_0 / \omega\right) (D_v + D_i),$$

(10)

where $n_0$ is the capture radius, $\omega = a_0^3$ is the average volume of a crystal cell, $a_0$ is the lattice period. The capture radius is usually determined as $n_0 = b/2$ (Bullough et al., 1975; Murphy, 1987; Mansur, 1979), where $b$ is the Burgers vector. In the theory of radiation-induced diffusion it is considered that the diffusion coefficient of self-interstitials is by several orders of magnitude higher than that of vacancies (Murphy, 1987; Mansur, 1979). For modeling we assume that $D_{Ai}, D_{Bi} \sim 10^3 D_v$, where $D_v$ is defined by formulas (3).

### 3.3 Initial and boundary conditions

To complete the problem, diffusion mass transfer equations (4)-(7) should be supplemented with relevant initial and boundary conditions. For definiteness, let phase 2 (initially pure metal B) be on the left (with respect to the direction of the coordinate axis $x$) and phase 1 (initially pure metal A) on the right. The thickness of the diffusion couple $L$ consists of two half-thicknesses of the corresponding metal layers. Then the initial conditions look as

$$c_{BI}(x) = c_{A1}(x) = 0, \quad c_{v}(x) = c_{0}^v at 0 < x < L, \quad c_{i}(x) = 1 at 0 < x < g, \quad c_{B}(x) = 0 at g < x < L$$

(11)

where $g = L/2$ is the coordinate of the 2/1 interface. 

The Neumann-type boundary conditions to Eqs. (4)-(7) at $x=0$ and $x=L$ are

$$J_k(x = 0, L) = 0, \quad k = B, v, B, A_1.$$  

(12)

For vacancy diffusion, an additional boundary condition is posed at the 2/1 interface:

$$c_{v}(x = g) = c_{0}^v.$$  

(13)

Condition (13) is determined by the fact that the interface between starting pure metals A and B is incoherent and consists of grain-boundary dislocations (Kosevich et al., 1980) and hence can act as a localized sink for non-equilibrium point defects. Since problem (3)-(13) describing diffusion in substitutional alloys in the conditions of IPD is substantially nonlinear, it can be solved only numerically. For this purpose, a computer procedure is developed employing a fully implicit finite-difference scheme, which is derived using the versatile integration-interpolation method (Kalitkin, 1978).
4. Parameter values for modeling

We consider a deformation-relaxation cycle with parameters typical of MA in vibratory mill “SPEX 8000” with oscillation frequency \( \omega = 20 \text{ Hz} \), then the cycle duration is \( t_c = (2\omega)^{-1} = 0.025 \text{ s} \). Deformation, when point defects are generated, occurs during collisions whose duration is \( t_d \approx 10^{-4} \text{ s} \), and a lower-level estimate for strain rate is \( \dot{\varepsilon} \approx 10^{-1} \text{ s}^{-1} \) (Maurice & Courtney, 1990; Lovshenko & Khina, 2005). Then the interval between collisions, when relaxation occurs (\( P_i = P_v = 0 \)), is \( t_r = t_c - t_d = 0.0249 \text{ s} \). The thickness of metal layers in lamellar particles is 0.5–0.05 \( \mu \text{m} \); we assume \( L = 0.1 \mu \text{m} \). The dislocation density is \( \rho \approx 10^{11}\text{ cm}^{-2} \); we take \( \rho = 10^{11}\text{ cm}^{-2} \). Since \( f_v > f_i \) (Nabarro et al., 1964; Novikov, 1983), we suppose \( f_v = 2f_i \).

The following model binary system is considered: Al (metal B, phase 2)-Cu (metal A, phase 1). At collisions during MA in a vibratory mill, a local temperature rise in particles is small: 10 K for Al and about 20 K for Cu (Maurice & Courtney, 1990), and thus its influence on diffusion coefficients \( D_B^*, D_A^* \) is negligible. We take a constant process temperature, \( T_{\text{MA}} = 100^\circ \text{C} = 373 \text{ K} \), which corresponds to an industrial milling device with a water-cooled shell. The equilibrium vacancy concentration in both phases is determined as

\[
c_v^0 = \exp\left(-\frac{\Delta H_{vf}^i}{k_B T}\right),
\]

where \( \Delta H_{vf}^i \) is the vacancy formation enthalpy and \( k_B \) is the Boltzmann constant.

<table>
<thead>
<tr>
<th>species/ phases</th>
<th>phase 2 (Al)</th>
<th>phase 1 (Cu)</th>
<th>( \Delta H_{vf}^i ), eV</th>
<th>( c_v^0(T_{\text{MA}}) ), cm</th>
<th>( b ), cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D_0 ), cm(^2)/s</td>
<td>( E ), kJ/mol</td>
<td>( D^*(T_{\text{MA}}) ), cm(^2)/s</td>
<td>( D_0 ), cm(^2)/s</td>
<td>( E ), kJ/mol</td>
<td>( D^*(T_{\text{MA}}) ), cm(^2)/s</td>
</tr>
<tr>
<td>Al</td>
<td>1.71</td>
<td>142.3</td>
<td>2.0⋅10(^{-20})</td>
<td>0.3</td>
<td>196.8</td>
</tr>
<tr>
<td>Cu</td>
<td>0.647</td>
<td>135</td>
<td>7.8⋅10(^{-20})</td>
<td>0.2</td>
<td>196.4</td>
</tr>
</tbody>
</table>

Table 1. Parameters \( D_0 \) and \( E \) for self and impurity diffusion in Al and Cu (Brandes & Brook, 1992), the vacancy formation enthalpy (Bokshtein, 1978), Burgers vector, vacancy formation enthalpy and the estimated parameter values at \( T_{\text{MA}} = 373 \text{ K} \). It is seen that in equilibrium conditions parameters \( D^* \) and \( c_v^0 \) in both phases are very small.

5. Numerical results and discussion

The results of computer simulations with the above described parameters are presented in Figs. 1-3 for different situations. In the first case, boundary condition (13) was not considered, i.e. phase boundary 2/1 was assumed to be permeable for vacancy diffusion and did not work as a sink. This refers to a hypothetical situation of a coherent phase boundary, which for some reason retains during deformation. Here, relaxation of non-equilibrium point defects occurs via vacancy-interstitial annihilation and interaction with volume-distributed sinks (edge dislocations). In this case, atoms B (Al) diffuse into phase 1 (Cu-base solid solution), i.e. the concentration profile is asymmetrical (see Fig. 1 (a)).
As a result of interplay between vacancy generation, diffusion and relaxation, which occur at different rates in phases 1 and 2, the concentration of non-equilibrium vacancies appears to be very high (Fig. 1 (b)), and in phase 1 it is substantially larger than in phase 2, $c_v^{(1)} > c_v^{(2)}$, where superscripts denote the phase numbers. The steady-state vacancy profile with a steep gradient near the interface $x=g$ (i.e. $x/L=0.5$) is established after a short time, about 200 s. As seen from Eq. (4), at a large value of term $|D_{Bv} \partial c_v/\partial x|$ atoms B will diffuse in the direction opposed to that of the diffusion flux of vacancies, which brings about noticeable diffusion alloying of copper with aluminum (metal B) near the interface at a relatively short time, 4000 s. The concentration of interstitials $A_i$ and $B_i$ is several orders of magnitude lower than that of vacancies (Fig 1 (c and d)), which is due to high annihilation rates in phases 1 and 2 and a large vacancy concentration. Since away from the 2/1 interface $c_v^{(1)} > c_v^{(2)}$, the concentration of interstitials $A_i$ and $B_i$ in phase 1 is lower than in phase 2. The peaks in the concentration profiles of interstitials in phase 1 near the 2/1 interface (see Fig 1, (c and d)) are attributed to the existence of a steady-state profile of vacancies. Thus, acceleration of diffusion in the conditions of MA is connected not only with a substantial increase of the partial diffusion coefficients, $D_{AA}$ and $D_{BB}$ due to a high vacancy concentration (see Eqs. (3)) but also with interaction of diffusion fluxes of atoms and vacancies via off-diagonal terms $D_{Bv}, D_{vB}$. Such a cross-term effect is sometimes referred to as the “inverse Kirkendall effect”.

Results of simulations for a more realistic case, when the 2/1 interface acts as localized sink for excess vacancies, i.e. boundary condition (13) is accounted for, are shown in Fig. 2. Unlike the previous case, diffusion of atoms A (Cu) from phase 1 into phase 2 (Al-base solid solution) occurs (see Fig. 2 (a)). As in the previous situation, very high concentration of vacancies is observed inside both of the phases, and $c_v^{(1)} > c_v^{(2)}$. Since the equilibrium vacancy concentration is sustained at the interface, steep vacancy concentration gradients arise in phases 1 and 2 near the boundary, so the vacancy flux in each phase is directed to
the interface and \( \left| \frac{\partial c_{v_1}}{\partial x} \right|_{x=g+0} \gg \left| \frac{\partial c_{v_2}}{\partial x} \right|_{x=g-0} \) (Fig. 2 (b)). The steady-state profile of vacancies is established after a longer time, about 1000 s. As seen from Eqs. (4),(5), a counter-current flux of vacancies accelerates the diffusion of lattice atoms while a co-current flux retards it. In the given situation, all of the above brings about alloying of phase 2 with atoms A (Cu) within a relatively short time, \( t=4000 \) s. A small peak of atoms A is seen at the interface at a large time (curve 5 in Fig. 2 (a)). Thus, interaction of vacancy fluxes, which arise due to vacancy generation under periodic IPD, with the phase boundary can have a selective influence on diffusion of different atoms (A and B) during MA. The concentration of interstitials \( A_i \) and \( B_i \) inside both of the phases are small as compared with vacancies (see Fig. 2 (c and d)). This is due to fast recombination of the former with excess vacancies whose concentration in phase 1 away from the interface is much higher than in phase 2.

Fig. 2. Calculated concentration profiles of atoms A (a), vacancies (b) and interstitial atoms \( A_i \) (c) and \( B_i \) (d) when the 2/1 interface acts as a localized sink for vacancies: 1, \( t=0 \); 2, \( t=250 \) s (10000 cycles); 3, \( t=1250 \) s (50000 cycles); 4, \( t=2000 \) s (80000 cycles); 5, \( t=4000 \) s (160000 cycles)

Therefore, along with the accumulation of excess vacancies, increase in the diffusion coefficients and cross-term linking between the vacancy and atomic fluxes, important is the interaction of fluxes of non-equilibrium vacancies with the phase boundary. This factor has not previously received due attention in literature.

It should be noted that in the above situation the diffusion coefficients of atoms in phases 1 and 2 attain high values due to a high vacancy concentration while at the interface, where \( c_{v_1}=c_{v_2} \), \( D_{AA} \) and \( D_{BB} \) fall down to equilibrium, i.e. very low values. Thus, the interface acts as a diffusion barrier. But diffusion over grain boundaries proceeds substantially faster than in the volume at the same temperature. So, in the third case we consider that at \( x=g \) the values of \( D_{BB} \) and \( D_{AA} \) correspond to the grain-boundary diffusion coefficients for corresponding pure metals. Using the data presented in (Mishin, 2001) for metals with fcc lattice (both Cu
and Al), we obtain the following estimates at $T_{\text{MA}}=373$ K: for Cu (metal A) $D_{\text{AA}}(x=g) \sim 10^{-16}$ $10^{-17}$ cm$^2$/s, for Al (metal B) $D_{\text{BB}}(x=g) \sim 10^{-12}$ cm$^2$/s.

The results of simulation for this situation are presented in Fig. 3.

Fig. 3. Same is Fig. 2 but the values of diffusion coefficients of atoms A and B at the 2/1 interface correspond to the grain boundary diffusion.

Since the barrier for atomic diffusion at the phase boundary is lower, the degree of alloying of phase 2 (Al) with atoms B (Cu), i.e. total mass of the latter in the solid solution, has increased in comparison with the previous case. The peak of atoms A at the interface becomes more pronounced (Fig. 3 (a)); the concentration profiles of point defects (Fig. 3 (b-d)) change insignificantly. Thus, interaction of diffusion fluxes of both vacancies and atoms with the interface is important in the enhancement of diffusion during MA.

The observed formation of solid solution within a short time of periodic IPD due to enhanced diffusion, and the revealed features of the process qualitatively agree with numerous experimental data on MA. In particular, asymmetric concentration profiles were observed in miscible (Fe-Ni, Fe-Co, Fe-Mn) and immiscible (Fe-Cu) systems as results of MA (Cherdyntsev & Kaloshkin, 2010). The calculated vacancy concentration semi-quantitatively agrees with experimental data for copper after ECAP and ARB (Ungar et al., 2007): at the dislocation density of $4 \times 10^{11}$ cm$^{-2}$ the value of $c_v$ reached $5 \times 10^{-6}$ inside grains and up to $10^{-3}$ in grain boundaries.

It should be noted that in this work we have used lower-level estimates for strain rate, which, according to the outcomes of mechanistic models, in the conditions of MA in a high-speed vibratory mill can reach $10^4$ s$^{-1}$ (Maurice & Courtney, 1990; Lovshenko & Khina, 2005). It should be noted that at dynamic deformation regimes, i.e. high strain rates ($\dot{\varepsilon}>10$ s$^{-1}$), the point defect production rates may be substantially higher (Popov et al., 1990) than predicted by the Hirsch-Mott theory (Eq. (9)). Besides, according to the theory of non-equilibrium grain boundaries, i.e. those in metals under the conditions of IPD (Segal et al., 2010), the grain-boundary diffusion coefficients will be orders of magnitude higher that the values used in this work. With all of these factors taken into account, diffusion mass transfer under the action of periodic IPD will proceed still faster.
6. Conclusion

Thus, a consistent model of non-equilibrium enhanced solid-state diffusion in binary metallic systems during mechanical alloying has been developed, which accounts for the generation of non-equilibrium point defects due to jog dragging by gliding screw dislocations during plastic deformation at incidental collisions in a milling device and defect relaxation during time intervals between collisions. Numerical simulations using realistic values of the diffusion parameters for a model system (Cu-Al) at 100 °C have demonstrated a possibility of considerable alloying within a short time of MA (Khina et al., 2005; Khina & Formanek, 2006). The acceleration of diffusion mass transfer is connected with the interplay and competition of several factors: (i) accumulation of non-equilibrium vacancies due to their fast generation during plastic deformation and slow relaxation in the intervals between collisions, (ii) increase of partial diffusion coefficients due to excess vacancies, (iii) cross-link interaction of diffusion fluxes via off-diagonal diffusion coefficients, and (iii) interaction of the diffusion fluxes of both vacancies and atoms with the phase boundary. The role of interstitial atoms is minor in comparison with non-equilibrium vacancies. Fast diffusion that results in the formation of a zone of supersaturated solid solution around the interface, along with accumulation of excess vacancies inevitably increases the free energy of the alloy and causes a distortion of the crystal lattice. This may ultimately bring about a non-equilibrium phase transition such as solid-state amorphization: for example, in pure copper the latter can occur at \( c_v = 0.077 \) (Fecht, 1992).

One of the prospective directions of further research is combining the developed model with a theory for dislocation evolution during IPD to obtain a comprehensive picture of structure formation. Also, it seems interesting to unite this approach with the theory of solid-state amorphization (Gusak at al., 2001) to get an opportunity to predict metastable phase transitions during MA.
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This book covers a number of developing topics in mass transfer processes in multiphase systems for a variety of applications. The book effectively blends theoretical, numerical, modeling and experimental aspects of mass transfer in multiphase systems that are usually encountered in many research areas such as chemical, reactor, environmental and petroleum engineering. From biological and chemical reactors to paper and wood industry and all the way to thin film, the 31 chapters of this book serve as an important reference for any researcher or engineer working in the field of mass transfer and related topics.
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