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1. Introduction

At designing and modernization of a reentry space vehicle it is required accurate and reliable data on the flow field, aerodynamic characteristics, heat transfer processes. Taking into account the wide range of flow conditions, realized at hypersonic flight of the vehicle in the atmosphere, it leads to the need to incorporate in employed theoretical models the effects of rarefaction, viscous-inviscid interaction, flow separation, laminar-turbulent transition and a variety of physical and chemical processes occurring in the gas phase and on the vehicle surface.

Getting the necessary information through laboratory and flight experiments requires considerable expenses. In addition, the reproduction of hypersonic flight conditions at ground experimental facilities is in many cases impossible. As a result the theoretical simulation of hypersonic flow past a spacecraft is of great importance. Use of numerical calculations with their relatively small cost provides with highly informative flow data and gives an opportunity to reproduce a wide range of flow conditions, including the conditions that cannot be reached in ground experimental facilities. Thus numerical simulation provides the transfer of experimental data obtained in laboratory tests on the flight conditions.

One of the main problems that arise at designing a spacecraft reentering the Earth’s atmosphere with orbital velocity is the precise definition of high convective heat fluxes (aerodynamic heating) to the vehicle surface at hypersonic flight. In a dense atmosphere, where the assumption of continuity of gas medium is true, a detailed analysis of parameters of flow and heat transfer of a reentry vehicle may be made on the basis of numerical integration of the Navier-Stokes equations allowing for the physical and chemical processes in the shock layer at hypersonic flight conditions. Taking into account the increasing complexity of practical problems, a task of verification of employed physical models and numerical techniques arises by means of comparison of computed results with experimental data.

In this chapter some results are presented of calculations of perfect gas and real air flow, which have been obtained using a computer code developed by the author (Gorshkov, 1997). The code solves two- or three-dimensional Navier-Stokes equations cast in conservative form in arbitrary curvilinear coordinate system using the implicit iteration scheme (Yoon & Jameson, 1987). Three gas models have been used in the calculations: perfect gas, equilibrium and nonequilibrium chemically reacting air. Flow is supposed to be laminar.

The first two cases considered are hypersonic flow of a perfect gas at wind tunnel conditions. In experiments conducted at the Central Research Institute of Machine Building...
areas of elevated heat fluxes have been found on the windward side of a delta wing with blunt edges. Here results of computations are presented which have been made to numerically reproduce the observed experimental effect. The second case is hypersonic flow over a test model of the Pre-X demonstrator (Baiocco et al., 2006), designed to glide in the Earth’s atmosphere. A comparison between thermovision experimental data on heat flux obtained in TsNIImash and calculation results is made. As the third case a flow of dissociating air at equilibrium and nonequilibrium conditions is considered. The characteristics of flow field and convective heat transfer are presented over a winged configuration of a small-scale reentry vehicle (Vaganov et al, 2006), which was developed in Russia, at some points of a reentry trajectory in the Earth’s atmosphere.

2. Basic equations

For the three-dimensional flows of a chemically reacting nonequilibrium gas mixture in an arbitrary curvilinear coordinate system:

\[ \xi = \xi(x, y, z, t), \quad \eta = \eta(x, y, z, t), \quad \zeta = \zeta(x, y, z, t), \quad \tau = t \]

the Navier-Stokes equations in conservative form can be written as follows (see eg. Hoffmann & Chiang, 2000):

\[
\frac{\partial Q}{\partial \tau} + \frac{\partial E}{\partial \xi} + \frac{\partial F}{\partial \eta} + \frac{\partial G}{\partial \zeta} = S
\]

\[
J^{-1} = \partial(x, y, z) / \partial(\xi, \eta, \zeta), \quad E = J^{-1} \left( \xi Q + \xi E_x + \xi F_y + \xi G_z, \right),
\]

\[
F = J^{-1} \left( \eta Q + \eta E_x + \eta F_y + \eta G_z \right), \quad G = J^{-1} \left( \zeta Q + \zeta E_x + \zeta F_y + \zeta G_z \right)
\]

Here \( J \) - Jacobian of the coordinate transformation, and metric derivatives are related by:

\[ \zeta_t = \left( y \tau_z - y \tau_z \right), \quad \zeta_t = -x \tau_x - y \tau_y - z \tau_z \text{ etc.} \]

\( Q \) is a vector of the conservative variables, \( E_x, F_y, \) and \( G_z \) are \( x, y \) and \( z \) components of mass, momentum and energy in Cartesian coordinate system, \( S \) is a source term taking into account chemical processes:

\[
Q = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ \rho w \\ e \\ \rho \end{pmatrix}, \quad E_x = \begin{pmatrix} \rho u \\ \rho u^2 + p - \tau_{xx} \\ \rho u v - \tau_{xy} \\ \rho u w - \tau_{xz} \\ (e + p)u - m_x \end{pmatrix}, \quad F_y = \begin{pmatrix} \rho v \\ \rho u v - \tau_{yx} \\ \rho v^2 + p - \tau_{yy} \\ \rho v w - \tau_{yz} \\ (e + p)v - m_y \end{pmatrix}, \quad G_z = \begin{pmatrix} \rho w \\ \rho u w - \tau_{zx} \\ \rho v w - \tau_{zy} \\ \rho w^2 + p - \tau_{zz} \end{pmatrix}, \quad S = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}
\]

\[
m_x = u \tau_{xx} + v \tau_{xy} + w \tau_{xz} - q_x; \quad m_y = u \tau_{xy} + v \tau_{yy} + w \tau_{yz} - q_y; \quad m_z = u \tau_{xz} + v \tau_{yz} + w \tau_{zz} - q_z
\]
where \( \rho, \rho_i \) - densities of the gas mixture and chemical species \( i \); \( u, v \) and \( w \) - Cartesian velocity components along the axes \( x, y \) and \( z \) respectively; the total energy of the gas mixture per unit volume \( e \) is the sum of internal \( e \) and kinetic energies:

\[
e = \rho e + \rho (u^2 + v^2 + w^2) / 2
\]

The components of the viscous stress tensor are:

\[
\tau_{xx} = 2\mu \left( \frac{\partial u}{\partial x} + \lambda \nabla V \right), \quad \tau_{xy} = 2\mu \left( \frac{\partial v}{\partial y} + \lambda \nabla V \right), \quad \tau_{zz} = 2\mu \left( \frac{\partial w}{\partial z} + \lambda \nabla V \right)
\]

\[
\tau_{xy} = \mu \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right), \quad \tau_{xz} = \mu \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \right), \quad \tau_{yz} = \mu \left( \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} \right)
\]

where \( \nabla V = \frac{\partial \nabla V}{\partial x} + \frac{\partial \nabla V}{\partial y} + \frac{\partial \nabla V}{\partial z} \).

Inviscid parts of the fluxes \( E = E_{\text{inv}} - E_v \), \( F = F_{\text{inv}} - F_v \) and \( G = G_{\text{inv}} - G_v \) in a curvilinear coordinate system have the form:

\[
E_{\text{inv}} = \int^{-1} \begin{pmatrix}
\rho U \\
\rho U u + \xi_x p \\
\rho U v + \xi_y p \\
\rho U w + \xi_z p \\
(e + p) U - \xi_x p \\
\rho U \xi_x
\end{pmatrix}; \quad F_{\text{inv}} = \int^{-1} \begin{pmatrix}
\rho V \\
\rho V u + \eta_x p \\
\rho V v + \eta_y p \\
\rho V w + \eta_z p \\
(e + p) V - \eta_x p \\
\rho V \eta_x
\end{pmatrix}; \quad G_{\text{inv}} = \int^{-1} \begin{pmatrix}
\rho W \\
\rho W u + \zeta_x p \\
\rho W v + \zeta_y p \\
\rho W w + \zeta_z p \\
(e + p) W - \zeta_x p \\
\rho W \zeta_x
\end{pmatrix}
\]

where \( U, V \) and \( W \) - velocity components in the transformed coordinate system:

\[
U = \xi_x u + \xi_y v + \xi_z w, \quad V = \eta_x u + \eta_y v + \eta_z w, \quad W = \zeta_x u + \zeta_y v + \zeta_z w
\]

Fluxes due to processes of molecular transport (viscosity, diffusion and thermal conductivity) \( E_v, F_v \) and \( G_v \) in a curvilinear coordinate system:

\[
E_v = \int^{-1} \begin{pmatrix}
0 \\
\xi_x \tau_{xx} + \xi_y \tau_{xy} + \xi_z \tau_{xz} \\
\xi_x \tau_{xy} + \xi_y \tau_{yy} + \xi_z \tau_{yz} \\
\xi_x \tau_{xz} + \xi_y \tau_{yz} + \xi_z \tau_{zz} \\
\xi_x m_x + \xi_y m_y + \xi_z m_z \\
- (\xi_x d_{i,x} + \xi_y d_{i,y} + \xi_z d_{i,z})
\end{pmatrix}; \quad F_v = \int^{-1} \begin{pmatrix}
0 \\
\eta_x \tau_{xx} + \eta_y \tau_{xy} + \eta_z \tau_{xz} \\
\eta_x \tau_{xy} + \eta_y \tau_{yy} + \eta_z \tau_{yz} \\
\eta_x \tau_{xz} + \eta_y \tau_{yz} + \eta_z \tau_{zz} \\
\eta_x m_x + \eta_y m_y + \eta_z m_z \\
- (\eta_x d_{i,x} + \eta_y d_{i,y} + \eta_z d_{i,z})
\end{pmatrix}
\]

\[
G_v = \int^{-1} \begin{pmatrix}
0 \\
\zeta_x \tau_{xx} + \zeta_y \tau_{xy} + \zeta_z \tau_{xz} \\
\zeta_x \tau_{xy} + \zeta_y \tau_{yy} + \zeta_z \tau_{yz} \\
\zeta_x \tau_{xz} + \zeta_y \tau_{yz} + \zeta_z \tau_{zz} \\
\zeta_x m_x + \zeta_y m_y + \zeta_z m_z \\
- (\zeta_x d_{i,x} + \zeta_y d_{i,y} + \zeta_z d_{i,z})
\end{pmatrix}
\]
Partial derivatives with respect to \( x \), \( y \) and \( z \) in the components of the viscous stress tensor and in flux terms, describing diffusion \( \mathbf{d} = (d_x, d_y, d_z) \) and thermal conductivity \( \mathbf{q} = (q_v, q_w, q_e) \), are calculated according to the chain rule.

### 2.1 Chemically reacting nonequilibrium air

In the calculation results presented in this chapter air is assumed to consist of five chemical species: \( \text{N}_2, \text{O}_2, \text{NO}, \text{N}, \text{O} \). Vibrational and rotational temperatures of molecules are equal to the translational temperature. Pressure is calculated according to Dalton's law for a mixture of ideal gases:

\[
p = \frac{\rho RT}{M_{gm}} = \sum p_i = \sum \frac{\rho_i RT}{M_i}
\]

where \( M_{gm}, M_i \) - molecular weights of the gas mixture and the \( i \)-th chemical species. The internal energy of the gas mixture per unit mass is:

\[
\varepsilon = \sum c_i h_i + \frac{1}{2} \sum c_i C_{vi} T + \sum c_i \varepsilon_v(T) + \sum c_i \varepsilon_v(T)
\]

Here \( c_i = \rho_i / \rho \), \( h_i, \varepsilon_i \) - mass concentration, formation enthalpy and energy of electronic excitation of species \( i \), \( C_{vi} \) - heat capacity at constant volume of the translational and rotational degrees of freedom of species \( i \), equal to \( 3/2(R/M) \) for atoms and \( 5/2(R/M) \) for diatomic molecules. Vibrational energy \( \varepsilon_v \) of the \( m \)-th molecular species is calculated in the approximation of the harmonic oscillator. The diffusion fluxes of the \( i \)-th chemical species are determined according to Fick's law and, for example, in the direction of the \( x \)-axis have the form:

\[
d_{ix} = -\rho D_i \frac{\partial c_i}{\partial x}
\]

To determine diffusion coefficients \( D_i \), approximation of constant Schmidt numbers \( S_{ci} = \mu / \rho D_i \) is used, which are supposed to be equal to 0.75 for atoms and molecules. Total heat flux \( q \) is the sum of heat fluxes by thermal conductivity and diffusion of chemical species:

\[
q_x = -\kappa \frac{\partial T}{\partial x} + \sum h_i d_{ix} ; \quad h_i = C_{pi} T + \varepsilon_v(T) + \varepsilon_v(T) + h_i
\]

where \( h_i, C_{pi} \) - enthalpy and heat capacity at constant pressure of translational and rotational degrees of freedom of the \( i \)-th chemical species per unit mass. Viscosity \( \mu \) and thermal conductivity \( \kappa \) of nonequilibrium mixture of gases are found by formulas of Wilke (1950) and of Mason & Saxena (1958).

The values of the rate constants of chemical reactions were taken from (Vlasov et al., 1997) where they were selected on the basis of various theoretical and experimental data, in particular, as a result of comparison with flight data on electron density in the shock layer near the experimental vehicle RAM-C (Grantham, 1970). Later this model of nonequilibrium air was tested in (Vlasov & Gorshkov, 2001) for conditions of hypersonic flow past the reentry vehicle OREX (Inouye, 1995).
2.2 Perfect gas and equilibrium air
In the calculations using the models of perfect gas and equilibrium air mass conservation equations of chemical species in the system (1) are absent. For a perfect gas the viscosity is determined by Sutherland’s formula, thermal conductivity is found from the assumption of the constant Prandtl number \( \text{Pr} = 0.72 \). For equilibrium air pressure, internal energy, viscosity and thermal conductivity are determined from the thermodynamic relations:

\[
p = p(\rho, T); \quad \varepsilon = \varepsilon(\rho, T); \quad \mu = \mu(\rho, T); \quad \kappa = \kappa(\rho, T)
\]

2.3 Boundary conditions
On the body surface a no-slip condition of the flow \( u = v = w = 0 \), fixed wall temperature \( T_w = \text{const} \) or adiabatic wall \( q_w = \text{const} \) are specified, where \( q_w \) – total heat flux to the surface due to heat conduction and diffusion of chemical species (2), \( \varepsilon_w = 0.8 \) – emissivity of thermal protection material, \( \sigma \) - Stefan-Boltzmann’s constant.

Concentrations of chemical species on the surface are found from equations of mass balance, which for atoms are of the form

\[
d_{i,w} + K_{i,w} \rho_t = 0; \quad K_{i,w} = \frac{2\gamma_{i,w}}{2 - \gamma_{i,w}} \sqrt{\frac{1}{2\pi M_i} \frac{RT}{\rho_i}}
\]

where \( \gamma_{i,w} \) – the probability of heterogeneous recombination of the \( i \)-th chemical species.

In hypersonic flow a shock wave is formed around a body. Shock-capturing or shock-fitting approach is used. In the latter case the shock wave is seen as a flow boundary with the implementation on it of the Rankine-Hugoniot conditions, which result from integration of the Navier-Stokes equations (1) across the shock, neglecting the source term \( S \) and the derivatives along it. Assuming that a coordinate line \( L_j = \text{const} \) coincides with the shock wave the Rankine-Hugoniot conditions can be represented in the form \( F_s = F_\infty \) or in more details (for a perfect gas):

\[
\begin{align*}
\rho_s (V_{ns} - D) &= \rho_\infty (V_{ns} - D) \\
\rho_s (V_{ns} - D)^2 + P_s &= \rho_\infty (V_{ns} - D)^2 + P_\infty \\
\rho_s (V_{ns} - D)V_{zs} &= \rho_\infty (V_{ns} - D)V_{zs} \\
\frac{h_s + (V_{ns} - D)^2}{2} + \frac{V_{zs}^2}{2} &= \frac{h_\infty + (V_{ns} - D)^2}{2} + \frac{V_{zs}^2}{2}
\end{align*}
\]

here indices \( \infty \) and \( s \) stand for parameters ahead and behind the shock, \( D \) – shock velocity, \( V_t \) and \( V_n \) – projection of flow velocity on the directions of the tangent \( \tau \) and the external normal \( n \) to the shock wave. In (4) terms are omitted responsible for the processes of viscosity and thermal conductivity, because in the calculation results presented below the shock wave fitting is used for flows at high Reynolds numbers.

2.4 Numerical method
An implicit finite-difference numerical scheme linearized with respect to the previous time step \( \tau_t \) for the Navier-Stokes equations (1) in general form can be written as follows:
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\[
\left[ I + \Delta \tau \left\{ \delta_\varepsilon A + \delta_\zeta B + \delta_\eta C - T \right\} \right] \Delta Q = -\Delta \tau R''
\]

(5)

\[
R'' = \delta_\varepsilon E + \delta_\zeta F + \delta_\eta G - S; \quad A = (\partial E / \partial Q)''; \quad B = (\partial F / \partial Q)''; \quad C = (\partial G / \partial Q)''; \quad T = (\partial S / \partial Q)''
\]

Here symbols \(\delta_\varepsilon, \delta_\zeta, \delta_\eta\) denote finite-difference operators which approximate the partial derivatives \(\partial / \partial \varepsilon, \partial / \partial \zeta, \partial / \partial \eta\), the index and indicates that the value is taken at time \(\tau\).

\(I\) – identity matrix, \(\Delta Q = Q^{n+1} - Q^n\) – increment vector of the conservative variables at time-step \(\Delta \tau = \tau_{n+1} - \tau_n\).

Let us consider first the inviscid flow. Yoon & Jameson (1987) have proposed a method of approximate factorization of the algebraic equations (5) – Lower-Upper Symmetric Successive OverRelaxation (LU-SSOR) scheme. Suppose that in the transformed coordinates \((\xi, \eta, \zeta)\) the grid is uniform and grid spacing in all directions is unity \(\Delta \xi = \Delta \eta = \Delta \zeta = 1\). Then the LU-SSOR scheme at a point \((i, j, k)\) of a finite-difference grid can be written as:

\[
LD^{-1}U\Delta Q = -R''
\]

(6)

\[
L = D + L', \quad U = D + U', \quad D = \left\{ \frac{1}{\Delta \tau} + \beta (\rho_A + \rho_B + \rho_C) \right\} I - T
\]

\[
L' = -A_{i,1,j,k}^+ - B_{i,j,1,k}^+ - C_{i,j,k,1}^+; \quad U' = A_{i+1,j,k}^- + B_{i,j+1,k}^- + C_{i,j,k+1}^-
\]

where

\[
A^+ = (A \pm \beta \rho_A I) / 2; \quad \rho_A = U + a \sqrt{\xi^2 + \eta^2 + \zeta^2}
\]

\[
B^+ = (B \pm \beta \rho_B I) / 2; \quad \rho_B = V + a \sqrt{\xi^2 + \eta^2 + \zeta^2}
\]

\[
C^+ = (C \pm \beta \rho_C I) / 2; \quad \rho_C = W + a \sqrt{\xi^2 + \eta^2 + \zeta^2}
\]

Here the indices of the quantities at the point \((i,j,k)\) are omitted for brevity, \(\beta \geq 1\) is a constant, \(\rho_A, \rho_B, \rho_C\) – the spectral radii of the “inviscid” parts of the Jacobians \(A, B, C\), \(a\) – the speed of sound. Inversion of the equation system (6) is made in two steps:

\[
L \Delta Q^* = -R''
\]

(7a)

\[
U \Delta Q = D \Delta Q^*
\]

(7b)

It is seen from (6) that for non chemically reacting flows \((S=0, T=0)\) LU-SSOR scheme does not require inversion of any matrices. For reacting flows due to the presence of the Jacobian of the chemical source \(T\neq0\), the "forward" and "back" steps in (7) require, generally speaking, matrix inversion. However, calculations have shown that if the conditions are not too close to equilibrium then in the "chemical" Jacobian \(T\) one can retain only diagonal terms which contain solely the partial derivatives with respect to concentrations of chemical species. In this approximation, scheme (6) leads to the scalar diagonal inversion also for the case of chemically reacting flows. Thus calculation time grows directly proportionally to the number of chemical species concentrations. This is important in calculations of complex flows of reacting gas mixtures, when the number of considered chemical species is large.

In the case of viscous flow, so as not to disrupt the diagonal structure of scheme (6), instead of the “viscous” Jacobians \(A_v, B_v, C_v\) their spectral radii are used:
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\[ \rho_{h} = \frac{\gamma}{\gamma - 1} \left( \frac{P}{\rho} \right)^{(\gamma - 1)/\gamma} \left( \frac{e}{P} \right)^{(\gamma - 1)/\gamma} \left( 1 + \frac{\gamma - 1}{2} M^2 \right)^{\gamma/(\gamma - 1)} \]

In the finite-difference equation (6) central differences are employed, both for viscous and convective fluxes. The use of central differences to approximate the convective terms can cause non-physical oscillations of the flow parameters at high Reynolds numbers. To suppress such numerical oscillations artificial dissipation terms were added in the right part of (6) according to Pulliam (1986). In calculations presented below it was assumed that the derivatives \( \partial \xi / \partial t, \partial \eta / \partial t \) and \( \partial \zeta / \partial t \) are zero and \( \Delta t = \infty \). Since steady flow is considered, these assumptions do not affect the final result.

3. Calculation results

3.1 Flow and heat transfer on blunt delta wing

In thermovision experiments (Gubanova et al., 1992) in hypersonic flow past a delta wing with blunt nose and edges two regions of elevated heat were observed on its windward surface. At a distance of approximately 12-15 \( r \) from the nose of the wing (\( r \) - nose radius) there were narrow bands of high heat fluxes which extended almost parallel to the symmetry plane at a small interval (3-5 \( r \)) from it to the final section of the wing at \( x \approx 100 r \) (see Fig. 1, in which the calculated distribution of heat fluxes is shown at the experimental conditions). The level of heat fluxes in the bands was approximately twice the value of background heat transfer corresponding to the level for a delta plate with sharp edges under the same conditions. It turned out that this effect exists in a fairly narrow range of flow parameters. In particular, on the same wing but with a sharp tip a similar increase in heat flux was not observed. This effect was explained by the interaction of shock waves arising at the tip and on the blunt edges of the wing (Gubanova et al., 1992; Lesin & Lunev, 1994). In this section numerical results calculated for the experimental conditions are presented and compared with measured heat flux values (see also (Vlasov et al., 2009)).

Fig. 1. Calculated distribution of non-dimensional heat flux \( Q = q / q_0 \) on the windward side of the blunt delta wing. \( q_0 \) - heat flux at the stagnation point of a sphere with a radius equal to the nose radius of the wing

Perfect gas hypersonic flow (\( \gamma = 1.4 \)) past a delta wing with a spherical nose and cylindrical edges of the same radius is considered. Mach and Reynolds numbers calculated with free stream flow parameters and the wing nose radius are \( M_\infty = 14 \) and \( Re_\infty = 1.4 \cdot 10^4 \), angle of attack \( \alpha = 10^\circ \), wing sweep angle \( \lambda = 75^\circ \). The free stream stagnation temperature \( T_0 = 1205 \) K, the wall temperature \( T_w = 300 \) K. Due to the symmetry of flow, only half of the wing is computed. The flow calculation was performed with shock-fitting procedure, the computational grid is 120×40×119 (in the longitudinal, transverse and circumferential
directions, respectively, see Fig. 2). Below in this section all quantities with a dimension of length, unless otherwise specified, are normalized to the wing nose radius $r$.

Fig. 2. The computational grid on the wing surface, in the plane of symmetry ($z = 0$) and in the exit section for the converged numerical solution

Fig. 3. Streamlines near the windward surface of the wing. Top – at a distance of one grid step from the wall, bottom – at the outer edge of the boundary layer

Calculated patterns of streamlines near the windward surface of the wing at a distance of one grid step from the wall at the outer edge of the boundary layer are shown in Fig. 3. The streamlines, flowing down from the wing edge on the windward plane at almost constant pressure, form the line of diverging flow (line $A-A'$), along which there are bands of elevated heat fluxes. At the symmetry plane a line of converging streamlines is realized along the entire length of the wing, but upstream the shock interaction point $A$ flow impinges on the symmetry plane from the edges, and downstream from $A$ – from the diverging line $A-A'$. A characteristic feature of the considered case is that the distribution of heat fluxes on the windward side is mainly determined by the values of convergence and divergence of streamlines at almost constant pressure (see Fig. 4, which shows the distribution of pressure and heat flux on the windward side in several sections $x = \text{const}$). Local maxima of heat fluxes near symmetry plane appear only at $x > 15$ near the line $z = 4$ (after the nose shock wave intersects with the shock wave from the edges) and the relative intensity of these heat peaks grows with increasing distance from the nose (Fig. 4b).
Fig. 4. Pressure distribution $P = p/\rho_\infty V_\infty^2$ (a) and heat flux $Q = q/q_0$ (b) on windward side of wing in sections: 1-5 – $x = 10, 20, 30, 50, 90$, $z^* = z/z_{\text{max}}$ $z_{\text{max}}$ – wingspan in section $x = \text{const}$

Comparison of the upper and lower parts of Fig. 3 shows that the flow near the wall and at the outer edge of the boundary layer are noticeably different, the streamlines near the wall are directed to the symmetry plane (converging), and in inviscid region – from it (diverging). It follows that the velocity component directed along the wing chord changes sign across the boundary layer, which indicates the existence of transverse vortex (cross separation flow) in the boundary layer. This is illustrated in Fig. 5a, which shows the projection of streamlines on the plane of the cross section at $x = 90$.

Fig. 5. Projection of streamlines (a) and isolines of stagnation temperature $T_0$, K (b) in cross section $x = 90$

The distribution of the boundary layer thickness is clearly seen in Fig. 5b, which shows the contours of the stagnation temperature $T_0$ in the cross section $x = 90$. On the windward side of the wing minimum thickness of the boundary layer is located on the diverging line (line A-A' in Fig. 3). On the left and on the right sides of the diverging line there are converging lines with a thicker boundary layer (about 2 and 3 times respectively). One of the
converging lines is the symmetry plane. Here the boundary layer thickness on the windward side reaches a maximum, amounting to about one-third of the shock layer thickness.

Near the wing edge because of the expansion and acceleration of the flow the boundary layer thickness decreases sharply (at the edge it is almost 20 times less than at the symmetry plane on the windward side). On the leeward side of the wing flow separation occurs, and the concept of the boundary layer loses its meaning. Here scope of viscous flow is half the shock layer.

The shape of calculated shock wave in Fig. 6a, induced by the wing nose as a blunt body, is determined by the law of the explosive analogy, so that some front part of the wing $x \leq x_A \approx 15$ will be located inside the initially axisymmetric shock wave. The coordinate of point A $(x_A)$ is located in the vicinity of interaction region of shock waves induced by the nose and the edges of the wing. Here the profiles of pressure and heat flux along the edge are local maxima.

Fig. 6. Profiles of pressure, heat flux and the shock wave along the wing edge (a) and distribution of heat fluxes in cross section $x = 90$ (b)

In Fig. 6b the distribution of computed heat fluxes $q/q_0$ in the neighborhood of the wing end section at $x = 90$ is presented in comparison with the experiment of Gubanova et al. (1992) depending on the transverse coordinate $z$. On the whole the calculation correctly predicts the magnitude and position of local maximum of heat flux near the symmetry plane, taking into account the small asymmetry in the experimental data. Note that near the minima of heat fluxes calculated values are lower than experimental ones, probably due to effect of smoothing of experimental data in these narrow regions.

### 3.2 Heat transfer on test model of Pre-X space vehicle

Currently developed hypersonic aircraft have dimensions several times smaller than previously created space vehicles "Shuttle" and "Buran". This results in increase of heat load on a vehicle during flight, and therefore the problem of reliable calculation of heat fluxes on the surface for such relatively small bodies is particularly important. Thus the problem arises of verification of the employed physical models and numerical methods by comparing calculation results with experimental data.
In 2006-2007 on TsNIImash’s experimental base in a piston gasdynam ic wind tunnel PGU-7 a heat transfer study has been conducted on a small-scale model of Pre-X reentry demonstrator (Baiocco, 2006). This vehicle is designed to obtain in flight conditions experimental data pertaining to aerothermodynamic phenomena that are not modeled in ground tests, but they are critical for design of a vehicle returning from the Earth’s orbit. In particular, Pre-X demonstrator is developed to test in a real flight and in specified locations on the vehicle surface samples of reusable thermal protection materials and to assess their durability.

During the study thermovision measurements have been conducted of heat fluxes on the model of scale 1/15 at various flow regimes – $M = 5$, $Re = 1 \cdot 10^5-5 \cdot 10^6$ 1/m (Kovalev et al., 2009). Processing of thermovision measurements was carried out in accordance with standard technique and composed of determination of the model surface temperature during experiment, extraction from these data distributions of heat fluxes on the observed model surface and binding of the resulting thermovision frame to a three-dimensional CAD model of the demonstrator. The same CAD model has been used for numerical simulation of heat transfer on the Pre-X test model.

As a normalizing value the heat flux $q_0$ at the stagnation point of a sphere with radius of 70 mm is adopted, which is determined using the Fay-Riddell formula. Advantage of data presentation in this form is due to invariability of the relative values $Q = q/q_0$ on most model surface at variations of flow parameters.

![Fig. 7. Calculated distributions of pressure $P = p/p_\infty V_\infty^2$ (left) and stagnation temperature $T_0$, K (right) on surface and in shock layer (in symmetry plane and in exit section) for test model of Pre-X vehicle](image)

On the base of the numerical solution of the Navier-Stokes equations a study was carried out of flow parameters and heat transfer for laminar flow over a test model of Pre-X space.
vehicle for experimental conditions in the piston gasdynamic wind tunnel. Mach and Reynolds numbers, calculated from the free-stream parameters and the length of the model (330 mm), are $M_\infty = 10$ and $Re_\infty = 7 \cdot 10^5$. Angle of attack $-45^\circ$. The flap deflection angle was (as in the experiment) $\delta = 5, 10$ and $15^\circ$. The stagnation temperature of the free-stream flow and the wing surface temperature $T_\infty = 1000$ K and $T_w = 300$ K, respectively. An approximation of a perfect gas was used with ratio of specific heats $\gamma = 1.4$. The calculations were performed with a shock-fitting procedure, i.e. the bow shock was considered as a discontinuity with implementation of the Rankine-Hugoniot relations (4) across it. On the model surface no-slip and fixed temperature conditions were set. Note that in view of the flow symmetry computations were made only for a half of the model, although in the figures below for comparison with experiment the calculated data (upon reflection in the symmetry plane) are presented on the entire model.

The overall flow pattern obtained in the calculations over the test model of Pre-X space vehicle is shown in Fig. 7, where for the case of the flap deflection angle $\delta = 15^\circ$ pressure and stagnation temperature $T_\infty$ isolines in the shock layer and on the model surface are shown. It is seen that there are two areas of high pressure: on the nose tip of the model ($P \approx 0.92$) and on the deflection flaps. In the latter case the pressure in the flow passing through the two shock waves reaches $P \approx 1.3$. Isolines of $T_\infty$ show the size of regions where viscous forces are significant: a thin boundary layer on the windward side of the model and an extensive separation zone on the leeward side. The small separation zone, appearing at deflection flaps, although about four times thicker than the boundary layer upstream of it is almost not visible in the scale of the figure.

Fig. 8 shows the distributions of relative heat flow $Q$ on the windward side of the model obtained in the experiments and in the calculations at deflection angles of flaps $\delta = 5, 10$ and $15^\circ$. For the case $\delta = 5^\circ$ it can be noted rather good agreement between experiment and calculation in the values of heat flux in the central part of the model and on the flaps. It is evident that before deflected flaps there is a region of low heat fluxes caused by near separation state (according to calculation results) of the boundary layer. In analyzing the experimental data it should be taken into account the effect of "apparent" temperature reduction of the surface area with a large angle to the thermovision observation line. It is precisely this effect that explains the fact that in the nose part of the model the experimental values of heat flux are less than the calculated ones. Also narrow zones of high (at the sharp edges of the flaps) or low (in the separation zone at the root of the flaps) values of heat flux are smoothed or not visible in the experiment due to insufficient resolution of thermovision equipment. The resolution capability of thermovisor is clearly visible by the size of cells in the experimental isoline pattern of heat flux in Fig. 8. It should be noted that the calculations do not take into account a slit between the deflection flaps available on the test model, the presence of which should lead to a decrease in the separation region in front of the flaps. At an angle of flap deflection $\delta = 10^\circ$, as in the previous case $\delta = 5^\circ$, there is fairly good agreement between calculation and experiment for the values of heat flux in the central part of the model and on the flaps. The calculations show that the growth of the flap deflection angle $\delta$ from $5^\circ$ to $10^\circ$ results in the formation of a large separation zone in front of the flaps and in a decrease in heat flux value $Q$ from 0.2 to 0.1.

At the largest angle of flap deflection $\delta = 15^\circ$ the maximum of calculated heat flux occurs in the zone of impingement of the separated boundary layer, where the level of $Q$ is 2-3 times higher than its level on the undeflected flap. The coincidence of calculation results with
Experimental data in the front part of the model up to the separation zone before the flaps is satisfactory. On the flaps the level of heat flux in the experiment is about one and a half times more than in the calculation. This difference in heat flux values is apparently due to laminar-turbulent transition in separation region induced by the deflected flaps which takes place in the experiment.

Fig. 8. Experimental (left) and calculated (right) heat fluxes $Q = q/q_0$ on windward side of test model of Pre-X space vehicle at different deflection angles of flaps $\delta$. 
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3.3 Flow and heat transfer on a winged space vehicle at reentry to Earth’s atmosphere

This section presents the results of numerical simulation of flow and heat transfer on a winged version of the small-scale reentry vehicle, being developed in TsAGI (Vaganov et al., 2006), moving at hypersonic speed in the Earth’s atmosphere. Calculations were made using two physical-chemical models of the gas medium - equilibrium and non-equilibrium chemically reacting air.

The bow shock was captured in contrast to the previous two flow cases. Thus on the inflow boundary the free-stream conditions were specified. On the vehicle surface no-slip and adiabatic wall conditions were supposed. In calculations with use of the nonequilibrium air model the vehicle surface was supposed to be low catalytical with the probability of heterogeneous recombination of O and N atoms equal to $\gamma_A = 0.01$.

A computational grid was provided by Mikhalin V.A. (Dmitriev et al., 2007), and was taken from the inviscid flow calculation. The number of points in the direction normal to the vehicle surface has been increased to resolve the wall boundary layer. Part of the results presented below was reported in (Dmitriev et al., 2007; Gorshkov et al., 2008a).

Calculations were performed for two points of a reentry trajectory, for which thermal loads are close to maximum (Table 1). The angle of attack $\alpha = 35^\circ$, the vehicle length $L = 9m$. A grid $93\times50\times101$ in the longitudinal, transverse and circumferential directions respectively were used in the calculations. The surface grid of the vehicle is shown in Fig. 9.

<table>
<thead>
<tr>
<th>$H_e$ (km)</th>
<th>$V_{\infty}$ (m/sec)</th>
<th>$Re_{\infty L}$</th>
<th>$M_{\infty}$</th>
<th>$P_{\infty}$ (atm)</th>
<th>$T_{\infty}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>5952</td>
<td>$3.46\times10^5$</td>
<td>20.0</td>
<td>$5.76\times10^5$</td>
<td>219</td>
</tr>
<tr>
<td>63</td>
<td>5152</td>
<td>$6.84\times10^5$</td>
<td>16.6</td>
<td>$1.59\times10^4$</td>
<td>243</td>
</tr>
</tbody>
</table>

Table 1. Parameters of trajectory points

In Fig. 10a contours of total enthalpy $H_0$ on the surface and in the shock layer near the reentry vehicle are shown. On the windward side one can see the shock wave, the thin wall boundary layer and the inviscid flow between them, in which the values of $H_0$ are constant. In the calculations the shock wave is smeared upon 3-5 grid points and has a finite thickness due to the use of artificial dissipation. In particular, a local decrease in $H_0$ in a strong shock

Fig. 9. Surface grid of the small-scale reentry vehicle
wave on the windward side, which can be seen in the figure, has no physical meaning and is due to the influence of artificial dissipation. Recall that the Navier-Stokes equations do not correctly describe the shock structure at Mach numbers $M > 1.5$.

In the shock layer on the leeward side it is visible a large area with reduced values of total enthalpy $H_0 < H_0^\infty$ ($H_0^\infty$ - total enthalpy in the free-stream), which arises as a result of boundary layer separation from the vehicle surface.

Chemical processes occurring in the shock layer over the vehicle are illustrated in Fig. 10b, which shows contours of mass concentrations of oxygen atoms $c_0$. Under the considered conditions in the vicinity of the vehicle nose behind the shock wave $O_2$ dissociation is complete. On the windward side downstream the nose in the shock layer and on the surface the recombination occurs and the concentration of $O$ decreases. In contrast, on the leeward side where the flow is very rarefied, the level of $c_0$ remains high, indicating that the process of recombination of atomic oxygen is frozen.

![Fig. 10](image1.png)

**Fig. 10.** Total enthalpy, MJ/kg (a), and mass concentration of oxygen atoms (b) on the surface and in the shock layer near the vehicle. $H = 63$ km

![Fig. 11](image2.png)

**Fig. 11.** Pressure distribution $P = p / \rho_\infty V_\infty^2$ on vehicle surface, overall view (left) and in symmetry plane (right), $H = 63$ km
In Fig. 11 and 12 isolines of pressure, heat flux $q_w$, and equilibrium radiation temperature $T_w$ on the vehicle surface are shown for cases of equilibrium and non-equilibrium dissociating air. Comparison of $q_w$ and $T_w$ distributions on the vehicle surface in the symmetry plane for two air models are depicted in Fig. 13.

Analysis of the calculation results shows that pressure distribution on the windward surface of the vehicle does not depend on physical-chemical model of the gas medium - the difference in pressure values for equilibrium and non-equilibrium air flow is 1 - 2%. On the leeward side pressure on the surface for nonequilibrium flow may be nearly two times lower than for equilibrium flow (e.g., in the vicinity of the tail). This is probably due to the fact that the effective ratio of specific heats for nonequilibrium air is greater than for equilibrium air, because in the shock layer on the leeward side nonequilibrium flow is chemically frozen, and here there is a sufficiently high concentration of atoms (see Fig. 10b).

Fig. 12. Distributions of heat flux $q_w$, kW/m$^2$, (top) and equilibrium radiation temperature $T_w$,°C, (bottom) on the vehicle surface, $H = 63$ km

Nonequilibrium chemical processes in the shock layer and finite catalytic activity of the vehicle surface ($\gamma_A = 0.01$) significantly reduce the calculated levels of heat transfer in comparison with the case of equilibrium air flow. The most significant decrease in heat flux is observed on the vehicle nose part (for $x \leq 1$ m) and in the vicinity of the tail. For example, at the nose stagnation point the level of heat flux decreases by about 40% – from 640 to 385 kW/m$^2$, while the surface temperature decreases by nearly 15% – from 1670 to 1430 °C.

Note a high heat flux level on the thin edge of the wing compared with one at the nose stagnation point. Particularly intense heating occurs at the sharp bend of the wing where the values of heat flux and surface temperature even slightly exceed their values at the front stagnation point. In the case of equilibrium air flow the exceeding for heat flux is about 10% (710 and 640 kW/m$^2$), for temperature - 3% (1720 and 1670 °C). In the case of nonequilibrium air flow the exceeding is more significant, for heat flux - 30% (540 and 385 kW/m$^2$), for temperature - 10% (1570 and 1430 °C).
In other parts of the vehicle surface difference in heat flux levels for the two air models is somewhat less, and it decreases downstream, presumably due to gradual recombination of atoms in the boundary layer at flowing along the surface in case of non-equilibrium air.

![Graph showing heat flux and equilibrium radiation temperature](image)

**Fig. 13.** Profiles of heat flux $q_w$, kW/m$^2$, (left) and equilibrium radiation temperature $T_w$,°C, (right) on vehicle surface in symmetry plane, $H = 63$ km

A similar flow and heat flux patterns are observed for the altitude $H = 70$ km, as seen in Fig. 14 where contours of heat flux and equilibrium radiation wall temperature are shown at this altitude for the two air models. For equilibrium air overall level of heat flux at 70 km is slightly higher than at 63 km. For example heat flux value at the nose stagnation point is increased by 5% (675 compared with 640 kW/m$^2$). The opposite situation occurs for the model of nonequilibrium air, in this case the stagnation point heat flux value at 70 km is lower than at 63 km – by 7% (360 and 385 kW/m$^2$ respectively).

![Graph showing heat flux and equilibrium radiation temperature](image)

**Fig. 14.** Distributions of heat flux $q_w$, kW/m$^2$, (top) and equilibrium radiation temperature $T_w$,°C, (bottom) on the vehicle surface, $H = 70$ km
4. Conclusion

A three-dimensional stationary Navier–Stokes computer code for laminar flow, developed by the author, has been briefly described. The code is mainly intended to calculate super- and hypersonic flows over bodies accounting for high temperature real gas effects with special emphasis on convective heat transfer. Three gas models: perfect gas, equilibrium and nonequilibrium gas mixture can be used in the calculations.

In the chapter a comparison of code calculation results with experimental data is made for two perfect gas hypersonic flow cases at wind tunnel conditions. First case is a simulation of an anomalous heat transfer on the windward side a delta wing with blunt edges. On the whole the calculation correctly predicts the magnitude and position of local maximum of heat flux near the wing symmetry plane, taking into account a small asymmetry in the experimental data. Second case is a computation of heat transfer on a test model of the Pre-X demonstrator. Satisfactory agreement with thermovision heat fluxes on the smooth windward side and on the flaps is obtained, except for the largest deflection angle of flaps $\delta = 15^\circ$ when the level of heat flux in the experiment is about one and a half times more than in the calculation. This discrepancy is apparently due to laminar-turbulent transition in separation region induced by the deflected flaps which takes place in the experiment.

Third flow case concerns chemically reacting air flow at equilibrium or nonequilibrium conditions. Flowfield and convective heat transfer parameters for a winged shape of a small-scale reentry vehicle are calculated for two points of a reentry trajectory in the Earth’s atmosphere. Heat flux and equilibrium radiation temperature distributions on the vehicle surface are obtained. Also regions of maximal thermal loadings are localized. Calculations show that for nonequilibrium air flow the use of a low catalytic coating (with probability of heterogeneous recombination of atoms $Y_A = 0.01$) on the vehicle surface enables to decrease considerably the level of heat fluxes in regions of maximal heat transfer in the nose part and on the wing edges in comparison with equilibrium air flow. For example for trajectory points with maximal thermal load a reduction of up to 40% in heat flux (which results in a 15% reduction of equilibrium radiation wall temperature) can be obtained at the vehicle nose.
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Over the past few decades there has been a prolific increase in research and development in area of heat transfer, heat exchangers and their associated technologies. This book is a collection of current research in the above mentioned areas and describes modelling, numerical methods, simulation and information technology with modern ideas and methods to analyse and enhance heat transfer for single and multiphase systems. The topics considered include various basic concepts of heat transfer, the fundamental modes of heat transfer (namely conduction, convection and radiation), thermophysical properties, computational methodologies, control, stabilization and optimization problems, condensation, boiling and freezing, with many real-world problems and important modern applications. The book is divided in four sections: “Inverse, Stabilization and Optimization Problems”, “Numerical Methods and Calculations”, “Heat Transfer in Mini/Micro Systems”, “Energy Transfer and Solid Materials”, and each section discusses various issues, methods and applications in accordance with the subjects. The combination of fundamental approach with many important practical applications of current interest will make this book of interest to researchers, scientists, engineers and graduate students in many disciplines, who make use of mathematical modelling, inverse problems, implementation of recently developed numerical methods in this multidisciplinary field as well as to experimental and theoretical researchers in the field of heat and mass transfer.
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