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1. Introduction
Performance of Multicore Shared bus Embedded Controller depends on how effectively the sharing resources can be utilized. Common bus in System on Chip is one of the sharing resources, shared by the multiple master cores and also acting as a channel between master core and slave core (peripherals) or Memories. Arbiter is an authority to use the shared resource (Shared bus) effectively, so performance also depends on arbitration techniques. The arbitration mechanism is used to ensure that only one master has access to the bus at any one time. The arbiter performs this function by observing a number of different requests to use the bus. Master may request to bus master (arbiter) to use the bus during any cycle. The arbiter will sample the request on the rising of the clock and then use predefined algorithm to decide which master will be the next to gain access to the bus. On-chip communication architecture plays an important role in determining the overall performance of the System-on-Chip (SoC) design. In the recourse sharing mechanism of SoC, the communication architecture should be flexible to offer high performance over a wide range of data traffic.

2. Arbitration techniques.
There are several arbitration techniques has been developed mention as below.

2.1 Static fixed priority algorithm
Static fixed priority is a common scheduling mechanism on most common buses. In a static fixed priority scheduling policy, each master is assigned a fixed priority value. When several masters request simultaneously, the master with the highest priority will be granted. The advantage of this arbitration is its simple implement and small area cost. The static priority based architecture does not provide a means for controlling the fraction of communication bandwidth assigned to a component. If masters with high priority requests frequently, it will lead to the starvation of the ones with low priority.

**Advantages:**
- It is simple in implement & Small area cost

**Disadvantages:**
- In Heavy communication traffic, master that has low priority value can not get a grant signal.
2.2 TDM/Round-Robin algorithm

Time division multiplexed (TDM) scheduling divides execution time on the bus into time slots and allocates the time slots to adapters requesting use of the bus. Each time slot can span several physical transactions on the bus. A request for use of the bus might require multiple slot times to perform all required transfers. However, in this architecture, the components are provided access to the communication channel in an interleaved manager, using a two level arbitration protocol.

![Round Robin based arbiter communication architecture](image)

Fig. 1. Round Robin based arbiter communication architecture

The first level of arbitration uses a timing wheel where each slot is statically reserved for a unique master. In a single rotation of the wheel, a master that has reserved more than one slot is potentially granted access to the channel multiple times. If the master interface associated with the current slot has an outstanding request, a single word transfer is granted, and the timing wheel is rotated by one slot. To alleviate the problem of wasted slots, a second level of arbitration is supported. The policy is to keep track of the last master interface to be granted access via the second level of arbitration, and issue a grant to the next requesting master in a round-robin fashion, at figure 1, the current slot is reserved for M1, but it has no data to communicate. The second level increments a round-robin pointer rr2 from its current position at M2 to the next outstanding request at M4.

**Advantages:** Easy to implement

**Disadvantages:** Leads to the mistake of data transfer

However, these techniques are often inadequate. In the former, low priority components may suffer from starvation, while high priority components may have large latency. Low system performance because of bus distribution latency in a bus cycle time. Hence there is need to design some more efficient arbitration scheme. The chapter presents four arbitration schemes for system on chip communication as below.

- Static Lottery Bus architecture
- Dynamic lottery bus architecture
- ATM switch architecture
- Fuzzy Logic based arbiter
2.3 Static Lottery Bus architecture

The core of the LOTTERYBUS architecture is a probabilistic arbitration algorithm implemented in a centralized “lottery manager” for each bus in the communication architecture. The architecture does not presume any fixed communication topology. Hence, various SoC components may be interconnected by an arbitrary network of shared channels or a flat system wide bus as shown in figure 2.

![Lottery manager for a bus in a Lottery bus based communication architecture](image)

The lottery manager accumulates requests for ownership of the bus from one or more masters, each of which is (statically) assigned a number of “lottery tickets,” as shown in figure 3. The manager pseudo-randomly chooses one of the contending masters to be the winner of the lottery, favoring masters that have a larger number of tickets, and grants access to the chosen master for a certain number of bus cycles. Multiple word requests may be allowed to complete without incurring the overhead of a lottery drawing for each bus word. However, to prevent a master from monopolizing the bus, a maximum transfer size is used to limit the number of bus cycles for which the granted master can utilize the bus. Also, the architecture pipelines lottery manager operations with actual data transfers, to minimize idle bus cycles. The inputs to the lottery manager are a set of requests (one per master) and the number of tickets held by each master. The output is a set of grant lines (again one per master) that indicate the number of words that the currently chosen master is allowed to transfer across the bus. The arbitration decision is based on a lottery. The lottery manager periodically (typically, once every bus cycle) polls the incoming request lines to see if there are any pending requests. If there is only one request, a trivial lottery results in granting the bus to the requesting master. If there are two or more pending requests, then the master to be granted access is chosen using the approach described next.

2.3.1 Lottery-based arbitration algorithm

Let the set of bus masters be C1, C2, C3, C4 & Let the number of tickets held by each master are t1, t2, t3, t4. At any bus cycle, let the set of pending bus access requests be represented by a set of Boolean variables r; (i=1, 2, …, n) where r;=1 if component Ci has a pending request, and r;=0 otherwise. The master to be granted is chosen in a pseudo-random way, favoring components with larger numbers of tickets. The probability of granting component Ci is given by
Figure 3 shows an example where three out of four bus masters have contending requests, with tickets in the ratio 1:3:4. For this request map and ticket holding combination, the lottery-based approach should result in $P(C1)=0.12$, $P(C2)=0$, $P(C3)=0.37$, $P(C4)=0.5$. To make an arbitration decision, the lottery manager examines the number of “active” tickets, or the number of tickets in possession of the set of components that have pending requests. This is given by

$$P(C_j) = \frac{r_j \ast t_j}{\sum_{j=1}^{n} r_j \ast t_j}$$

It then generates a pseudo-random number (or picks a winning “ticket”) from the range $\left[0, \sum_{j=1}^{n} r_j \ast t_j\right]$ to determine which component to grant the bus. If the number falls in the range $[0,r1*t1]$ the bus is granted to component $C1$, if it falls in the range $[r1*t1,r1*t1+r2t2]$ it is granted to component $C2$, and so on. In general, if it lies in the range $\left[\sum_{k=1}^{i} r_k \ast t_k, \sum_{k=1}^{i+1} r_k \ast t_k\right]$ it is granted to component $C_{i+1}$. The component with the largest number of tickets occupies the largest fraction of the total range, and is consequently the most likely candidate to receive the grant, provided the random numbers are uniformly distributed over the interval $\left[0, \sum_{j=1}^{n} r_j \ast t_j\right]$. For example, in Figure 3, components $C1$, $C2$, $C3$ and $C4$ are...
assigned 1, 2, 3, and 4 tickets, respectively. However, at the instant shown, only C1, C3, C4 have pending requests hence the number of current tickets is

\[ \sum_{j=1}^{n} r_j \times t_j = 1 + 3 + 4 = 8 \]

Therefore, a random number is generated uniformly in the range (0, 8). In the example, the generated random number is 5, and lies between \( r_0^* t_0 + r_1^* t_1 + r_2^* t_2 = 4 \) and \( r_0^* t_0 + r_1^* t_1 + r_2^* t_2 + r_3^* t_3 = 8 \). Therefore, it indexes to a ticket owned by component C4. According to the rule described above, and as illustrated in Figure 3. Therefore, the bus is granted to component C4 win the very first lottery.

Figure 4 shows block diagram of Lottery Bus architecture. It contains three basic blocks. (1) Lottery manager:– In this block \( r_1, r_2, r_3, r_4 \) are the requests signal of the master and \( t_1, t_2, t_3 \) and \( t_4 \) are the tickets of the master respectively. That will generate the ticket values that are \( r_1 t_1, r_1 t_1 + r_2 t_2, r_1 t_1 + r_2 t_2 + r_3 t_3, r_1 t_1 + r_2 t_2 + r_3 t_3 + r_4 t_4 \). (2) Random number generator:– Random number generator is working on the principle of pseudo random binary sequence generator. That will generate the number randomly. (3) Comparison and grant generation hardware:– The random number is compared in parallel against all four partial sums. Each comparator outputs a “1” if the random number is less than the partial sum at the other input. Since for the same number, multiple comparators may output a “1” (e.g., if \( r_1 = 1 \) and the generated random number is smaller than, all the comparators will emit “1”), it is necessary to choose the first one, starting with the first comparator. For example, for the request map 1011 if the generated random number is 5, only’s C4 associated comparator will output a “1.” However, if the generated random number is “1,” then all the comparators will output a “1,” but the winner is C1. The architecture is model using VHDL for three masters. Ticket values are keeping fixed. Figure 4 shows the simulation results for the discussed architecture. Here \( t_0, t_1, t_2, t_3 \) are tickets values and \( gnt_0, gnt_1, gnt_2 \) & \( gnt_3 \) are grant signals of the master processor. Signal \( n_1 \) is random number generated signal and signal \( h_0, h_1, h_2, h_3 \) are calculated value for the master or processor according to its ticket value and request signal \( r \).

As shown in figure 4 the signal \( r(0), r(1), r(2) \) and \( r(3) \) are the request of master 0, master 1, master 2 and master 3 respectively the signal \( t_0, t_1, t_2 \) and \( t_3 \) are the ticket values of master 0, master 1, master 2 and master 3 respectively. The signal \( s_0, s_1, s_2 \) and \( s_3 \) are the total ticket values of master 0, master 1, master 2 and master 3 respectively. The signal \( n_1 \) represents the number generated by pseudo random number binary sequence generator (figure 4). The signal \( gnt_0, gnt_1, gnt_2 \) and \( gnt_3 \) are the grant signal of master 0, master 1, master 2 and master 3 respectively. Figure 4 shows the simulation results for static lottery bus as per the algorithm. The numbers in the simulation results indicate the number of master getting the grant of shared bus utilization.

2.4 Dynamic lottery bus architecture
In this architecture (figure 5), the inputs to the lottery manager consist of a set of request lines \( r(0)r(1)r(2)r(3) \), and the number of tickets currently possessed by each corresponding master that are generated by ticket generated by ticket generator. Therefore, under this architecture, not only Range of current tickets varies dynamically but it can take on any arbitrary value (unlike the static case, where it was fixed). Therefore at each lottery, the lottery manager
needs to calculate for each component $C_i$, the partial sum $\sum_{j=1}^{i} r_j t_j$. This is implemented using a bit wise AND operation and tree of adder, as shown in figure 5. The final result, $T=r_0t_0+r_1t_1+r_2t_2+r_3t_3$, defines the range in which the random number must lie. A limitation of this implementation is that distribution of the resulting random number is not uniform. The rest of the architecture consists of comparison and grant hardware, and follows directly from the design of the static lottery manager.
The architecture is modeled using VHDL. Ticket values are keeping varying. Figure 5 shows the waveforms for the discussed architecture. Here $t_0$, $t_1$, $t_2$ & $t_3$ are tickets values and $gnt_0$, $gnt_1$, $gnt_2$ and $gnt_3$ are grant signals of the master processor. Signal $n_1$ is random number generated signal and signal $s_0$, $s_1$, $s_2$ and $s_3$ are calculated value for the master or processor according to its ticket value and request signal $r$.

**Advantages:** All the masters that are requesting gain the control of bus.

**Disadvantages:** If the pseudo random number is greater than total ticket value then none of the masters will get the grant signal.

### 2.5 ATM switch architecture

In this arbitration algorithm, it accepts three parameters (Requests, Tickets, Adaptive signal) for the input of arbiter. Request and Ticket are the input for the static bus distribution.
Adaptive signal value is used as an additional input to improve the probability of the bus grant. This adaptive signal value is transmitted from the master that requires the bus grant more than another master because of the stressful traffic. Since we do not know which IP is used for the shared bus in advance of the SOC design, the adaptive signal can be fixed by the specific parameter. The master counts the buffer position storing the ATM cell and if the data approaches to the limited amount, the adaptive signal is generated to improve the drawing probability.

\[ P(C_i) = \frac{r_j(t_j + a_j)}{\sum_{j=1}^{n} r_j * (t_j + a_j)} \]

Above equation shows the shared bus probability for each master. The current pending request and ticket value is used to obtain the shared probability of each \( C_i \). In order to improve the probability of the master, \( a_j \) values are obtained from the look up table and two of the master requests accomplish the bit-wise AND operation by the values i. ‘a’ is the additional ticket value to solve the problem that if the total ticket value is lower than the pseudo random value, the bus is assigned to the master of the low priority by the priority inversion.

If the pseudo random value is bigger than \( \sum_{j=1}^{n} r_j * t_j = 4 \), the control signal of MUX generates the enable signal by the OR operation of the request bit from the master. The partial summation value of each master is obtained by the bit-wise AND operation between the request values and the ticket value. If the pseudo random value from LFSR and the total ticket value generate modulo \( 1 \), \( R \cdot \sum_{j=1}^{n} r_j * t_j \) = 5. C4 is assigned to be use because the pending request value is 0001.

In figure 6 (in simulation results) signal r represents for the masters request signal. For the testing all masters accept master 2, are requesting for bus. Signal gnt0 to gnt3 are the grant signal. The master grant signals are indicated by numbers.

**Advantages:** The adaptive signal is used to solve the problem that the characteristics of LFSR are disappeared if the pseudo random number is bigger than total ticket value.

### 2.6 Fuzzy logic arbiter

Fuzzy logic has already proved to be an innovative and successful design methodology in certain key areas of embedded control where its attributes of simplicity, sensitivity, robustness and easy optimization are tremendously advantageous. Fuzzy logic has been applied widely across the consumer market, where superior product performance has been achieved whilst reducing development time. Typical “fuzzy goods” that have been particularly successful include control systems in washing machines, air conditioners, cameras and camcorders incorporating an auto focusing mechanism, video cassette recorders and audio systems.

The basic concept of fuzzy sets is a generalization of the classical or crisp set. The crisp set is defined in such a way as to dichotomize the individuals in some given universe of discourse into two groups: members (those that certainly belong in the set) and nonmembers (those that certainly do not). A sharp, unambiguous distinction exists between the members and
A fuzzy set can be defined mathematically by assigning to each possible individual in the universe of discourse a value representing its grade of membership in the fuzzy set. This
grade corresponds to the degree to which that individual is similar or compatible with the concept represented by the fuzzy set. The fuzzy arbiters are modeled using appropriate membership function and rules in such a way as to maximize the acceptance probability of the processors and distribute it evenly. In such systems, arbiters are used to resolve conflicts between processor requests shared bus. Typically, these conflicts are resolved by using two-stage arbitration schemes that employ policies such as random choice, daisy chaining, round-robin, etc. A new way of implementing these arbiters is the use of fuzzy logic to resolve resource request conflicts based on the system state and performance variables.

### 2.6.1 Working principal

The entire membership function can be divided into three segments: 0, 1, and 2 as shown in Figure 7. The Y-axis shows the degree of membership ($\mu$) as a value between 0 and 1. The X-axis shows the universe of discourse and is divided into three segments. Figure 3.8 shows how triangular input membership functions are formed in the fuzzification process. The calculation of the degree of membership ($\mu$) can be categorized into three different segments:

(a) In segment 0: $\mu = 0$,
(b) In segment 1: slope is upward from left to right, therefore: $\mu = (Input\ value - point\ 1) \times slope_1$, $\mu$ is limited to max value of 1,
(c) In segment 2: slope is downward from left to right, therefore: $\mu = 1 - (Input\ value - point\ 2) \times slope_2$ where $\mu$ is limited to a minimum value of 0.

![Fig. 7. Membership Functions](image)

### 2.6.2 Design of fuzzy logic arbiter

**Specifications:** The arbiter has been designed for following specification.

- To improve Acceptance rate of each processor
- Using two level of arbitration first rule based and second priority based
- Designed for Three Masters.

**Acceptance Rate calculation**

Acceptance rate for each processor can be calculated as the ratio of master request granted with the master requested. If $AAR_i$ is acceptance rate for $i$th processor, $P_i.accept$ is number of request granted by FLA and $P_i.nreq$ is total master request to FLA. Then Acceptance rate can be calculated as follows.

$$\frac{P_i.accept}{P_i.nreq}$$
For implementation, it will have two inputs as request and grant, output as Acceptance rate which is 8-bit crisp value.

**Fuzzification of inputs**

In this step the degree of input is being determined by appropriate fuzzy sets via membership functions.

A membership function is a curve that defines how each point in the input space is mapped to a membership value (or degree). The inputs in this case are chosen to be the current acceptance rate of each processor. The input is a crisp numerical value limited to the universe of discourse which is in this case. Three membership functions are defined for each input; low, medium, and high, see in figure 8.

**Rule Base Design**

Once the inputs have been fuzzified, we know the degree to which each part of the antecedent has been satisfied for each rule. A set of rules have been defined for a fuzzy arbiter. The listing of the rules for a three-input system is given below, where AP1, AP2 & AP2 are the current acceptance rates of input processor 1 to processor 3 respectively. The output is the processor selected (P1, P2 & P3). The rules have been chosen in such a way as to increase the acceptance rate of all processors, by selecting the lowest acceptance rate processor. In case of conflict i.e two processors acceptance rate are having in same category then problem will be solve by priority method. In such case processor 1 has highest priority and master 3 has lowest priority. Eg. In the table 1 fuzzy rule no 3, processor 1 and processor 2 has acceptance rate in low category but then processor 1 is selected due to high priority. Figure 12 shows block diagram of the rulebase module. Table 1 gives rule list.
<table>
<thead>
<tr>
<th>Fuzzy rule</th>
<th>Ap1</th>
<th>Ap2</th>
<th>Ap3</th>
<th>Processor Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>I1</td>
</tr>
<tr>
<td>2</td>
<td>Low</td>
<td>Low</td>
<td>Medium</td>
<td>I1</td>
</tr>
<tr>
<td>3</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>I1</td>
</tr>
<tr>
<td>4</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>I1</td>
</tr>
<tr>
<td>5</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>I1</td>
</tr>
<tr>
<td>6</td>
<td>Low</td>
<td>Medium</td>
<td>High</td>
<td>I1</td>
</tr>
<tr>
<td>7</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>I1</td>
</tr>
<tr>
<td>8</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
<td>I1</td>
</tr>
<tr>
<td>9</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>I1</td>
</tr>
<tr>
<td>10</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td>I2</td>
</tr>
<tr>
<td>11</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
<td>I2</td>
</tr>
<tr>
<td>12</td>
<td>Medium</td>
<td>Low</td>
<td>High</td>
<td>I2</td>
</tr>
<tr>
<td>13</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>I3</td>
</tr>
<tr>
<td>14</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>I1</td>
</tr>
<tr>
<td>15</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>I1</td>
</tr>
<tr>
<td>16</td>
<td>Medium</td>
<td>High</td>
<td>Low</td>
<td>I3</td>
</tr>
<tr>
<td>17</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>I1</td>
</tr>
<tr>
<td>18</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>I1</td>
</tr>
<tr>
<td>19</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>I2</td>
</tr>
<tr>
<td>20</td>
<td>High</td>
<td>Low</td>
<td>Medium</td>
<td>I2</td>
</tr>
<tr>
<td>21</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>I2</td>
</tr>
<tr>
<td>22</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>I3</td>
</tr>
<tr>
<td>23</td>
<td>High</td>
<td>Medium</td>
<td>Medium</td>
<td>I2</td>
</tr>
<tr>
<td>24</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>I2</td>
</tr>
<tr>
<td>25</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>I3</td>
</tr>
<tr>
<td>26</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>I3</td>
</tr>
<tr>
<td>27</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>I1</td>
</tr>
</tbody>
</table>

Table 1. Fuzzy Rule set for three processors
Fig. 9. Structure of Rule based Module

Fuzzy Arbiter for Three Processor

The figure 10 shows total structure for fuzzy logic arbiter for three processors. This structure has input as request signal Ireq1, Ireq2 & Ireq3 from respective three masters and output as grant signal I1grant, I2grant & I3grant to the masters. The structure is divided into three basic part from input side acceptance rate calculation, Middle part as fuzzification and output side as rule based module.

Fuzzy logic arbiter is complex to implement. The complexity increases exponentially with the increase in the number of processor. As the arbiter requires so many calculations to do, it will be slow for responding. Also it will hard to implement in FPGA because architecture consist of so many number of byte multiplier and divider that took huge hardware to implement.
3. Performance comparison of arbiters

Performance of the designed arbitration schemes has compared based on the parameter like Latency, Acceptance rate of Masters, Average Waiting time of masters & Shared bus bandwidth utilization by individual masters.

**Average Latency** (Cycles/word): It is a time delay between the moment something is initiated, and the moment one of its effects begins or becomes detectable. Ideally this should be zero or as minimum as possible.

**Acceptance Rate:** Acceptance rate is defined as percentage of how many times masters request for shared bus among how many times it request is granted and bus is allotted. Theoretically acceptance rate of every processor should be as high as possible.

**Average Waiting Time:** It is the average time for particular master in between request and grant of the shared bus. Average waiting time for every processor should be as low as possible.

**Average Bandwidth Utilization:** It is measure of shared utilized by different masters. The bus should be ideally equally utilized by all masters.

Figure 11 indicate that the ATM switch based arbiter gives optimum performance based on the monitoring parameters.
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