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1. Introduction

During the last two decades, the number of spectral bands in optical remote sensing technology kept growing steadily going from multispectral (MS) to hyperspectral (HS) data sets. HS images employ hundreds of contiguous spectral bands to capture and process spectral information over a range of wavelengths, compared to the tens of discrete spectral bands used in MS images (Chang, 2003). This increase in spectral accuracy is delivering more information, allowing a whole range of new and more precise applications. The detailed spectral information of HS images is helpful for interpretation, classification and recognition. However, in remote sensors, usually a trade-off exists between SNR, spatial and spectral resolutions due to physical limitations, data-transfer requirements and some other practical reasons. In most cases, high spatial and spectral resolutions are not available in a single image, which makes the spatial resolution of HS images usually lower than that of MS images (Gomez et al., 2001). In practice, many applications require high accuracy both spectrally and spatially, which inspires research on spatial resolution enhancement techniques for HS image (Gomez et al., 2001; Duijster et al., 2009; Zhang & He, 2007; Hardie et al., 2004; Eismann & Hardie, 2005; 2004).

When more than one observation of the scene is available, a popular technique dealing with this limitation is image fusion, a well studied field for more than ten years. As a prototype problem, usually an image of high spectral resolution is combined with an image of high spatial resolution to obtain an image of optimal resolutions both spectrally and spatially. Most fusion techniques for spatial resolution improvement were developed for the specific purpose of enhancing MS image by using a panchromatic (Pan) image of higher spatial resolution, also referred to as pansharpening. Principal component analysis (PCA) (Chavez et al., 1991; Shettigara, 1992) and Intensity–Hue–Saturation (IHS) transform (Carper et al., 1990; Edwards & Davis, 1994; Tu et al., 2001) based techniques are the most commonly used ones. The Pan image is applied to totally or partially substitute the 1st principal component or intensity component of the coregistered and resampled MS image. To generalize to more than three bands and to reduce spectral degradation, generalized IHS (GIHS) transforms (Tu et al., 2004) and generalized intensity modulation techniques (Alparone et al., 2004) were defined. High-pass filtering and high-pass modulation techniques were developed (Chavez et al., 1991; Shettigara, 1992; Liu & Moore, 1998), in which spatial high-frequency information is extracted and injected adequately into each band of the MS image. With the rise of multiresolution analysis, many researchers have proposed pansharpening techniques, using Gaussian and Laplacian pyramids as well as discrete decimated and undecimated wavelet transforms (WTs).
In this work, a more general fusion is considered, in which an HS image of low spatial resolution and an MS image of high spatial resolution are observed and fused. Since the high spatial resolution MS image is multiband, the pansharpening techniques cannot be applied directly to the problem of HS and MS image fusion. Usually, a spatial high-frequency component of the MS image is extracted (by PCA, IHS, etc.) first and then injected to the HS image, which may lead to spectral distortion. Techniques using 2D and 3D WT s were also proposed (Gomez et al., 2001; Zhang & He, 2007), in which the MS and HS images were spectrally and spatially resampled a priori. These two approaches were both capable of improving the spatial resolution of the HS image effectively. However, the performance was highly dependent on the spectral resampling methods adopted. Some researchers proposed statistical estimation techniques for HS and MS image fusion. In (Hardie et al., 2004), MAP estimation based on a spatially varying statistical model is employed to enhance the spatial resolution of HS image. The framework developed was validated for pansharpening but allowed for any number of spectral bands in both the HS and MS images. Extensions of this work applied an extended stochastic mixing model (Eismann & Hardie, 2005; 2004).

In this work, we treat the problem of fusion of a low-spatial high-spectral resolution observation (HS image) with a high-spatial low-spectral resolution observation (MS image), for the purpose of spatial enhancement of the former. A Bayesian fusion framework is proposed, in which the fusion is accomplished by assuming an observation model for the HS image and a joint statistical model between the HS and MS images. Specifically, an expectation-maximization (EM) algorithm is employed for estimation optimization.

The rest of this work is arranged as follows. In Section 2, mathematical description of the problem concerned is introduced, as well as some related theoretical basis. In Section 3, the EM-based Bayesian fusion framework is elaborated and a practical implementation scheme is provided. In Section 4, simulation experiments with a reference are performed for validation and comparison. Finally, the conclusions are given in Section 5.

2. Problem description and theoretical basis

2.1 Problem description

The general problem discussed in this paper is to describe a scene \( z \) based on a series of observations, each with specific spatial and spectral resolutions. As a prototype problem, we will consider the case where a low-spatial high-spectral resolution observation \( x \) (HS image) is available together with a high-spatial low-spectral resolution observation \( y \) (MS image).

Although the two observations may be presented at different spatial and spectral sampling rates, in this paper, we will assume that all images are equally spatially sampled at a grid of \( N \) pixels, sufficiently fine to reveal the spatial resolution of \( z \). Since we will concentrate on the optimization of the spatial resolution and no spectral enhancement will be performed, the spectral sampling rate of \( x \) is sufficient. Each image is presented in band-interleaved-by-pixel lexicographical notation, that is, \( \mathbf{z} = [\mathbf{z}_1^T, \mathbf{z}_2^T, \ldots, \mathbf{z}_N^T]^T \) with \( \mathbf{z}_n = [z_{1n}, z_{2n}, \ldots, z_{Pn}]^T \) where \( P \) is the number of spectral bands. Similar notations are applied to all related images. Normally, a standard linear observation model is applied for \( x \):

\[
x = Wz + n
\]
where the PSF $W$ reflects the spatial blurring of the observation $x$, and $n$ is the additive Gaussian white noise with covariance $C_n$.

### 2.2 Theoretical basis

#### 2.2.1 EM algorithm

When only the observation $x$ is available, one way to improve its spatial resolution would be image restoration. A possible treatment of the restoration is splitting it up into a deblurring and a denoising part as was done in (Figueiredo & Nowak, 2003), where the expectation-maximization (EM) algorithm was employed to solve the problem. In (Duijster et al., 2009), this procedure was extended for multiband images. The key concept in the EM-based restoration procedure is that the observation model for $x$ is inverted by performing the deblurring and denoising in two separate steps. To accomplish this, the observation model is decomposed as:

$$x = Ws + n'' \quad (2)$$

$$s = z + n'. \quad (3)$$

In this way, the noise is decomposed into two independent parts $n'$ and $n''$, with $Wn' + n'' = n$. The spatial-invariance of $W$ guarantees a semi positive-definite covariance for $n''$. If $W$ would be not translation-invariant, a rescaling is required (see (Figueiredo & Nowak, 2003)). The splitting up leaves the option to divide the originally assumed Gaussian white noise $n$ into two parts. Choosing $n'$ to be white with $p(n') = \phi(0, C_n)$ facilitates the denoising problem (3). However, $W$ colors the noise so that $n''$ becomes colored with $p(n'') = \phi(0, C_n - WCnW^T)$. When the largest part of the original noise appears into $n'$, $n''$ can be neglected, making (2) a pure deblurring problem.

The estimation problem concerned can be then described as:

$$\hat{z} = \arg \max_z p(z|x,s)$$

$$= \arg \max_z p(x,s|z)p(z) \quad (4)$$

which is solved using the iterative EM algorithm. At each iteration $k$, the EM algorithm involves two steps:

- The **E-step** computes the conditional expectation of the complete log-likelihood, the so-called $Q$-function, given the observation $x$ and an estimate of $z$ acquired in the previous iteration:

$$Q(z, \hat{z}^{(k-1)}) = \mathbb{E}[\log(p(x,s|z)p(z))|x, \hat{z}^{(k-1)}]. \quad (5)$$

- The **M-step** maximizes the $Q$-function and updates the estimate of $z$:

$$\hat{z}^{(k)} = \arg \max_z Q(z, \hat{z}^{(k-1)}). \quad (6)$$

#### 2.2.1.1 E-step

Conditioned on $s$, $x$ is independent of $z$ (see (2)), therefore:

$$p(x,s|z)p(z) = p(x|s,z)p(s|z)p(z) = p(x|s)p(s|z)p(z) \propto p(s|z)p(z). \quad (7)$$
From Equation (3), one has \( p(s|z) = \phi(z, C_n) \). When a Gaussian prior is assumed for \( z \), one has
\[
p(z) = \phi(\mu_z, C_z)
\]
with
\[
\mu_z = \mathbb{E}[z] \quad \text{and} \quad C_z = \mathbb{E}[(z - \mathbb{E}[z])(z - \mathbb{E}[z])^T]
\]
which can be estimated from an estimate of \( z \) obtained in the previous iteration \( (\hat{z}^{(k-1)}) \). Hence, the complete log-likelihood can be expressed as:
\[
\log(p(x|s)p(x|y)) \propto -\frac{1}{2} (z - s)^T C_n^{-1} (z - s) - \frac{1}{2} (z - \mu_z)^T C_z^{-1} (z - \mu_z).
\]
Since the \( z \)-dependent part of this expression is linear in \( s \), finding the Q-function or the expectation of (10) comes down to finding the expectation of \( s \), conditioned on the observation \( x \) and an estimate of \( z \) from last iteration. Denoting this expectation as \( \hat{s}^{(k)} \), the final expression for the Q-function becomes:
\[
Q(z, \hat{z}^{(k-1)}) \propto -\frac{1}{2} (z - \hat{s}^{(k)})^T C_n^{-1} (z - \hat{s}^{(k)}) - \frac{1}{2} (z - \mu_z)^T C_z^{-1} (z - \mu_z).
\]

2.2.1.2 Calculation of \( \hat{s}^{(k)} \)

\( \hat{s}^{(k)} \) can be obtained from the conditional pdf of \( s \) given the observation \( x \) and an estimate of \( z \) from the previous iteration:
\[
p(s|x, \hat{z}^{(k-1)}) = \frac{p(x|s, \hat{z}^{(k-1)})p(s|\hat{z}^{(k-1)})}{p(x|\hat{z}^{(k-1)})} = \frac{p(x|s)p(s|\hat{z}^{(k-1)})}{p(x|\hat{z}^{(k-1)})} \propto p(x|s)p(s|\hat{z}^{(k-1)})
\]
where the first pdf comes from (2) and the second from (3)
\[
p(x|s) = \phi(W_s C_n - W C_n W^T)
\]
\[
p(s|\hat{z}^{(k-1)}) = \phi(\hat{z}^{(k-1)}, C_n).
\]
As a result, the conditional expectation of \( s \) can then be obtained as:
\[
\hat{s}^{(k)} = \mathbb{E}[s|x, \hat{z}^{(k-1)}] = \int sp(x|s)p(s|\hat{z}^{(k-1)})ds = \hat{z}^{(k-1)} + W^T(x - \hat{W} \hat{z}^{(k-1)}).
\]
2.2.1.3 M-step

In this step, the estimate of $z$ is updated by maximizing the $Q$-function obtained in (11):

$$
\hat{z}^{(k)} = \arg \max_{z} Q(z, \hat{z}^{(k-1)}) = C_{2(\hat{z}^{(k-1)})}^{-1} s^{(k)} + C_{n}(C_{2(\hat{z}^{(k-1)})}^{-1} + C_{n})^{-1} \mu_{\hat{z}^{(k-1)}}. \quad (16)
$$

Since no auxiliary information is used in the whole procedure, its performance in spatial enhancement is usually quite limited.

2.2.2 Bayesian fusion using MAP estimation

When the high-spatial low-spectral resolution observation $y$ is also available, image fusion technique would be a solution for spatial enhancement of $x$. In a Bayesian framework, an estimate of $z$ can be obtained from the conditional pdf given both observations using MAP estimation (Hardie et al., 2004):

$$
\hat{z} = \arg \max_{z} p(z | x, y) = \arg \max_{z} p(x | z) p(z | y). \quad (17)
$$

The first pdf is obtained from the observation model for $x$ (see (1)):

$$
p(x | z) = \phi(Wz, C_{n}). \quad (18)
$$

By assuming a jointly Gaussian distribution between $z$ and $y$, the conditional pdf $p(z | y)$ would also be a Gaussian (Hardie et al., 2004):

$$
p(z | y) = \phi(\mu_{z|y}, C_{z|y}) \quad (19)
$$

with

$$
\mu_{z|y} = \mathbb{E}[z] + C_{z,y} C_{y}^{-1} (y - \mathbb{E}[y])
$$

$$
C_{z|y} = C_{z} - C_{z,y} C_{y}^{-1} C_{y}^{T}.
$$

where

$$
C_{z,y} = \mathbb{E}[(z - \mathbb{E}[z]) (y - \mathbb{E}[y])^{T}]. \quad (20)
$$

After some calculation, the following solution can be easily obtained:

$$
\hat{z} = \mu_{z|y} + C_{z|y} W^{T} (WC_{z|y} W^{T} + C_{n})^{-1} (y - W \mu_{z|y}). \quad (21)
$$

In this fusion approach, ideally, the fused result $\hat{z}$ has the spectral resolution of $x$ and the spatial resolution of $y$. As a result, the spatial resolution of $\hat{z}$ is limited to that of $y$.

3. Bayesian fusion based on EM algorithm

In this section, a new Bayesian fusion approach for HS and MS images is proposed, which employs both the EM algorithm presented in Section 2.2.1 and Bayesian fusion framework explained in Section 2.2.2, for the purpose of performance improvement. Based on the
splitting-up strategy ((2) and (3)), the objective of the fusion problem discussed is to find an estimate of \( z \) by:

\[
\hat{z} = \arg \max_{z} p(z|x,y,s)
\]

\[
= \arg \max_{z} p(x,s|z)p(z|y).
\]  

(22)

Employing the EM algorithm, the proposed fusion approach is an iterative procedure with two major steps in each iteration \( k \):

- The **E-step** computes the conditional expectation of the complete log-likelihood, the so-called Q-function, given both observations (x and y) and an estimate of \( z \) acquired in the previous iteration:

\[
Q(z, \hat{z}^{(k-1)}) = \mathbb{E}_{\hat{z}^{(k-1)}} \left[ \log \left( p(x,s|z)p(z|y) \right) \right] | x,y,\hat{z}^{(k-1)}].
\]  

(23)

- The **M-step** maximizes the Q-function and updates the estimate of \( z \):

\[
\hat{z}^{(k)} = \arg \max_{z} Q(z, \hat{z}^{(k-1)}).
\]  

(24)

### 3.1 E-step

Since conditioned on \( s \), \( x \) is independent of \( z \) (see (2)), the following can be obtained:

\[
p(x,s|z)p(z|y) = p(x|s,z)p(s|z)p(z|y)
\]

\[
= p(x|s)p(s|z)p(z|y)
\]

\[
\propto p(s|z)p(z|y).
\]  

(25)

From (3), one has \( p(s|z) = \phi(z,C_n) \). As for \( p(z|y) \), we will assume that \( z \) and \( y \) are jointly normally distributed as in (Hardie et al., 2004), so that the conditional distribution is also a normal (see (19)). As a result,

\[
\log(p(x,s|z)p(z|y)) \propto -\frac{1}{2}(z-s)^T C_n^{-1}(z-s) - \frac{1}{2}(z-\mu_{zy} - \mu_{zy})^T C_{zy}^{-1}(z-\mu_{zy}).
\]  

(26)

Since the \( z \)-dependent part of this expression is linear in \( s \), finding the Q-function or the expectation of (26) comes down to finding the expectation of \( s \), conditioned on both observations (\( x \) and \( y \)) as well as \( \hat{z}^{(k-1)} \). We will denote this expectation as \( \hat{s}^{(k)} \), so that the final expression for the Q-function becomes:

\[
Q(z, \hat{z}^{(k-1)}) \propto -\frac{1}{2}(z-\hat{s}^{(k)})^T C_n^{-1}(z-\hat{s}^{(k)}) - \frac{1}{2}(z-\mu_{zy} - \mu_{zy})^T C_{zy}^{-1}(z-\mu_{zy}).
\]  

(27)

### 3.2 Calculation of \( \hat{s}^{(k)} \)

The pdf of \( s \) given both observations and an estimate of \( z \) from the previous iteration is described as following:

\[
p(s|x,y,\hat{z}^{(k-1)}) = \frac{p(x,s,y,\hat{z}^{(k-1)})}{p(x|y,\hat{z}^{(k-1)})} = \frac{p(x,s,y,\hat{z}^{(k-1)})}{p(x|y,\hat{z}^{(k-1)})} \cdot \frac{p(s|y,\hat{z}^{(k-1)})}{p(\hat{z}^{(k-1)}|s,y)p(s|y)}.
\]

(28)
Since conditioned on s, x is independent of \( \hat{z}^{(k-1)} \) (see (2)), \( \hat{z}^{(k-1)} \) is independent of y (see (3)), besides x and y are independent, the conditional pdf can then be rewritten as:

\[
p(s|x,y,\hat{z}^{(k-1)}) = \frac{p(x|s)p(\hat{z}^{(k-1)}|s)p(s|y)}{p(x|\hat{z}^{(k-1)})p(\hat{z}^{(k-1)}|y)} \\
\propto p(x|s)p(\hat{z}^{(k-1)}|s)p(s|y)
\]

with

\[
p(x|s) = \phi(Ws, C_n - WC_nW^T) \\
p(\hat{z}^{(k-1)}|s) = \phi(s, C_n) \\
p(s|y) = \phi(\mu_{\hat{z}^{(k-1)}|y}, C_{\hat{z}^{(k-1)}|y} + C_n)
\]

where the first expression is derived from (2), the second from (3) and the third from the prior model assumption combined with (3). Thus, an estimate of the expectation of s leads to:

\[
\hat{s}^{(k)} = \mathbb{E}[s|x,y,\hat{z}^{(k-1)}] = \int sp(x|s)p(\hat{z}^{(k-1)}|s)p(s|y)ds = \mu + C(x - W\mu)
\]

with

\[
\mu = B[C_n^{-1}\hat{z}^{(k-1)} + (C_{\hat{z}^{(k-1)}|y} + C_n)^{-1}\mu_{\hat{z}^{(k-1)}|y}]. \\
C = BW^T[C_n + W(B - C_n)W^T]^{-1} \\
B = [C_n^{-1} + (C_{\hat{z}^{(k-1)}|y} + C_n)^{-1}]^{-1}.
\]

### 3.3 M-step

In this step, the estimate of z is updated by maximizing the Q-function in (27), which leads to:

\[
\hat{z}^{(k)} = \arg \max_{\hat{z}} Q(z, \hat{z}^{(k-1)}) = C_{\hat{z}^{(k-1)}|y}(C_{\hat{z}^{(k-1)}|y} + C_n)^{-1}\hat{s}^{(k)} + C_n(C_{\hat{z}^{(k-1)}|y} + C_n)^{-1}\mu_{\hat{z}^{(k-1)}|y}.
\]

### 3.4 Discussion

Remark that the obtained expression in the E-step (28) is a combination of the expressions obtained by a restoration of x and a fusion of x with y. Indeed, when no high-spatial resolution image (y) is available, (28) would reduce to (15) which is a deconvolution result of x. On the other hand, if no EM algorithm would be applied, the MAP estimation of (22) would lead to (21) which is a Bayesian fusion of x and y using MAP estimation. The obtained expression in the M-step (29) makes use of both observations. Without the use of y, the expression would reduce to (16), accounting for the interband correlation of \( \hat{z}^{(k-1)} \). While in (29), the correlation between \( \hat{z}^{(k-1)} \) and y are also accounted for. Therefore, the proposed approach is actually a combination of EM-based restoration and Bayesian fusion.
4. Experiments and analysis

4.1 Implementation

4.1.1 Noise covariance

The noise covariance $C_n$ is required in the estimation. In this paper, instead of assuming it is known, it is estimated from $\tilde{z}^{(k-1)}$. The noise is assumed to be spectrally uncorrelated, so that $C_n$ is diagonal:

$$
C_n = \begin{bmatrix}
C_{n_1} & 0 & \cdots & 0 \\
0 & C_{n_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C_{n_N}
\end{bmatrix}
$$

with $C_{n_n} = \begin{bmatrix} \hat{\sigma}^2_1 & 0 & \cdots & 0 \\
0 & \hat{\sigma}^2_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \hat{\sigma}^2_P \end{bmatrix}$ (for $n = 1, 2, \cdots, N$).

The diagonal elements in the noise covariance can be estimated in several ways. In this work, we employ the well-known estimator by Donoho (Donoho & Johnstone, 1995):

$$
\hat{\sigma}_p = \text{median}(|\hat{z}_{p,1,\text{diag}}|) \div 0.6745
$$

(30)

where $\hat{z}_{p,1,\text{diag}}$ represents the wavelet diagonal subband at the first resolution scale of the $p$th ($p = 1, 2, \cdots, P$) spectral band of $\hat{z}^{(k-1)}$.

4.1.2 Spatial independence

Estimating the full size covariance matrix $C_{z|y}$ (of size $NP \times NP$) is impractical for a typical size HS image. To keep the calculations feasible, we follow a similar strategy as employed in (Hardie et al., 2004). The pixels in $z$ are assumed to be spatially conditionally independent, so that the conditional expectation and covariance can be estimated independently for each individual pixel:

$$
\mu_{z|y} = \begin{bmatrix}\mu_{z_1|y_1}^T; \mu_{z_2|y_2}^T, \cdots; \mu_{z_N|y_N}^T\end{bmatrix}^T
$$

$$
C_{z|y} = \begin{bmatrix}
C_{z_1|y_1} & 0 & \cdots & 0 \\
0 & C_{z_2|y_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C_{z_N|y_N}
\end{bmatrix}
$$

where the individual conditional expectation and covariance is estimated as:

$$
\mu_{z_n|y_n} = \mathbb{E}[z_n] + C_{z_n|y_n}C_{y_n}^{-1}(y_n - \mathbb{E}[y_n])
$$

$$
C_{z_n|y_n} = C_{z_n} - C_{z_n|y_n}C_{y_n}^{-1}C_{z_n|y_n}
$$

In this work, all related expectation as well as self- and cross-covariances are globally estimated, which denotes that they are constants for each pixel.

4.1.3 Block-by-block estimation strategy

Since $C_n$ is diagonal and $C_{z|y}$ is block-diagonal, $\mu = [\mu_1^T; \mu_2^T, \cdots; \mu_N^T]^T$ and $B$ is also block-diagonal. However, because of the effect of $W$ and matrix inversion, $C$ is not
block-diagonal. The calculation of $C$ and thus the estimation in (28) cannot be implemented pixel by pixel. The matrix with size $NP \times NP$ is obviously too large to be practical. To solve this problem, we design a practical implementation scheme, in which $C$ and thus $\hat{s}^{(k)}$ are calculated block by block. The image is divided into non-overlapping blocks with an appropriate size (with $M$ pixels, in this paper, a $16 \times 16$ square is used), which is sufficiently large for the PSF simulation and sufficiently small for keeping the calculations feasible. In this work, $W$ models a space-invariant periodic convolution in the image domain. $W$ is then a square block-circulant matrix (size $NP \times NP$) constructed from the convolution kernel. Using the same convolution kernel, we can construct $W_b$ (size $MP \times MP$) in the same manner, which performs the blurring on each block in $z$, mimicking the way that $W$ performs on $z$. The calculation of $C$ and the estimation of $s$ are then implemented block by block, using $W_b$ instead of $W$.

4.2 Experimental setup

In this work, simulation experiments with a reference are employed for performance validation and comparison, so that the fused results can be compared to the reference. Performances of fusion techniques are usually difficult to be measured only based on observation, especially for multiband images. Objective and quantitative analysis can contribute to a more comprehensive evaluation. In this work, we employ the SNR in decibels between the result and the reference as the performance evaluation index:

$$\text{SNR}(Z, \hat{Z}) = 10\log_{10} \frac{\sum Z^2}{\sum (Z - \hat{Z})^2}. \quad (31)$$

For the first set of experiments (Test 1), an AVIRIS HS image of NW Indiana’s Indian Pine test site, USA in 1992 with 220 bands is employed. To construct the experimental data, we select 60 continuous bands (bands 11-70) and 128 $\times$ 128 pixels in each band, avoiding atmospheric water bands and bands with low SNR. To limit processing time, a 10-band HS reference image is constructed by averaging over 6 adjacent bands successively. It is then spatially smoothed by a Gaussian low-pass filter with a standard deviation of 1.2 and Gaussian noise is also added to acquire $x$. A 3-band image $y$ is obtained by averaging the original 60-band image over 20 adjacent bands successively.

In the second set of experiments (Test 2), we apply the presented framework to a specific case of fusion, pansharpening, where an MS image of low spatial resolution is fused with a Pan image of high spatial resolution. For this, a set of color-composite Landsat images (3 bands, 30m resolution) and a SPOT Pan image (10m resolution) covering an area near London are used as test data. To be able to use the original Landsat image as a reference, we smooth it with a Gaussian low-pass filter with a standard deviation of 1.2 and Gaussian noise is also added to obtain $x$. A degraded SPOT Pan image to 30m is used as $y$.

For initialization of EM algorithm, we set $\hat{z}^{(0)} = x$.

4.3 Experimental results and analysis

4.3.1 Algorithm convergence

In this part, experiments are performed to validate the proposed fusion framework. In Test 1, general HS and MS image fusion is discussed, using $x$ with noise level of 25dB. In Test 2, the proposed approach is validated for the specific case of pansharpening, using $x$ with noise level of 20dB. In Fig. 1, the SNRs between the reference and fused images as a function of
Table 1. SNR in fusion tests with different noise levels

<table>
<thead>
<tr>
<th>Noise level</th>
<th>40</th>
<th>35</th>
<th>30</th>
<th>25</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
<td>35.4405</td>
<td>35.3011</td>
<td>34.7885</td>
<td>33.5456</td>
<td>29.0465</td>
</tr>
<tr>
<td>Test 2</td>
<td>25.3240</td>
<td>25.1845</td>
<td>24.9342</td>
<td>24.6979</td>
<td>24.2355</td>
</tr>
</tbody>
</table>

the number of iterations of the EM algorithm involved are shown. It can be observed that the SNR increases sharply in the first several iterations and converges after around 10 iterations. The proposed approach is also validated for \( x \) with different noise levels (20-40dB) in both Test 1 and 2, and comparable results are observed. Fig. 2 shows \( x \) with specific noise levels and the corresponding fused results, as well as the reference from Test 2. The slight differences among all the fused images illustrate the excellent noise-resistance of the proposed fusion approach. The SNRs between the reference and fused images produced in different experiments are listed in Table 1, together with the original noise levels of \( x \).

### 4.3.2 Knowledge about \( W \)

In the estimation of (28), the PSF \( W \) is required. Nevertheless, knowledge about the PSF is usually partly or totally unknown in practice. In this part, we will discuss the influence of (lack of) knowledge of \( W \) on the fused result. To address this problem, we arrange the following experiment. We employ the experimental data constructed in Section 4.2, while using Gaussian low-pass filters with standard deviation \( \sigma_1 \) to model \( W \), with \( \sigma_1 \in [0.3, 2.1] \) with a step of 0.1 (the actual \( \sigma_1 = 1.2 \)). The SNRs between the fused and reference images as a function of \( \sigma_1 \) are shown in Fig. 3. It can be observed that a little underestimated or overestimated \( W \) (\( \sigma_1 \in [1.0, 1.4] \)) can still produce fairly good fused results. It seems that an overestimated \( W \) has even less influence on the fusion results than an underestimated \( W \),
Fig. 2. Experimental results in Test 2 using $x$ with different noise levels.
especially in Test 2 (dashed). It can be concluded that for the proposed fusion approach, the exact knowledge about $W$ is not strictly required. By using a good approximation or estimation of $W$, fused results with fairly good quality can still be obtained. In certain practical circumstances, ground truth (reference) may not be available as well, which means there is no prior knowledge about $W$ at all. The proposed technique can still be applied, by applying Gaussian low-pass filters with increasing $\sigma_1$ as $W$ and validating the results by users’ observation. Some fused images from the pansharpening test with different underestimated as well as overestimated $W$ are shown in Fig. 4.

![Fig. 3. Influence of $W$ on fusion performance.](image)

In certain practical circumstances, ground truth (reference) may not be available as well, which means there is no prior knowledge about $W$ at all. The proposed technique can still be applied, by applying Gaussian low-pass filters with increasing $\sigma_1$ as $W$ and validating the results by users’ observation. Some fused images from the pansharpening test with different underestimated as well as overestimated $W$ are shown in Fig. 4.

![Fig. 4. Fused images using $W$ with different $\sigma_1$.](image)
4.3.3 Performance comparison

In this set of experiments we compare the proposed fusion technique with the EM-based restoration approach of (Duijster et al., 2009) as presented in Section 2.2.1 (denoted as EM-Res), and the Bayesian fusion approach of (Hardie et al., 2004) as presented in Section 2.2.2 (denoted as Bayes-F). To make a fair comparison, all three approaches employ the same statistical parameter estimation strategy.

When performing EM-Res, \( W \) denotes the imaging PSF and reflects the resolution difference between \( x \) and \( z \). Since no high-spatial resolution auxiliary information is utilized, its performance in spatial enhancement is usually quite limited. While in Bayes-F, \( W \) actually reflects the resolution difference between \( x \) and \( y \). Hence, the spatial resolution of \( z \) is limited to that of \( y \). It is notable that both resolution differences may be quite different in practice. However, either of the above two approaches only accounts for one of the resolution differences. The newly proposed fusion approach overcome this limitation, in which \( W \) describes the spatial resolution difference between \( x \) and \( z \), while the resolution difference between \( x \) and \( y \) is accounted for in the covariance estimation. In fact, it combines the advantages of the fusion and restoration techniques, obtaining a result which is actually a weighted result between the results produced by these two techniques. Depending on the spatial resolution differences and noise level in the observation model, it is capable of updating the weights adaptively. If the resolution difference between \( x \) and \( y \) is high, fusion is expected to contribute more to the result than restoration, while if it is low, the restoration part is expected to contribute more.

As a reminder, \( W \) is assumed to be known, but as shown in the first set of experiments, a fair estimation is sufficient. In the following experiments, we have used the knowledge of \( W \). The spatial resolution of \( y \) and thus knowledge about the spatial resolution difference between \( x \) and \( y \) is not required a priori and is estimated during the process.

In order to investigate the performance of different techniques, the following experiment is conducted. Gaussian low-pass filters \( G \) with standard deviation \( \sigma_2 \in [0.3,2.1] \) (with a step of 0.1) are applied to the original high-spatial low-spectral image, to generate \( y \) at different spatial resolution scales.

In Fig. 5, the SNRs as a function of \( \sigma_2 \) are shown, the original SNR of \( x \) and the reference is also depicted. The result produced by EM-Res is of course constant since it does not make use of \( y \), while the performance of Bayes-F decreases sharply with decreasing spatial resolution of \( y \) (increase of \( \sigma_2 \)). For high spatial resolution of \( y \) \((\sigma_2 \in [0.3,0.9])\), Bayes-F performs better than EM-Res. For higher values of \( \sigma_2 \), which implies the spatial resolution of \( y \) is only slightly higher or even lower than that of \( x \), EM-Res performs better than Bayes-F. When \( \sigma_2 = 1.2 \), the SNR of the result produced by Bayes-F is almost the same as the original SNR, which well explains the fact that no improvement can be expected by fusing two observations at the same spatial resolution scale. The slightly higher SNR over the original one can be attributed to the noise-resistance of Bayes-F. When the spatial resolution of \( y \) decreases further, Bayes-F does not make a contribution any more, it even deteriorates the \( x \) observation.

As for the proposed approach, three different regimes appear in Fig. 5. For low values of \( \sigma_2 \) \((\sigma_2 \in [0.3,0.6])\), the result of the proposed technique is comparable to the Bayes-F result. For high values of \( \sigma_2 \) \((\sigma_2 \in [1.3,2.1])\), restoration dominates the process and the result of the proposed technique seems to saturate to a value nearby the EM-Res result. This is more obvious in Test 1, in which general HS and MS image fusion is performed. The middle regime \((\sigma_2 \in [0.6,1.3])\) is the most interesting one. In that regime, both restoration and fusion contribute to the result, leading to an improved fusion performance.
Fig. 5. Influence of the spatial resolution of $y$ on performance.
In Fig. 6, the experimental results of Test 2 are depicted, produced by EM-Res, Bayes-F and the proposed approach. Zoomed images of fusion results produced by Bayes-F and the proposed approach using y on different spatial resolution scales are also depicted in Fig. 7. It can be observed that for EM-Res, the spatial resolution improvement is limited and the result is quite noisy. The spatial resolution improvements of the results produced by Bayes-F and the proposed approach are comparable. When y is of lower spatial resolution, the spatial resolution improvement of the proposed approach is better than that of Bayes-F. However, severe spectral distortion (color difference with the reference) can be observed in Bayes-F result.
Fig. 7. Zoomed results in Test 2.
These findings reflect some weaknesses of EM-Res and Bayes-F approaches. EM-Res approach combines in each iteration a deconvolution step and a denoising step, the latter being a regularization step. It is known that such iterative processes sometimes overemphasize details and thereby tend to amplify the noise. On the other hand, the jeopardy with Bayes-F approach is that it may lose spectral fidelity of the low-spatial high-spectral resolution image by including spatial details from the high-spatial low-spectral resolution image. The proposed approach seems to be able to control both aspects by weighting of the contributions of restoration and fusion.

5. Conclusion

In this paper, a fusion approach for two observations (a low-spatial high-spectral resolution observation x and a high-spatial low-spectral resolution observation y) is proposed. The newly proposed fusion approach employs an iterative EM algorithm as well as a Bayesian fusion scheme, in which an image restoration process for x is applied in combination with a fusion of x and y. In the simulation experiments, the proposed approach is validated and analyzed, as well as compared with some state-of-the-art techniques which clearly illustrates its advantages.
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